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ABSTRACT 

Isocitrate Dehydrogenase 3 and One-Carbon Metabolism: 

Defining a Novel Role for Isocitrate Dehydrogenase 3 in Glioblastoma 

Jasmine L. May 

Glioblastoma (GBM) is a highly malignant brain tumor that accounts for the most commonly 

diagnosed type of primary brain tumors in adults. It has a poor prognosis of only 15 months from 

the time of diagnosis. The gold standard therapy regimen consists of radiotherapy and the 

chemotherapeutic temozolomide. Both of these therapies can have major side effects and no 

major strides have been made to improve the therapeutic options or outcomes. Many researchers 

have been investigating GBM to discover druggable targets that might have fewer side effects 

and improve disease prognosis. Of late many researchers have been investigating a group of 

enzymes called isocitrate dehydrogenase (IDH) enzymes. They are a key group of enzymes 

important for the conversion of isocitrate (ICT) to α-ketoglutarate (α-KG). IDH1 carries out this 

conversion in the cytosol supplying α-KG. α-KG is important for fatty acid synthesis and to act 

as a co-factor for other enzymes that regulate histone methylation and protein degradation. IDH2 

and IDH3 carry out the reaction as part of the tricarboxylic acid (TCA) cycle. Therefore, IDH2 

and IDH3 are important for energy production in the mitochondria. IDH1 and IDH2 have 

frequently been found to be mutated in the setting of GBM, in particular in secondary GBM, 

GBM that develops from low grade gliomas, while wild type IDH1 is more commonly found in 

primary GBM, GBM that arises de novo. Recently our lab determined that wild type IDH1 

promotes primary GBM growth and receptor tyrosine kinase inhibitor resistance. While IDH1 
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and IDH2 has been the focus in GBM research, very little has been discovered with regards to 

IDH3. Interestingly IDH3 is rarely found mutated in the setting of GBM and the reason for this 

has remained unclear. Unique to IDH3 compared to its family members is that IDH3 is a 

heterotetramer, composed of four subunits, two α, one β, and one γ subunit. Its main function is 

as part of the TCA cycle to convert ICT to α-KG, like IDH2, but some researchers have hinted at 

alternative functions, including one that may involve a nuclear role for IDH3, in particular for 

the α subunit (IDH3α). My research focuses on confirming nuclear localization of IDH3α and 

elucidating the role that it plays at the nucleus. Through a non-biased approach we have 

identified a novel interactor, cytosolic serine hydroxymethyltransferase (cSHMT), with IDH3α. 

We have determined that IDH3α regulates cSHMT activity, promoting thymidylate synthesis at 

the nuclear lamina. In the absence of IDH3α expression we observed decreased proliferation, 

increased sensitivity to the anti-folate chemotherapeutic methotrexate (MTX), and increased flux 

of folate metabolites through the methionine pathway, ultimately leading to an overall increase in 

DNA methylation. These effects result in decreased tumor growth and thus increased survival in 

vivo and the epigenetic changes caused a deregulation of pathways like the cAMP mediated 

signaling and regulation of epithelial-to-mesenchymal transition pathways. Thus, we have 

discovered a novel role for IDH3α in GBM pathogenesis and in general cellular physiology. 

Based off our research IDH3α appears to be a novel metabolic target for future therapies that 

may improve GBM patient outcomes. 
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1.1 Opening  
 

Mutation or transcriptional up-regulation of isocitrate dehydrogenases 1 and 2 (IDH1 and IDH2) 

promote cancer progression through metabolic reprogramming and epigenetic deregulation of 

gene expression. Here, we demonstrate that IDH3α, a subunit of the IDH3 heterotetramer, is 

elevated in Glioblastoma (GBM) patient samples compared to normal brain tissue, and promotes 

GBM progression in orthotopic glioma mouse models.  IDH3α loss-of-function reduces 

tricarboxylic acid (TCA) cycle turn over, and inhibits oxidative phosphorylation. In addition to 

its impact on mitochondrial energy metabolism, IDH3a binds to cytosolic serine 

hydroxymethyltransferase (cSHMT). This interaction enhances nucleotide availability during 

DNA replication, while absence of IDH3α promotes methionine cycle activity, S-adenosyl 

methionine generation and DNA methylation. Thus, the regulation of one-carbon metabolism via 

a nuclear IDH3α-cSHMT signaling axis represents a novel mechanism of metabolic adaptation 

in GBM. 

 

1.2 Glioblastoma 
 

1.2.1 Overview 
Glioblastoma (GBM) is a World Health Organization (WHO) grade IV brain tumor (Louis et al., 

2007). GBM is diagnosed by the presence of several prevailing characteristics of GBM tumors, 

via immunohistochemistry: high mitotic activity, pseudopalisading necrosis, infiltrative cells, 

intravascular microthrombi, and microvessel proliferation (Olar and Aldape, 2014) and 
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sometimes with the assistance of functional MRI and diffusion weighted imaging (Wen and 

Kesari, 2008). GBM is the most commonly diagnosed malignant central nervous system tumor in 

adults, 46.1%, with an incidence of rate of 3.19/100,000 (Ostrom et al., 2013). GBM is also the 

deadliest with a 15 month prognosis from diagnosis when treated, 3 months if left untreated 

(Ostrom et al., 2016, Malmstrom et al., 2012). This dismal prognosis is due to the rate of 

recurrence, 7 months post diagnosis. Recurrence occurs due to the aggressive growth and 

invasive behavior of GBM, even without the presence of metastasis, which is a rare occurrence 

(Lun et al., 2011, Franceschi et al., 2016). Patients may present with headaches, focal neurologic 

deficits, confusion, memory loss, personality changes, nausea, vomiting and/or seizures. Most of 

these symptoms are due to the increase in intracranial pressure from the growing tumor and the 

inflammatory response (Behin et al., 2003). The mean age of diagnosis is about 64 years old, 

with a higher prevalence in Caucasians versus African Americans, Asians, and Latinos, and a 

higher rate in men versus women (1.5:1) (Ostrom et al., 2016). 

 

There are a few different environmental factors that have been linked to an increased prevalence 

of brain tumors which include therapeutic ionizing radiation, vinyl chloride, pesticides, smoking, 

petroleum refining, and working in the synthetic rubber manufacturing industry (Wrensch et al., 

2002). Genetically a few conditions predispose patients to the development of GBM like Li-

Fraumeni syndrome, Lynch Syndrome, Turcot Syndrome, Nevoid basel cell carcinoma 

syndrome, Tuberous sclerosis complex, and if patients carry the Neurofibromatosis 1 & 2, or 

Multiple Endocrine Neoplasia type 1 mutation (Farrell and Plotkin, 2007). Yet many of these 
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factors predispose patients to developing many different types of cancers in general. No risk 

factors have been conclusively linked to brain tumors/GBM specifically.  

 

GBM can present as the initial tumor, primary GBM, or as the result of a lower grade glioma, 

secondary GBM, which is less common (Ohgaki, 2009, Wen and Kesari, 2008). Primary GBMs 

account for 80% of all GBM cases and mainly arise in older patients, average age of 62, with 

rates being highest from 74 to 85 years of age, versus secondary which arises in younger 

patients, average age of 45 (Ohgaki and Kleihues, 2007, Ohgaki et al., 2004, Kleihues and 

Ohgaki, 2000, Ostrom et al., 2016).  

 

Although many researchers have worked hard to understand and characterize this disease there 

are few therapies that are available to patients. The typical therapy course for patients diagnosed 

with GBM consists of maximal surgical resection followed by radiotherapy combined with either 

temozolomide (TMZ) or carmustin wafers (Stupp et al., 2009, Stupp et al., 2005) and followed 

up with six cycles of TMZ treatment (Stupp et al., 2005). Surgery is important for relieving the 

increase in intracranial pressure due to the growing tumor mass and it has been improved upon 

with the addition of fluorescence guidance (Stummer et al., 2006, Lacroix et al., 2001). With the 

addition of post-operative radiotherapy, increasing overall survival to 10.4%, and then TMZ, 

increasing to 26.5%, this shifted the median overall survival from 12.1 to 14.6 months (Stupp et 

al., 2005). The use of carmustin wafers has fallen out of favor due to side effects which include 

delayed wound healing, intracranial edema, cerebrospinal fluid leakage, intracranial infection, 
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and seizures (Wen et al., 2006). These treatments have been the standard of care for the past 10 

years with very little change in the overall 5 year survival rate, which is only about 5.1% of 

patients (Ostrom et al., 2016). This disappointing result is believed to be due to the occurrence of 

drug resistance in these tumors (Stupp et al., 2009). The TMZ regimen can lead to a 

hypermutated phenotype in gliomas which may promote the development of drug resistance 

genes (Hunter et al., 2006, Cahill et al., 2007). For example, one group found that after treatment 

with TMZ there was an induction of Epidermal Growth Factor Receptor (EGFR) vIII and EGFR 

expression both of which have been demonstrated to increase drug resistance (Munoz et al., 

2014).  

 

As an alternative approach, and as a way to avoid drug resistance, a newly approved device has 

come onto the market which produces alternating electric fields of low intensity and intermediate 

frequency which interferes with cell division and eventually leads to cell apoptosis (Kirson et al., 

2007). The device is placed onto a shaved scalp and powered by a battery pack, both worn for 18 

hours, at a minimum, at a time (Stupp et al., 2017). A prospective, randomized phase 3 clinical 

trial was conducted on both patients with newly diagnosed and patients with recurrent GBM. 

While usage of the device led to an increase in overall survival in newly diagnosed patients with 

GBM, 20.5 months versus 15.6 months in the control group treated only with concomitant 

radiochemotherapy (Stupp et al., 2017), there was no significant difference for those patients 

with recurrent GBM outside of reduced side effect profiles for the device versus typical 

chemotherapy regimens for recurrent GBM (Stupp et al., 2012). Even with these demonstrated 
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improvements utilization has been slow due to the nature of the treatment. Patients must shave 

their head and patients saw the greatest benefit when they wore the device for longer than 18 

hours, both of which can be deterrents for patient acceptance (Stupp et al., 2017). Therefore, 

further work still needs to be done. There are arguments to focus on the development of GBM to 

know what initiating events and cells must be targeted and with this understanding improve early 

detection. 

 

1.2.2 Origin and cellular makeup of GBM 
GBMs are typically of astrocytic origin, astrocytes being a type of glial cell or support cell for 

the nervous system, and as mentioned previously can arise either as primary or “de novo,” 

without a lower grade precursor tumor, or as secondary GBM, arising from a lower grade glioma 

which could also be of oligodendrocytic origin, another glial cell (Namiki, 1981). Within GBMs 

there are several different cell populations, due to the outgrowth of heterogenous clones (Greaves 

and Maley, 2012, Navin et al., 2011, Shapiro et al., 1981), which contribute to its growth and 

maintenance. This heterogeneity is key to GBM survival. Each clonal population is unique and 

provides different supportive features to the tumor. Studies have shown that when separate 

clones are isolated from the tumor they show differences in invasive (Fidler and Kripke, 1977) 

and drug resistance (Yung et al., 1982) potential.  

 

In addition to these different subtypes of tumor cells, detailed later on, there is a small population 

of cells called glioma initiating cells (GICs), which are theorized to contribute to tumor 

recurrence, via their self-renewal ability, (Huang et al., 2010, Singh et al., 2004) while also being 
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resistant to radiotherapy (Bao et al., 2006) due to selective activation of DNA damage response 

pathways (Dean et al., 2005). GICs also tend to be resistant to standard chemotherapy, partially 

due to upregulation of multidrug resistance protein-1 (MRP1) transporters (de Faria et al., 2008) 

and p-glycoprotein (Pgp) (Linnet and Ejsing, 2008). Due to all of these characteristics GICs are a 

key cell population in GBM tumors that must be therapeutically targeted to advance the current 

GBM treatment regimen.  

 

GICs are identified by several characteristics: when they express the neural stem cell marker 

CD133, can propagate in culture as neurospheres, can be differentiated into the cell types found 

within the original tumor, and when intracranially injected into mice can proliferate to reform the 

original tumor (Singh et al., 2003, Singh et al., 2004). Using these characteristics, scientists have 

developed protocols for isolating these cells from patient tumors for the purpose of studying 

them in culture. These cell systems have contributed to our improved understanding of GBM 

pathogenesis.   

 

Within the tumor, GICs are typically found in perivascular and hypoxic regions (Wei et al., 

2011, Zhu et al., 2011). Interestingly both under situations of cellular hypoxia and at baseline, 

GICs typically express hypoxia inducible factors (HIFs), which promote the survival and 

expansion of GICs while also aiding in the maintenance of stemness (Seidel et al., 2010). 

Evidence demonstrating that a hypoxic environment supports GIC growth shows that stemness 

could be induced in non-GICs if they experienced hypoxic stress (Pistollato et al., 2010, Seidel et 
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al., 2010). Along with hypoxia induced stress other stressors, i.e. – acidic environment, 

chemotherapeutic treatment, and radiotherapy have all shown to induce stemness in non-GICs 

illustrating the importance of maintaining the GIC population in tumor pathogenesis (Auffinger 

et al., 2014, Dahan et al., 2014, Hjelmeland et al., 2011). These stressors all arise as a tumor 

grows, eventually out growing its blood supply, and undergoes treatment. Therefore, the 

development of GICs in the tumor seems to be an adaptive response to maintain and promote 

tumor propagation.  

 

In addition to the upregulation of HIF factors GICs also commonly utilize different cellular 

pathways to reinforce their stem cell functions. One group found that inhibition of Bone 

Morphogenic Protein signaling by Gremlin1 promotes stemness and increases tumor formation 

in vivo (Yan et al., 2014). Similarly, Ephrin type-A receptor 3 was found to inhibit MAPK 

signaling, promoting Nuclear Factor-κB transcriptional activity leading to proliferation and 

neurosphere maintenance and growth (Day et al., 2013). Another group determined that Notch 

regulation by Spy1 promotes symmetric cell division and decreased differentiation (Lubanska et 

al., 2014). Lastly, Achaete-scute homolog 1 represses Dickkopf-related protein 1, allowing for 

Wnt signaling to progress through Lymphoid enhancer-binding factor 1 maintaining the 

tumorigenecity of the GICs (Rheinbay et al., 2013). All of these genetic alterations contribute to 

the GICs ability to promote recurrence after therapy. Some of these pathways promote redundant 

functions, illustrating the plasticity of GICs and the difficulty in targeting them via one pathway 

to induce stasis or apoptosis. Lastly, all of these results may be due to the different in vitro 
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conditions used to study the GICs and demonstrates the importance of the tumor 

microenvironment in maintaining the GIC niche.  

 

In addition to the tumor forming cells within the tumor microenvironment there are also 

supportive cells that have been found to aid in tumor growth, maintenance, angiogenesis, and 

drug resistance. These cells may have been attracted to the tumor through molecules secreted by 

the tumor or may have been incorporated into the tumor as the tumor grew. There are many 

different cell types including glial cells like astrocytes, oligodendrocytes, and microglia, immune 

cells like macrophages and T regulatory cells (Tregs), neurons, pericytes, and endothelial cells. 

Oligodendrocytes, through the release of heparin binding-EGF (Ramnarain et al., 2006) and glial 

cell line derived neurotrophic factor (Song and Moon, 2006), can stimulate glioma motility 

which may contribute to invasion (Du and Dreyfus, 2002). Astrocytes and microglia have been 

shown to degrade the extracellular matrix, promoting invasion and cellular proliferation (Rao, 

2003, Le et al., 2003). M2 variant macrophages have been shown to be anti-inflammatory (Sica 

et al., 2008), versus their M1 counterparts, and along with microglia promote angiogenesis 

(Zeisberger et al., 2006, Tsai et al., 1995). Specifically, macrophages and microglia can stimulate 

the tumor, via interleukin 1β, to secrete Vascular Endothelial Growth Factor (VEGF) to attract 

endothelial cells, which then attract pericytes, to form a blood supply for the tumor (Watters et 

al., 2005). These pericytes also lower the vessel response to inhibitors of VEGF (Franco et al., 

2011), which have become a treatment option for cerebral edema in recurrent GBM (Friedman et 

al., 2009).  In addition to VEGF secretion, GBM tumors will secrete indoleamine 2,3-



22 

 

dioxigenase to attract Tregs to the tumor microenvironment so that the Tregs may then suppress 

an anti-tumor inflammatory response (Wainwright et al., 2012).   

 

More and more it is being recognized that the title of glioblastoma applies to a set of tumors that 

have very distinct developmental paths, like primary versus secondary, and behave differently as 

they grow with a very heterogeneous cell population. The biggest differentiating factor that has 

been used and studied to further define these subgroups of glioblastoma has been analyzing the 

genetic makeup of these different tumors.  

 
1.2.3 Genetic Alterations in GBM 
To discover new therapeutic avenues many research groups have attempted to find genetic 

alterations that can be exploited for better targeted therapies. Some of the major hurtles for 

therapy development include the blood brain barrier, which restricts passage of drugs to the 

intrathecal area (Zhan and Lu, 2012), GICs (Huang et al., 2010, Ahmed et al., 2013), and the 

heterogeneity within GBM tumors, as discussed above (Nicholas et al., 2011). By differentiating 

between different subgroups of GBM, based off genetic alterations targeted therapies can be 

specifically catered to that particular tumor subtype with improved efficacy. For example, it is 

now clinically relevant to screen all GBM tumors for the methylation status of O6-

methylguanine-DNA methyltransferase (MGMT) (Hegi et al., 2004). MGMT is a DNA repair 

protein that specifically removes alkyl groups from the O6 position in guanine in DNA. 

Therefore, this mechanism of action can reverse the alkylating properties of TMZ, preventing the 

induced DNA damage and resultant cell death (Hegi et al., 2005). When the MGMT promoter is 
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methylated, there is no expression of the MGMT protein. The reverse is true when the MGMT 

promoter is unmethylated (Nakagawachi et al., 2003). Therefore, by screening for MGMT 

methylation status it is possible to determine a patient’s tumor’s response to TMZ therapy (Hegi 

et al., 2004). In addition to MGMT status being relevant for TMZ therapy it has also been found 

to be predictive of a patient’s response to radiotherapy (Rivera et al., 2010). MGMT promoter 

methylation can be found in approximately 50% of all newly diagnosed GBM cases (Mellai et 

al., 2012). Thus, MGMT has become a key prognostic marker in GBM and illustrates the 

importance of genetic testing in improving patient care. In addition to MGMT status there are 

specific genetic alterations seen in primary or secondary GBM. In primary GBM a common 

genetic alteration is EGF receptor amplification versus in secondary, which tends to have TP53 

inactivating mutations. In on study, only 1 out of 49 GBM tumors had both genetic alterations 
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Fig. 1. GBM subtypes with associated genetic 
aberrations.  
Based off the work done by the Verhaak and Cho 
groups (Verhaak et al., 2010, Wang et al., 2017).   

indicating that these alterations are most often mutually exclusive, and therefore are useful 

markers of GBM type (Watanabe et al., 1996). Now it has been demonstrated that primary and 

secondary GBMs arise due to different 

genetic alterations and thus why their 

associated mutations tend to be 

mutually exclusive of the others 

(Ohgaki et al., 2004). The most 

common genetic alterations associated 

with primary GBM, in addition to 

EGFR overexpression and absence of 

IDH1 mutations, are phosphate and 

tensin homology gene (PTEN) 

mutations, loss of heterozygosity 

(LOH) 10q, and p16 deletions (Ohgaki 

and Kleihues, 2007). In secondary 

GBMs, along with TP53 and IDH1 

mutations, there are alpha 

thalassemia/mental retardation 

syndrome X-link (ATRX) mutations 

(Ohgaki and Kleihues, 2007, Ohgaki et 

al., 2004). The most differentiating 
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factor between primary and secondary GBM, which has been discovered recently, is IDH1 

mutation status (Balss et al., 2008, Watanabe et al., 2009, Yan et al., 2009b).  

 

In addition to primary and secondary GBM classification Verhaak et al 2010 used The Cancer 

Genome Atlas to create subtypes with improved clinical relevance (Verhaak et al., 2010). The 

main subtypes they delineated are mesenchymal, the most invasive and thus the one with the 

shortest overall survival, classic, and proneural, which is commonly associated with secondary 

GBMs and is the least aggressive. The mesenchymal subtype typically has mutations in NF1 and 

PTEN, classical has amplification of EGFR and loss of chromosome 10, and proneural has focal 

amplification of PDGFRA, p53 mutations, and IDH1 mutations. IDH1 mutation is so common in 

proneural that the subtype classification can practically be determined by IDH1 status alone 

(Verhaak et al., 2010). Primary GBM can be categorized into all three of Verhaak’s subtypes, 

while secondary GBM exclusively develops into the proneural (Van Meir et al., 2010). 

Interestingly more than one of these subtypes can be found within the tumor, either as non-GICs 

or GICs, again demonstrating the heterogeneity of GBMs (Mao et al., 2013). Recently WHO 

developed new classifications for GBM based off recent molecular research and now to improve 

diagnostic, treatment, and prognostic abilities and outcomes GBM will be subclassified into 

IDH1 wild type (IDH1wt) or IDH1 mutant (IDH1mut) (Louis et al., 2016). 

 

Most of these genetic aberrations fall in similar functional categories or pathways. The typical 

progression of gliomagenesis is an activating mutation which contributes to aberrant 
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proliferation, which can include mutations in EGF, PDGF, or loss of PTEN, resulting in 

increased PI3K/Akt pathway activation. Then there are mutations that follow, with a common 

one being in VEGF, to promote endothelial cell migration, proliferation, increase vascular 

permeability, and that are antiapoptotic (Louis, 2006). A few of these alterations are starting to 

be investigated as drug targets with EGFR antagonists, mTOR inhibitors, and anti-angiogenesis 

agents (Villano et al., 2009).  

 

While allowing for better phenotypic classification, commonly found mutations and genetic 

alterations in GBM are starting to be implicated in one of the newest hallmarks of cancer, 

metabolic adaption (Hanahan and Weinberg, 2011). These alterations arise due to a need for 

increased products for cellular replication (Calvert et al., 2017), energy maintenance, or due to 

the tumor microenvironment, i.e. handling the stressors of hypoxia (Zhang et al., 2017, Velpula 

et al., 2013). Genetic alterations in Ras, PI3K/Akt (Elstrom et al., 2004), HIF1α (Velpula et al., 

2013), and SREBP-1 (Guo et al., 2014), to name a few, have all been implicated in changing the 

metabolic landscape in GBM. In addition to these, IDH1 expression and IDH1 and 2 mutations 

also lead to metabolic alterations in GBM (Dang et al., 2009, Krell et al., 2011, Turcan et al., 

2012, Ward et al., 2012, Yan et al., 2009b).  

 

While mutations have been found in both IDH1 and IDH2 in the setting of GBM no mutations 

have been observed that affect IDH3 expression status or function (Krell et al., 2011). Some 

researchers believe this is due to the fact that IDH3 is unable to produce 2-hydroxyglutarate (2-
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HG) when mutated like IDH1 and IDH2 (Dang et al., 2009). Thus they believe that inactivation 

of IDH conversion activity, leading to decreased α-KG levels, and production of 2-HG promotes 

gliomagenesis (Krell et al., 2011), indicating that IDH1/2 mutation may be an initiating event.  

 

1.3 Isocitrate Dehydrogenase Enzymes 
 
Isocitrate dehydrogenase (IDH) enzymes are a group of enzymes responsible for the conversion 

of isocitrate to α-ketoglutarate (α-KG) and carbon dioxide (CO2). They reduce either 

nicotinamide adenine dinucleotide phosphate (NADP+) to NADPH or nicotinamide adenine 

dinucleotide (NAD+) to NADH. IDH1 is NADP+ dependent and resides in the cytoplasm and 

the peroxisomes, IDH2 is NADP+ dependent and along with IDH3, which is NAD+ dependent, 

resides in the mitochondria to execute the reaction within the tricarboxylic acid cycle (TCA 

cycle) (Reitman and Yan, 2010, Minard and McAlister-Henn, 1999). IDH1 and IDH2 are 

homodimeric, and are very similar in structure and protein sequence, while IDH3 is a 

heterotetramer consisting of two α, one β, and one γ subunit (Xu et al., 2004). In addition to their 

differences in overall structure IDH1 and IDH2 execute the conversion reaction differently from 

IDH3. IDH1 and 2’s reaction involves an intermediate structure, unlike IDH3, and they can carry 

out the conversion in the reverse, thus allowing for production of 2-HG, specifically the D-

enantiomer, when mutated (Dang et al., 2009, Keum and Choi, 2015).  
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1.3.1 IDH1/2 mutation 
These IDH1 and 2 mutants are commonly found in GBM along with acute myeloid leukemia 

(AML), chondrosarcomas, and intrahepatic cholangiocarcinoma (Dang et al., 2010, Krell et al., 

2011, Amary et al., 2011, Borger et al., 2012) but IDH3 mutations are not seen. Research 

suggests that IDH1/2 mutation may be an initiating event in gliomagenesis (Juratli et al., 2012b). 

Typically, the mutation is somatic, heterozygous, mutually exclusive, and involves a single 

amino acid residue substitution, most often affecting the arginine residue at codon 132 in IDH1 

or codons 140 or 170 in IDH2 (Duncan et al., 2012, Kranendijk et al., 2010, Pietrak et al., 2011, 

 
Fig. 2. IDH mechanism of action and impact on cellular physiology. 
This figure illustrates the TCA cycle which IDH2 and IDH3 are a part of and the mechanism 
IDH1 conducts in the cytosol. It also shows the effects of IDH1/2 mut on D2-HG production 
and downstream effects. OAA = oxaloacetic acid; CS = citrate synthase; Acon = aconitase; α-
KGDH = α-ketoglutarate dehydrogenase; STK = succinate thiokinase; SDH = succinate 
dehydrogenase; FH = fumarate hydratase 
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Yang et al., 2012). These codons are located within the isocitrate binding site of IDH1 and 2 

(Losman and Kaelin, 2013). In both gliomas (Yan et al., 2009b) and AML (Patel et al., 2012) 

IDH1/2 mutation is associated with better prognoses. Patients with IDH1mut gliomas have a 

median overall survival of 31 months versus patients with IDH1wt gliomas with a median of 15 

months (Juratli et al., 2012a, Combs et al., 2011). Some researchers postulate that this may be in 

part due to IDHmut gliomas being more responsive to chemotherapy, with clinicians starting to 

predict chemosensitivity based off IDH mutational status (SongTao et al., 2012, Houillier et al., 

2010).  

 

The mutation is considered both a loss and gain-of-function mutation since IDH1/2mut have a 

decreased affinity for their normal substrate, isocitrate, and an increased affinity for the product 

NADPH thus promoting 2-HG production (Dang et al., 2009). Typically, 2-HG is in the 

micromolar range and formed due to metabolism errors within the cell. Whenever this happens 

FAD-dependent 2-hydroxyglutarate dehydrogenases (L/D2HGDH) convert 2-HG to α-KG (Van 

Schaftingen et al., 2013). When IDH1 or 2 are mutated 2-HG levels can rise to the millimolar 

(Dang et al., 2016). In conjunction with this rise in 2-HG levels in some cases of solid tumors 

expressing the IDH1/2 mutant 2-HG can be found circulating in the blood and correlate with the 

level of tumor burden (Borger et al., 2014).  

 
1.3.2 Effects of 2-HG 
2-HG is structurally similar to α-KG therefore 2-HG can interact with those enzymes that utilize 

α-KG as a co-factor, di-oxygenases (Xu et al., 2011). These enzymes are important in regulating 
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protein degradation and the methylation status of histones and DNA. Thus, IDH1 and 2 

mutations have been commonly associated with genome wide hypermethylation, CpG Island 

Methylator Phenotype (CIMP), due to inhibition of the histone lysine demethylases and the TET 

family DNA hydroxylases (Figueroa et al., 2010, Yan et al., 2009a), which can alter the 

epigenome. For example, MGMT promoter methylation is frequently seen in conjunction with 

IDH1/2 mutation (Horbinski, 2013). This hypermethylation phenotype leads to alterations in 

gene expression and has been implicated in the ability of GICs to maintain a de-differentiated 

state, thereby supplying the tumor with the ability to recur after tumor resection, radiotherapy, 

and chemotherapy. Due to these downstream and widespread effects, 2-HG is considered to be 

an oncometabolite (Gross et al., 2010). In addition to the mutant form of IDH1, under hypoxic 

conditions IDH1wt is also found to be able to produce 2-HG thus still having the same 

downstream effects (Kinnaird et al., 2016, Lee and Kim, 2016, Nakazawa et al., 2016).  

 

Due to the downstream effects of 2-HG production promoting characteristics to support tumor 

growth by IDH1/2mut, but IDH1/2mut also being associated with better survival, investigations 

have been carried out to look exclusively at the tumorigenic potential of 2-HG, separate from 

IDH1/2 mutational status and what other factors may be needed to be coexpressed to promote 

tumorigenesis.  With regards to D2HG, even at elevated levels, causing hydroxyglutaric aciduria, 

due to mutations in the D2HGDH, no associated tumors have been found. Whereas in cases with 

elevated L2HG there have been reports of increased brain tumors in children with 

hydroxyglutaric aciduria (Kranendijk et al., 2010). Due to the catalytic pocket of IDH1/2, when 
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mutated these enzymes only produce the D2HG form (Dang et al., 2009). If tumor development 

were just due to IDH mutants forming the 2HG oncometabolite it would be expected that other 

tumors may contain mutations in the L/D2HGDHs. Yet mutations in these enzymes have not 

been found in tumors to date. Studies have been done on IDH1/2 mutations in isolation in both 

the blood and brains of mice. In both instances abnormalities in development and normal 

physiology occur but there is no tumorigenesis. Therefore, IDH mutations must be tumorigenic 

only in the presence of other mutations (Sasaki et al., 2012a, Sasaki et al., 2012b). As a result of 

D2HG inhibition of α-KG dependent dioxygenases, required for DNA demethylation (i.e. -

TET1/2 and KDM/JMJDs), DNA hypermethylation can rarely be reversed. At inhibitor 

concentrations where DNA hypermethylation can be reversed those concentrations have 

surpassed those that cause tumor growth inhibition (Rohle et al., 2013). Therefore, DNA 

hypermethylation may contribute to tumorigenesis but it is not the main driver. Thus alone 

IDH1/2mut, D2HG, or the resultant DNA hypermethylation phenotype cannot initiate 

gliomagenesis but must occur alongside driver mutations to impact progression. 

 

In the absence of an IDH1 point mutation, primary GBM are characterized by transcriptional up-

regulation of wild-type IDH1. Genetic and pharmacologic inactivation of IDH1 decreases GBM 

cell growth, promotes a more differentiated tumor cell state, increases apoptosis in response to 

targeted therapies, and prolongs survival of animal subjects bearing patient-derived xenografts 

(PDXs) (Calvert et al., 2017). On molecular levels, IDH1 inhibition reduces α-KG and NADPH 

levels, which is paralleled by deficient carbon flux from glucose or acetate into lipids, exhaustion 
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of reduced glutathione, increased levels of reactive oxygen species (ROS), and enhanced histone 

methylation and differentiation marker expression (Calvert et al., 2017). These results 

demonstrate the advantage of retaining wild type IDH1. Another group found that IDH1mut with 

associated 2-HG increases and CIMP status had methylation of the tissue factor promoter, tissue 

factor being an initiator of thromboses development, while 2-HG also inhibited platelet clotting, 

leading to decreases in thromboses compared to IDH1wt tumors (Unruh et al., 2016). This 

phenotype may also contribute to the better survival of GBM IDH1/2mut tumor bearing patients 

compared to those with IDH1wt tumors. 

 

When we conducted our own study of IDH expression in GBM we found in the TCGA dataset 

that IDH3 was the only IDH enzyme downregulated in GBM versus normal controls. Since our 

previous research demonstrated the value of IDH1 expression in gliomagenesis we wondered 

what effects IDH3 downregulation may have and if downregulation promoted tumor growth in 

GBM.  

 

1.4 Isocitrate Dehydrogenase 3 
With defined roles for IDH1 and IDH2 in cancer progression evolving, our understanding of how 

IDH3 affects metabolic adaptation and tumorigenesis can reasonably be described as 

rudimentary. IDH3 catalyzes an irreversible and rate-limiting step of the TCA cycle, which is 

tightly regulated through substrate availability (ICT, NAD+, Mg2+/Mn2+), product inhibition 

(NADH, α-KG) and competitive feedback inhibition (ATP), to avoid unnecessary depletion of 

ICT and accumulation of α-KG (Qi et al., 2008, Bzymek and Colman, 2007). Each subunit of 
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IDH3 contributes specific functions to the overall enzyme. Point mutation studies have 

determined that the α subunit is the key catalytic subunit. When Asp181, Asp230, and Asp 234 

are mutated in the IDH3α subunit the IDH3 enzyme loses all ability to convert ICT to α-KG. 

This is not the case for point mutations in the β or γ subunits (Bzymek and Colman, 2007, 

Soundar et al., 2006). The β and γ subunits are more important for improving the affinity IDH3 

has for ICT and for binding to cofactors like NAD+ and Mn2+ (Bzymek and Colman, 2007, 

Soundar et al., 2006). When either β or γ have point mutations the Km for isocitrate goes up, 

indicating a decreased affinity for the substrate and thus decreased efficiency in conducting the 

reaction but the reaction is still able to progress. Recently, it was discovered that the expression 

of IDH3α, along with IDH1, was regulated by NF-κB (Zhou et al., 2017), which as mentioned 

previously has been associated with promoting a stem cell like phenotype in GICs (Day et al., 

2013). This research brings into question whether IDH3α is pro- or anti-tumorigenic. 

 

1.4.1 Contribution of IDH3α  to disease pathogenesis 
Some work has started to come out defining IDH3α’s role in neurologic diseases. One group 

found that families with the hereditary disease retinitis pigmentosa commonly carry a 

heterozygous loss of function mutation in IDH3B (Hartong et al., 2008). Thus, the authors 

concluded that IDH2 may be more important for TCA cycle flux throughout the body, the eye 

being the exception. An additional study also found that IDH2 activity was able to preserve flow 

through the TCA cycle (MacDonald et al., 2013). This is contrary to the belief that IDH3 is the 

main contributor to TCA cycle flux since it can contribute to NADH production unlike IDH2. 

Thus, more work needs to be done to better understand the interplay of IDH2 and 3 in regulating 
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the TCA cycle. Recently, another group evaluated patients with retinitis pigmentosa 

accompanied by pseudocoloboma, a scar resembling a congenital malformation affecting the 

lens, iris, or retina, and identified homozygous germline missense and non-sense mutations in 

IDH3A gene (Pierrache et al., 2017) further solidifying IDH3’s importance in the neurological 

system particularly the eye, since these patients did not have additional sequelae from the 

mutation. Another case report found IDH3α to have a homozygous mutation resulting in a 

histidine substitution for proline at codon 304 (Fattal-Valevski et al., 2017), a mutation also 

found by the Pierrache et al 2017 group. When investigated using yeast they found that when 

IDH1 and IDH2 were knocked out in yeast, their growth on ethanol-acetate plates could be 

rescued by expression of human IDH3α, which is 70% similar to yeast IDH2. Yet when IDH3α 

Pro304His was expressed, there was no rescue, demonstrating the functional importance of 

Pro304, in addition to the Asp residues mutated in the earlier studies, to IDH3α function (Fattal-

Valevski et al., 2017). Lastly, a group investigating the role of peroxisome proliferator-activated 

receptor γ coactivator-1α (PGC-1α), a gene frequently reported to be involved in multiple 

movement disorders, found that decreased PGC-1α led to decreased expression of IDH3α along 

with several other metabolic enzymes (Lucas et al., 2014). The direct relationship between the 

two was not determined but the authors concluded that PGC-1α is important in regulating 

cellular metabolism and when decreased leads to dysfunctional energy production due to 

decreases in metabolic enzymes like IDH3α (Lucas et al., 2014). 
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In addition to these neurological outcomes of IDH3 and IDH3α dysfunction and in support of 

IDH3 having a central role within the TCA cycle, down-regulation of IDH3α, promotes 

transformation of fibroblasts into cancer-associated fibroblasts (CAFs) by inducing a switch 

from oxidative phosphorylation to glycolysis (Zhang et al., 2015). Diminished IDH3 activity 

resulted in reduced α-KG to fumarate and succinate ratio, which inhibits prolyl hydroxylase 

domain-containing protein 2 (PHD2). PHD2 is important for initiating the degradation of HIF1α. 

Therefore, when PHD2 is inhibited HIF1α protein levels increase. HIF1α then promotes the up-

regulation of glycolytic enzymes and dampens oxidative phosphorylation (Zhang et al., 2015). In 

contrast in cervical epithelial adenocarcinoma cells and derivative explants down-regulation of 

IDH3α increased α-KG levels, leading to HIF1α inactivation and inhibition of tumor progression 

(Zeng et al., 2014). In support of IDH3α pro-tumor effect, IDH3α expression correlated with 

poor postoperative overall survival of lung and breast cancer patients, pointing to IDH3α as a 

putative cancer therapeutic target (Zeng et al., 2014). Another group evaluated the effects of 

chromosomal aneuploidy in colorectal cancer. In trisomies with an additional chromosome 7 or 

chromosome 13 there was a downregulation of IDH3α in both instances. There was also overlap 

of pathways involving IDH3α and HMGB1, high mobility group box 1, which is associated with 

DNA organization and regulates DNA transcription. Therefore, the authors concluded that 

IDH3α may be involved in genome stability but how it functionally was involved still needed to 

be investigated (Gemoll et al., 2013). Lastly, in MCF-7 breast cancer cells a group did 

proteomics studies on mitochondrial and nuclear fractions to determine cellular distributions of 

proteins between the two compartments since prior work had shown that the mitochondrial 
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proteome is in flux, not static (Braschi et al., 2010, Chen et al., 2009, Lee et al., 2008, Leigh-

Brown et al., 2010, Shen et al., 2012). Experimentally, through cellular subfractionation the 

researchers were able to identify IDH3α in both the mitochondrial and nuclear fragments (Qattan 

et al., 2012). All of these studies demonstrate the lack of understanding with regards to IDH3, 

and in particular IDH3α, and its role in cancer. Discrepancies between studies may result from 

differences in cell systems, growth conditions/microenvironment, or may hint at IDH3 having 

unique roles in tumor supportive cells versus tumor cells themselves.   

 

With regard to other disease processes IDH3 has been implicated in the apoptotic response of 

type 2 alveolar epithelial cells in the setting of acute respiratory distress syndrome (ARDS) and 

decreased carbon dioxide in the alveolar space. When there is decreased carbon dioxide, as seen 

in ARDS, researchers found that IDH3 activity increased, resulting in increased NADH 

production, which increased calcium ion flux into the mitochondria and ROS production, 

initiating an apoptotic response (Kiefmann et al., 2017). It is possible that the response could also 

be seen in the setting of cancer if elevated metabolic processes cause an increase in carbon 

dioxide production.  

 

Outside of these studies others looking at a possible role for IDH3 in human pathophysiology 

have mainly been correlative or it has come up in large proteomics, metabolomics, and genetics 

screenings with very little with regards to mechanism. For example, one group found in a large 

metabolomics study looking at the cerebrospinal fluid of patients with bipolar disorder that 
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IDH3α was altered in the prefrontal cortex and cerebellum. They also found that there was a 

correlation between IDH3α expression and the development of bipolar disorder, major 

depressive disorder, and schizophrenia, but the reasons for this were not further investigated 

(Yoshimi et al., 2016). Therefore, much work needs to be done to better understand IDH3’s 

physiological and pathophysiological relevance although studies seem to point towards an 

important role for IDH3 supporting the neurological system. It would be beneficial to generate a 

global IDH3α homozygous KO model to determine where IDH3α function is necessary and 

where IDH2 expression is sufficient to support normal cellular metabolism and function. It is 

possible, based off these studies, that a global IDH3α KO would cause widespread neurological 

problems, either with development or function. 

 
1.5 Cancer Metabolism 
The alterations to physiologically normal metabolism in the setting of cancer have gain more 

interest over the past few years as possible targets or weaknesses to be exploited by cancer 

therapy (Hammoudi et al., 2011, Kroemer and Pouyssegur, 2008). The earliest studies looking at 

cancer cell metabolism resulted in the discovery of the Warburg effect, named after the scientist 

who defined it. The Warburg effect describes the process of aerobic glycolysis, where tumor 

cells, even under normoxic conditions, preferentially use glucose to produce lactate versus 

converting glucose to pyruvate to enter the TCA cycle. Such altered metabolism in cancer cells 

versus normal cells allowed for the development of positron emission topography, exploiting the 

increased glucose uptake in cancer cells to image the primary tumor and possible metastatic sites 

in patients.  
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In addition to IDH enzymes being connected with the promotion of cancer other metabolism 

enzymes have also been linked to cancer, either similarly as oncogenes or as tumor suppressors. 

Even before the IDH1/2 mutation was discovered loss-of-function mutations in fumarate 

hydratase (FH) and any subunit of the succinate dehydrogenase (SDH) enzyme, enzymes also 

associated with the TCA cycle as illustrated above, were associated with the development of 

specific cancers, thereby deeming FH and SDH tumor suppressors (King et al., 2006). More and 

more it is being acknowledged that there is a relationship between cellular metabolism and 

cellular proliferation in cancer cells with one set of reactions informing the other, providing 

feedback with regards to energy for replication, and replication requiring certain metabolites and 

molecular components.  

 

In addition to disturbances in TCA cycle and ATP production pathways other metabolic 

pathways are gaining increased interest with respect to cancer research. These pathways support 

the production of important building blocks for cellular proliferation and to support cellular 

viability in environments that are typically lacking in exogenous metabolite supplies due to poor 

vascularization. One metabolic pathway in particular that has gained renewed interest is the one-

carbon metabolism pathway.  

  

1.5.1 One-Carbon Metabolism 
One-carbon metabolism represents both the folate and methionine synthesis pathways and how 

those pathways interact. One-carbon metabolism is therefore necessary for the production of 
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purines, pyrimidines, and for homocysteine recycling to maintain the methylation potential of the 

cell. All of these functions occur through the exchange of one-carbon groups, methyl groups, 

which are carried on tetrahydrofolate (THF) and typically supplied by non-essential amino acids, 

serine and glycine, that can be obtained both exogenously or produced endogenously, de novo. 

THF is produced from dietary folic acid and is the universal methyl group acceptor, which it 

does so in different forms (formyl-THF, methyl-THF, and methylene-THF). These methyl 

groups are predominantly donated by serine and glycine in the setting of cancer (Tibbetts and 

Appling, 2010). Two major sources for providing the different methylated forms of THF reside 

in the mitochondria and within the cytosol, with each compartment having their own unique set 

of enzymes to conduct the reactions. Interestingly the protein PGC-1α, not only regulates IDH3α 

levels, as mentioned previously, but also those enzymes that are important for the mitochondrial 

production of methylated THF, the conversion of mitochondrial derived formate into 10-formly-

THF, methylenetetrahydrofolate dehydrogenase 1 and 2(MTHFD1 and 2), and MTHFD1-like, 

for use in the cytosol (Audet-Walsh et al., 2016). Understandably these folate and methyl groups 

are key to cancer growth and progression since they provide the building blocks necessary for 

cell proliferation, epigenetic regulation, and post-translational modifications.  

 

Serine heavily contributes to one-carbon metabolism and it is important that its levels are 

carefully regulated to support the nucleotide synthesis of the folate pathway and the methylation 

potential of the cell through the methionine pathway. Serine contributes to both by aiding in the 

de novo synthesis of ATP which is a necessary purine for DNA synthesis and serves as a 
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cofactor for the conversion of methionine to SAM (Maddocks et al., 2016). Serine can be 

produced by the serine synthesis pathway (SSP) which takes 3-phosphoglycerate (3PG) from the 

glycolysis pathway for serine production. Serine itself can support the function of pyruvate 

kinase isoform M2 (PKM2), so when serine levels are low activation of PKM2 decreases, 

slowing down glycolysis so that 3PG can be shuttled into the SSP to increase serine levels 

(Chaneton et al., 2012, Ye et al., 2012). Serine also supports the production of phospholipids like 

sphingolipids and phosphatidylserine (Kinney and Moore, 1987). Since serine is so critical in the 

formation of many different metabolites required for cancer cell proliferation and maintenance 

cancer cells typically attempt to increase their uptake of exogenous serine and/or increase the de 

novo production of serine by increasing the expression of proteins or their activities in the SSP 

(Commisso et al., 2013, Snell, 1985). In light of these findings researchers investigated the 

impact of dietary serine restriction on cancer and preclinical studies demonstrated that serine 

restriction inhibited tumor growth (Maddocks et al., 2013).  In addition to serine, glycine can 

donate a carbon to THF to produce 5,10-methyleneTHF through glycine dehydrogenase 

(GLDC), which has also been implicated in tumorigenesis (Jain et al., 2012, Zhang et al., 2012). 

Also, using the NCI-60 panel glycine was determined to be strongly associated with increased 

cellular proliferation (Zhang et al., 2012). Not only has glycine been implicated in cell growth 

but addition of glycine to prostate cancer cells promoted their invasion (Sreekumar et al., 2009). 

Thus both serine and glycine have been demonstrated to be important for tumorigenesis and 

highlights the importance of one-carbon metabolism as well.  
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Focusing on one part of one-carbon metabolism, the importance of folate metabolism in cancer 

was acknowledged by Sydney Farber when he tried the first chemotherapeutic, which was an 

anti-folate drug called aminopterin, in a child with leukemia (Farber and Diamond, 1948). The 

most well-known antifolate is still in use today as a chemotherapeutic, methotrexate. The target 

of these drugs, discovered at the time, was dihydrofolate reductase (DHFR). DHFR reproduces 

THF after it is brought into the thymidine synthesis pathway by cSHMT and utilized by 

thymidylate synthase (TYMS) to produce thymidine. After these initial studies more researchers 

investigated the role of folate metabolism in cancer progression. Later on, TYMS was 

determined to be an oncogene, the target of 5-fluorouracil, which is also a commonly used 

cancer drug today (Rahman et al., 2004). Therefore antifolates decreased the amount of THF to 

be used by the one-carbon metabolism network by halting thymidine production (Osborn et al., 

1958). The cSHMT, TYMS, DHFR complex is enriched at DNA replication forks to supply 

thymidylate for DNA synthesis (Anderson et al., 2012). In addition to supporting nucleotide 

synthesis, the folate cycle also contributes to NADPH production via MTHFD1 activity and the 

breakdown of 10-formylTHF to THF and carbon dioxide (Lewis et al., 2014).  
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The other part of one-carbon metabolism includes the methionine recycling pathway. This 

pathway is important for maintaining the methylation potential of the cell. Methionine is 

converted to SAM with the addition of ATP. Then SAM can be used to methylate DNA, 

proteins, mRNA, and metabolites and be converted into S-adenosylhomocysteine (SAH). SAM 

 
Fig. 3. One-Carbon Metabolism 
Here we illustrate the importance of one-carbon metabolism and how it contributes to 
nucleotide synthesis, via the folate pathway, along with controlling the methylation potential 
of the cell, via the methionine pathway. [3PG = 3-phosphoglyceric acid; 3PHP = 3-
phosphohydroxypyruvate; 3PS = 3 phosphoserine; PSAT1 = phosphoserine aminotransferase 
1; PSPH = phosphoserine phosphatase; MAT = methionine adenosyltransferase] 
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can also be used as a cofactor in the production of different phosphatidylcholines (Hickman et 

al., 2011, Kinney and Moore, 1987). The conversion of choline to phosphatidylcholine occurs 

during the adenylation of methionine to SAM (Aveldano and Bazan, 1983). Flux through the 

methionine cycle is commonly decreased in cancer cells (Mehrmohamadi et al., 2014, Shlomi et 

al., 2014). Yet, in GBM, flux through the methionine cycle was found to be important for 

maintaining cell growth (Palanichamy et al., 2016). This may be due to the contribution of SAM 

to the production of polyamines which have been demonstrated to support cellular proliferation 

(Heby and Persson, 1990). Additionally, due to the larger contributions of epigenetic alterations 

in cancer development the effects of methylation inhibitors, which prevent SAM from donating a 

methyl group to the DNA, are being investigated (Gnyszka et al., 2013).  

 

1.5.2 Alterations in One-Carbon Metabolism in GBM 
As mentioned earlier, like most other cancers GBM tends to rely on the Warburg effect to 

support rapid cellular proliferation. In addition to the Warburg effect, GBM also still maintains 

some activity in the TCA and oxidative phosphorylation pathways to provide necessary 

metabolites to serve other functions throughout the cell. To support both of these metabolic 

pathways GBM cell are highly glycolytic (Oudard et al., 1996). In agreement with this, 

astrocytes and other glial cells are highly glycolytic whereas in neurons increased glycolysis 

tends to cause apoptosis (Herrero-Mendez et al., 2009), further supporting astrocytes and glial 

cells as being the cells of origin for GBMs. One of the pathways supported by Warburg 

metabolites is the lipid synthesis pathway, which is key to GBM maintenance and proliferation. 

When key enzymes, which convert TCA cycle intermediates to lipid synthesis metabolites, are 
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inhibited GBM growth rate decreases and apoptosis is induced, leading to decreased tumor 

volume (Mashimo et al., 2014). 

 

Previously, proteins involved in one-carbon metabolism have been implicated in gliomagenesis. 

PHGDH, an enzyme involved in converting 3-PG from the glycolytic pathway to serine, has 

been found to be upregulated in gliomas (Liu et al., 2013). The brain is highly reliant on serine 

since it also functions as a neurotransmitter, but due to the blood brain barrier there is decreased 

transmission of serine from the plasma to the brain, and if exogenous serine was the only source 

it would be inadequate to support proper brain function (de Koning and Klomp, 2004). PHGDH-

deficient mice have demonstrated severe neurological deficits and cannot survive long after birth 

(Yoshida et al., 2004). Therefore, upregulation of PHGDH in the setting of GBM seems to be a 

mechanism by which serine supplies are maintained for the tumor, in an already serine low 

environment, to support one-carbon metabolism. Upregulation of PHGDH is also not exclusive 

to GBM. Previously increased PHGDH levels have been found in breast cancers and melanoma 

(Mullarky et al., 2011, Pollari et al., 2011, Possemato et al., 2011). PHGDH has gained such 

interest as a cancer promoting gene that small molecule inhibitors are now being developed to 

target PHGDH and have already shown some success in reduced cancer cell growth in vitro and 

xenograft growth in vivo (Mullarky et al., 2016, Pacold et al., 2016). 

 

In addition to alterations to SSP. There is, as mentioned previously, maintained flux through the 

methionine cycle for maintaining cell growth in GBM (Palanichamy et al., 2016). Methionine 
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levels themselves, were found to be increased to such an extent in GBM that now PET imaging 

in GBM is being studied using a methionine-based tracer (Palanichamy and Chakravarti, 2017, 

Bergstrom et al., 1987).  

 

1.6 cSHMT 
cSHMT is important in the folate pathway of one-carbon metabolism. cSHMT is a tetrameric 

enzyme, made up by a dimer of obligate dimers, each containing an active site for four active 

sites in total and is reliant on pyridoxal phosphate (PLP) as a co-factor, the active form of 

vitamin B6 (Zanetti and Stover, 2003). cSHMT is necessary for the production of thymidylate 

from folate. cSHMT along with TYMS and DHFR are the key enzymes involved in thymidylate 

synthesis. As mentioned previously, during times of DNA replication cSHMT acts as the 

scaffold for TYMS and DHFR at DNA replication forks to provide thymidylate (Anderson et al., 

2012).  

 

1.6.1 cSHMT physiology and genetic alterations 
Since cSHMT plays a key role in allocating folate metabolites for DNA synthesis some groups 

have looked at the role of cSHMT in neural tube and embryo development, and in adult 

physiology. When cSHMT is knocked out in adult mice it was found that the SAM/SAH ratio 

was increased in the liver and there was increased uracil content in the DNA, due to decreased 

thymidylate synthesis flux (MacFarlane et al., 2008). Also, cSHMT seemed to sequester 5-

methylTHF when it was expressed. Thus there was less 5-methylTHF available to recycle into 

the methionine pathway (MacFarlane et al., 2008). Therefore, cSHMT regulates methionine flux, 
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not only through 5,10-methyleneTHF usage for the thymidylate pathway but also through 5-

methylTHF sequestration. When there is a deficiency in this pathway due to malfunction or 

inhibition of the enzymes TYMS, DHFR, or cSHMT there is decreased thymidylate production. 

This leads to inappropriate incorporation of uracil into the DNA causing cell death.  

 

The most common genetic aberration found in cSHMT is a point mutation at site 1420, C à T 

(C1420T) and is associated with decreased levels of homocysteine (Heil et al., 2001). This 

polymorphism leads to a cSHMT leucine to phenylalanine substitution at codon 474. This amino 

acid substitution occurs on the exterior surface of the enzyme and not within the catalytic pocket. 

Many studies have been done to evaluate the cancer risk associated with cSHMT C1420T with 

studies typically finding that it is not associated with increased cancer incidence and two finding 

decreased cancer incidence; one actually found it to be protective against colorectal cancer in 

Asian populations (Wang et al., 2014), while another saw a decreased risk for acute lymphocytic 

leukemia (Skibola et al., 2002). Functionally the cSHMT C1420T variant was found to lead to 

decreased homocysteine levels in patients both heterozygous and homozygous for the point 

mutation (Heil et al., 2001). In addition to altered homocysteine levels, cSHMT C1420T variant 

was unable to be SUMOylated by UBC9 (Woeller et al., 2007). This SUMOylation is necessary 

for nuclear import of cSHMT, along with TYMS and DHFR, so that they can contribute 

thymidylate to DNA synthesis (Woeller et al., 2007). Thus, it can be reasoned that when the 

C1420T polymorphism is present there is less cSHMT that can be SUMOylated and thus less 

cSHMT that can be brought into the nucleus and participate in thymidylate synthesis. This may 
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allow for more folate metabolites to be directed to the methionine synthesis pathway and allow 

for more efficient recycling of homocysteine. Therefore, lower levels of homocysteine may be 

noted. It is also possible that the C1420T mutant is unable to bind and sequester 5-methylTHF, 

thus it can be brought into the methionine cycle for homocysteine recycling.  

 

mSHMT is the mitochondrial version of cSHMT. mSHMT has been found to be important not 

only for the production of folate metabolites but also for mitochondrial production of glycine 

which is necessary for heme biosynthesis and can also contribute to the one-carbon pathway 

(Appling, 1991, di Salvo et al., 2013). Many groups have demonstrated that mSHMT contributes 

to tumorigenesis (Jain et al., 2012, Lee et al., 2014) with only a few studies looking at the impact 

of cSHMT, but more and more are starting to investigate the role cSHMT plays in 

carcinogenesis. Two studies have validated the role that cSHMT plays in promoting lung tumor 

growth. One group demonstrated that cSHMT is overexpressed in lung cancer patient samples 

and that when KD in a lung cancer cell line p53 related apoptosis is induced as a result of 

increased uracil incorporation into the DNA (Paone et al., 2014). The other group determined 

that expression of cSHMT was inhibited by miR-198 in samples of lung adenocarcinoma 

reducing cell growth (Wu et al., 2016). Another group found that the transcription factor Wilms 

Tumor 1 (WT1), which increased expression WT1 of leads to decreased prognosis in ovarian 

cancer patients, upregulates expression of cSHMT which can be pro-tumorigenic through 

increased production of sialic acid increasing inflammatory cytokines IL-6 and IL-8 (Gupta et 

al., 2017). cSHMT expression was also investigated in different thyroid cancer subtypes and 
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overexpression of cSHMT correlated with thyroid cancers of the papillary thyroid, poorly 

differentiated, and anaplastic carcinomas, and those that were positive for the BRAFV600E 

mutation. In addition, expression of cSHMT was associated with a shorter overall progression 

free survival in the follicular variant of papillary thyroid carcinomas (Sun et al., 2016). Similarly, 

another group found that expression of cSHMT in lacrimal gland adenoid cystic carcinoma was 

associated with decreased overall survival (Koo and Yoon, 2015).  

 

1.6.2 cSHMT’s role in cancer progression 
Thus, there is this juxtaposition of the impact of cSHMT expression on cancer progression. In 

the setting of cSHMT C1420T mutant there appears to be a protective effect against cancer, 

versus expression of the wild type leading to decreased overall survival or poorer prognoses in 

ovarian, lung, thyroid, and lacrimal gland carcinomas. This indicates that there is an important 

functional loss occurring with the C1420T mutation. Very few have studied the impact of this 

mutation on overall function but as mentioned previously it was found that the mutation impacts 

SUMOylation of cSHMT leading to an inability of the complex with TYMS and DHFR to move 

to the nucleus (Woeller et al., 2007). There is an alternative scaffolding protein SHMT2α, a 

splice variant of mSHMT that lacks the mitochondrial import sequence, has also been found to 

be able to act as a scaffold for TYMS and DHFR (Anderson and Stover, 2009). SHMT2α was 

demonstrated to be able to make up for this missing functionality when cSHMT is mutated in 

cancers but it cannot completely bring the thymidylate synthesis pathway back to baseline 

similar to cSHMT wild type. It is only able to preserve 25% of thymidylate synthesis production 

(Anderson and Stover, 2009). Lastly, there may be an additional function that cSHMT 



49 

 

participates in that is affected by the C1420T mutation that has yet to be described, but nuclear 

import appears to be key in the pro-oncogenic effect of cSHMT.   

 

With the wild type cSHMT, since there is an acknowledge role for cSHMT in cancer progression 

investigations are being done to determine how to target cSHMT as a new cancer therapeutic. 

Since both cSHMT and mSHMT require vitamin B6 to be bound to become active one group 

looked at using vitamin B6 as a targeting moiety for nanoparticles carrying siRNA targeting 

cSHMT. What they found was that these particles through regulation of cSHMT expression 

could induce apoptosis and senescence leading to a decrease in tumor growth in vivo (Pandey et 

al., 2014). Another group found a selective inhibitor for cSHMT, a pyrazolopyran, and 

demonstrated lung cancer cell line susceptibility to the drug, again demonstrating induced 

apoptosis and senescence (Marani et al., 2016). These studies further confirmed the pro-

oncogenic capabilities of cSHMT. 

 

In the future it would be interesting to combine these selective therapies for cSHMT with other 

anti-folates, like methotrexate as described previously, to see if a more dramatic therapeutic 

response can be induced, or if inhibiting cSHMT alone is just as effective. This would further 

highlight the key place that cSHMT has in the one-carbon metabolism pathway, regulating the 

flow of folate metabolites between the methionine cycle and the thymidylate cycle. Also, it 

would be of value to determine if the specific inhibitor, pyrazolopyran, not only affects cSHMT 

enzymatic function but also if it inhibits the ability of cSHMT to bind and sequester 5-
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methylTHF. If it does affect cSHMT and 5-methlyTHF binding then there would be more 5-

methylTHF to recycle homocysteine for the production of methionine. If it doesn’t then by 

inhibiting cSHMT from participating in thymidylate synthesis there may be more to bind 5-

methylTHF inducing a folate trap. Since homocysteine has been repeatedly shown to be 

detrimental to endothelial cell function, and thus increased risk for cardiovascular disease, an 

induced increase in homocysteine levels may cause dysfunction in the vascularization of the 

tumor and tumor microenvironment (Lai and Kan, 2015). Additional next steps would be to use 

the pyrazolopyran inhibitor with a genetically engineered mouse model for lung cancer and see if 

with the inhibitor there is decreased vascularization of the tumor or if the vascularization is less 

defined or leakier compared to a control treatment. This would be valuable since leaky 

vasculature may allow for more chemotherapeutics to gain access to the site, through passive 

uptake, impacting overall tumor growth and progression.  

 

1.7 Conclusion 
In this study, we investigated whether IDH3 activity is regulated in GBM, and whether such 

regulation, through mitochondrial and extra-mitochondrial metabolic rewiring of cancer cells, 

affects the tumor biologic properties of GBM. Using tissue microarray, gain- and loss-of-

function studies, in vivo tumor models, immunoprecipitation-mass spectrometry and 

metabolomic studies, we demonstrate that IDH3α is overexpressed in GBM compared to normal 

brain tissue and promotes orthotopic xenograft progression. In addition to IDH3’s canonical 

function in regulating TCA cycle turnover and controlling mitochondrial energy metabolism, we 

discovered that IDH3α by co-localizing and interacting with cSHMT at the nuclear lamina, 
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regulates one-carbon metabolism, a central metabolic pathway, which via activation and transfer 

of one-carbon units modulates purine and thymidine synthesis, as well as DNA and protein 

methylation. We demonstrate that IDH3α through effect on cSHMT, regulates nucleotide 

availability and DNA methylation. Loss of IDH3α function results in an increase in the methyl 

group donor SAM and DNA methylation, while decreasing nucleotide availability and cellular 

growth. These studies point to IDH3α-induced metabolic adaption as a novel therapeutic point of 

intervention to halt GBM progression. 
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CHAPTER 2: MATERIALS AND METHODS  
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2.1 Experimental design  

The objective of this study was to determine the role of IDH3α in GBM progression. We 

investigated mRNA and protein expression of IDH3 subunits in GBM tumor specimens by 

analysis of RNA-Seq datasets together with IHC-TMAs. Gain- and loss-of-function explant 

models aimed to establish oncogenic function of IDH3α in vivo, and mechanistic studies, using 

unbiased IP-MS, metabolic flux, and subsequent functional validation studies, evaluated the role 

of IDH3α on mitochondrial and extra-mitochondrial metabolic pathways. 

2.2 Cell culture  
Patient-derived glioma-initiating cells (GIC)-20 (gift from Dr. Kenneth Aldape, University of 

Toronto) and #387 (gift from Dr. Jeremy Rich, UCSD) were grown using DMEM/F-12 50:50 

media, containing L-glutamine (Corning) N2 and B27 supplements (Invitrogen), human 

Epidermal Growth Factor (Shenandoah Biotech), human Fibroblast Growth Factor (Shenandoah 

Biotech), human Leukemia Inhibitor Factor (Shenandoah Biotech), Glutamax (Life 

Technologies), and 1% pen/strep antibiotics (Life Technologies).  NHAs (gift from Dr. Russell 

Pieper, UCSF), U87MGs, and LNZ308s were grown in DMEM 1X with 4.5 g/L glucose, L-

glutamine and sodium pyruvate (Corning) media containing 10% fetal bovine serum (FBS) (Life 

Technologies) and 1% pen/strep antibiotics (Life Technologies).  

 

2.3 Generation of cells modified for IDH3α knockdown, KO and overexpression  
 The IDH3α cDNA was cloned into the CSII-CMV-MCS-IRES2-Venus vector using unique 

NheI and AgeI restriction sites. For virus production, HEK293T cells were plated in T75 flasks. 
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At 70% confluency, cells were transfected with 20 µg of IDH3α or empty vector control 

construct, 10 µg of pMD2.G (envelope) and 15 µg psPAX2 (HIV-Gag-Pol-Rev), using 

Lipofectamine 2000 (ThemoFisher) according to the manufacturer’s instructions. For virus 

concentration, the cell supernatant was spun at 114 g for 5 minutes to pellet debris. The 

supernatant was filtered using a 45 µm low protein binding filter (Millipore), and centrifuged at 

120,000 g for 2 hours at 4°C. The virus pellet was resuspended in DMEM, aliquotted and stored 

at -80°C. Mission shRNA lentiviral particles (pLKO.1-puro-CMV-tGFP) targeted to IDH3α 

were purchased from Sigma Aldrich (sequences: sh2, TGTCTCTATCGAAGGCTATAA; sh5, 

TTAAGTGTCTACCTGGTAAAT), including control particles (SHC003V). Viruses to generate 

CRISPR/Cas9 KO clones were purchased from Sigma Aldrich. The viral plasmid contained both 

the gRNA and the Cas9 protein along with GFP, puromycin, and ampicillin; control virus 

(Sigma, CRISPR12V-1EA), sequences for gRNAs: 318: CCTTTGAAGACCCCAATAGCAG 

and 329: CCCAATAGCAGCCGGTCACCCA and control gRNA Ctrl: 

CGCGATAGCGCGAATATATTNGG. For lentiviral infection, cells were trypsinized and 

seeded at 50% confluency. The next day, cells were washed with PBS, resuspended in Optimem 

containing 0.8 µg/mL Polybrene, and virus (1:1000 or 3:1000 dilution of virus stocks). Cells 

were incubated at 37°C and 5% CO2 for 4 – 6 hours, before adding fresh full growth media. After 

3 – 6 days, the cells were trypsinized, washed with PBS, and resuspended in PBS for flow 

cytometry cell sorting by GFP signal. Sorted cells then underwent limited dilution cloning. 

Single cell clones were grown up and screened for IDH3α KO via WB. Those clones that 

showed lack of IDH3α expression were further subcloned to obtain clonal populations.  
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2.4 Cell growth curves  
Cells were seeded into 6 wells plates at 50,000 cells/well (day 0). Every 3 days, up to day 9, cells 

were trypsinized, stained with trypan blue for assessment of cell viability, and counted twice 

using an automated cell counter.  

 

2.5 Transwell invasion assay  
Fisher/Corning Biocoat invasion chamber 24 wells (Cat#8774122) were used for this assay, and 

the experiments outlined below were carried out according to the manufacturer’s protocol. 

Briefly, plates/transwells were removed from -20°C and left at room temperature for 1 hr. 

Bicarbonate-containing medium was added to each transwell, and wells were incubated for 2 

hours in a humidified tissue culture incubator. After the media was removed, a cell suspension of 

500,000 cells/0.5mL in media without any growth supplements was added to each transwell, and 

0.5mL of full media was placed in the bottom well. The plate was then incubated in a humidified 

tissue culture incubator for 22 – 24 hours. Subsequently, the non-migratory cells were washed 

off with a cotton tip, and wells were fixed and stained with the Richard-Allan ScientificTM Three-

Step Stain. The wells were then dried overnight before mounting on microscope slides for 

imaging.     

 

2.6 Generating IDH3α  deletion mutants  
Mutagenesis primers were designed to delete the mitochondrial translocation sequence (MTS) of 

the IDH3α gene; F primer: ACTTTAATTCCAGGAGATGGTATTGGCCCA, R primer: 

CATGCTAGCGGATCTGACGGTTCACTAAAC). These primers were then added at 0.5 µM 
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concentration to 100 ng of IDH3α vector DNA along with 200 µM of dNTP, 1.25 units of 

PrimeStar HS (Takera Cat #R010A), and PrimeStar 5x Buffer to obtain a 1X final concentration. 

Reaction mixtures were supplemented with nuclease-free water up to a volume of 50 µL. A PCR 

reaction was carried out on a thermocycler using the following parameters: 95°C for 2 min, then 

30 cycles of 97°C for 10 sec, 68°C for 1 min, 72°C for 10 min, and then 4°C to hold. 

Subsequently, 20 units of DpnI (New England BioLabs Cat# R0176) were added directly to the 

PCR reaction tube for 1 hour. The PCR reaction was then run on a gel, excised, and the product 

extracted. The resulting product was treated with 10 units of T4 PNK (New England BioLabs 

Cat#M0201) in 1X of T4 PNK Buffer (New England BioLabs Cat#B0201), 1 mM ATP (New 

England BioLabs Cat#P0756), and nuclease-free water (total volume = 50 µL. The samples were 

then incubated at 37°C for 30 min and heat inactivated at 65°C for 20 min. 1 µL T4 DNA ligase 

(Promega Cat#M1804) was added to the reaction tube. After 3 hrs incubation at RT, the plasmids 

were then transformed in bacteria and deletion of MTS was confirmed by sequencing. 

 

2.7 Immunoprecipitation and mass spectroscopy  
Cells were lysed in IP buffer (50 mM Tris-HCl pH 7.5, 150 mM NaCl, 5 mM EDTA, 1% Lauryl 

Maltose Neopentyl Glycol (Anatrace), 1x protease inhibitor cocktail, 1x phosphatase inhibitor). 5 

µg of IDH3α antibody (Abcam, ab58641) or control rabbit IgG antibody (Santa Cruz, sc-2030) 

was added to 500 mg of cell lysate. The samples were then left to rotate at 4°C overnight. 50 µL 

Dynabeads ® (Life Technologies, 10004D) per sample were added. Upon placement on a 

magnet, beads were washed three times with 500µL/wash of IP buffer. To elute 

immunoprecipitated proteins, beads were resuspended in 2x30 µL of glycine buffer (100 mM 
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glycine pH 2.5, adjusted with HCl). Peptides were analyzed by LC-MS/MS using a Dionex 

UltiMate 3000 Rapid Separation nanoLC coupled to a linear ion trap – Orbitrap hybrid mass 

spectrometer (LTQ Velos Orbitrap, Thermo Fisher, San Jose, CA, USA). Proteins were 

identified from the MS raw files using the Mascot search engine (Matrix science). MS/MS 

spectra were searched against the SwissProt human database. All searches included 

carbamidomethyl cysteine as a fixed modification and oxidized Met, deamidated Asn and Gln, 

and acetylated N-terminus as variable modifications. Three missed tryptic cleavages were 

allowed. The MS1 precursor mass tolerance was set to 20 ppm, and the MS2 tolerance was set to 

0.6 Da. A 1% false discovery rate cutoff was applied at the protein level.  

 

2.8 Co-immunoprecipitation  
Cells were grown in 10 or 15 cm dishes. At 80-90% confluency, plates were washed with cold 

PBS and collected in lysis buffer (50 mM Tris-HCl pH 7.5, 150 mM NaCl, 5 mM EDTA, 1% 

Lauryl Maltose Neopentyl Glycol, 1x protease inhibitor cocktail, 1x phosphatase inhibitor). The 

cell lysis solution was vortexed every 5 minutes for 30 minutes while kept on ice. The samples 

were spun down at 4°C for 15 min at 16,100 g. The supernatant was then collected and protein 

concentration was determined by Bradford assay. 500-1000 µg of total protein was used for IPs 

with IgG control and specific antibodies (i.e., anti-IDH3α antibody (5 µg; Abcam, ab58641); 

anti-cSHMT antibody (5 µg; Abcam, ab186130). 5-20 µg of total protein was used as input. 

Samples were incubated at 4°C overnight while rotating. 50 µL per sample of Dynabeads® (Life 

Technologies, 10004D) were added, and after 30 min incubation at RT, beads were washed three 

times with 500µL/wash with phosphate-buffered saline (PBS) + 1xprotease inhibitor, and 
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resuspended in 25 µL of NuPage LDS Sample Buffer (Life Technologies) + 5% β-

mercaptoethanol. The samples were then heated at 95°C for 10 minutes and analyzed via WB.  

 

2.9 Western blot analysis  
Samples were run on NuPage 4-12% Bis-Tris gels (Life Technologies), and transferred to 

Hybond P PVDF membranes (Genesee Scientific, GE). Membranes were washed for 5 minutes 

in PBS + 0.05% Tween 20 (PBS-T), blocked with 5% milk in PBS-Tween (PBS-T) for 1 hr, 

incubated with primary antibodies overnight, washed three times with PBS-T for 10 minutes per 

wash and developed with secondary goat anti-rabbit, goat anti-mouse, or donkey anti-goat IgG 

antibodies (Santa Cruz) in 5% milk PBS-T. After three more washes at 10 minutes each with 

PBS-T, membranes were developed with SuperSignal ECL (ThermoScientific) following the 

manufacturer’s protocol.  Primary antibodies: anti-cleaved caspase-3 (Cell Signaling, 9664), 

anti-cleaved caspase-7 (Cell Signaling, 9491), anti-IDH3α (Sigma Aldrich, SAB100035), anti-

HSP70 (BD Biosciences, 610607), anti-cSHMT (Abcam, ab186130), anti-H3 (Cell Signaling, 

4499S), and anti-COXIV (Cell Signaling, 4850S) 

 

2.10 NADP+/NADPH Quantification 
Quantification of NADP+ and NADPH was achieved with Biovision’s colorimetric assay 

(Cat#K347-100). Cells were washed with cold PBS and pelleted at 2000 rpm for 5 min. They 

were then lysed with 800 µL of the provided NADP/NADPH Extraction Buffer and kept on ice 

for 10 min. Then the samples were spun at 10,000 x g for 10 min. The collected supernatant was 

then loaded onto a clear bottom black walled 384 well plate at 5 µL per well. For NADPH 
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detection half of the supernatant was heated to 60°C for 30 min and then cooled on ice before 

loading onto the plate. To sample wells and kit provided standard curve wells a reaction mix was 

added containing a cycling buffer and cycling enzyme. The plate was incubated at RT for 5 min 

followed by the addition of 10 µL of NADPH developer. The reaction was then incubated for 1 

hr at RT and read at OD450 nm.  

 

2.11 SAM/SAH ELISA 
Samples were processed using the SAM and SAH ELISA kit from Cell Biolabs (Cat#STA-671-

C). Cells were collected by centrifuging at 2000 x g for 10 min at 4°C. The supernatant was 

removed and the cells were resuspended in 1 mL of cold PBS followed by homogenization using 

25 G syringes, passing the sample ten times. Then the samples were centrifuged at 10,000 x g for 

15 mins at 4°C. The supernatant was collected and stored at -80°C. To prep the plate SAM or 

SAH conjugate was loaded onto the plate using 100 µL/well of either conjugate and the plate 

was incubated for 2 hrs at 37°C. The conjugate was then removed and the wells were washed 

three times with 200 µL of PBS followed by blotting. Then 200 µL of Assay diluent was added 

to block for 1 hr at RT. The diluent was then removed and 50 µL of samples or standards were 

added and the plate incubated on an orbital shaker at RT for 10 min. Then 50 µL/well of SAM or 

SAH antibody, with their respective conjugate well, was incubated on the plate for 1 hr at RT. 

The plate was then washed three times with 250 µL of wash buffer with thorough aspiration 

between washes before the addition of 100 µL of secondary antibody HRP conjugate to each 

well. The plate was then incubated for 1 hr on an orbital shaker at RT during which time the 
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substrate solution was warmed to RT. Following the HRP incubation, the above wash step was 

repeated before the addition of 100 µL of substrate solution per well and placed again on an 

orbital shaker at RT. At this point the plate was carefully watched for a color change at which 

point the reaction was stopped with 100 µL of stop solution and then the plate was read at OD 

450 nm.  

 

2.12 Homocysteine ELISA 
Homocysteine was measured using the Cell Biolabs ELISA kit (Cat#STA-670). Samples were 

prepared similar to the SAM/SAH assay above (collect cells with spinning, homogenize, 

centrifuge, and collect and store the supernatant). The samples and plate were also handled 

similarly to the SAM/SAH assay above just using a homocysteine conjugate and an anti-

homocysteine antibody. 

 
2.13 α-Ketoglutarate Colorimetric Assay 
αKG was measured using Biovision’s colorimetric assay (Cat#K677-100). The cells were 

washed with PBS and collected by spinning at 5000 rpm for 5 min. The supernatant was 

removed and 50 µL of assay buffer was added to each sample. The samples were then left on ice 

for 30 min, vortexing at full speed every 5 min. The samples were then deproteinized with 

perchloric acid followed by a neutralizing solution (Biovision, Cat#K808-200). 5 µL of each 

sample was then loaded on to a clear bottom black wall 384 well plate. To sample and standard 

curve wells 5 µL of reaction mix was added, containing assay buffer, converting enzyme, 
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enzyme mix, and a probe. The plate was then incubated at 37°C for 30 min and then fluorescence 

measured with Ex/Em = 535/587 nm.   

 
2.14 IDH activity assay  
To measure IDH activity the Biovision IDH Activity Colorimetric Assay Kit was used 

(Cat#K756-100). Cells were washed with PBS and then assay buffer was added and the cells 

which were homogenized with a 25 G syringe 10 times. The samples were then spun at 13,000 x 

g for 10 min and 5 µL of supernatant was added to each well of a clear bottom black walled 384 

well plate. To each sample and standard curve well 5 µL of reaction mix was added containing, 

assay buffer, developer, IDH substrate (isocitrate), and NAD+ (to evaluate IDH3 activity 

specifically). The plate was then placed into a plate reader set to 37°C and read at 3 min and then 

after a 30 min incubation read every 5 min up to 2 hrs at OD450 nm.  

 
2.15 NAD+/NADH quantification 
Abcam’s colorimetric kit (Cat#ab65348) was used for quantification of NAD+ and NADH 

levels. Cells were harvested, washed with cold PBS and then pelleted at 2000 rpm for 5 min. The 

supernatant was removed and then 400 µL of extraction buffer was added to each sample. The 

samples then underwent two freeze thaw cycles on dry ice for 20 min and then at RT for 10 min. 

After vortexing for 10 seconds the samples were centrifuged for 5 min at 4°C at top speed. The 

supernatant was then applied to a 10 kD spin column (Cat#ab93349) and spun at 10,000 x g for 

10 min to collect the enzyme free filtrate. Half of each filtrate was heated at 60°C for 30 min to 

degrade NAD+. Then 5 µL per well of NAD/NADH containing samples and NADH only 

containing samples were loaded onto a clear bottom black walled 384 well plate and to these and 
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standard wells 10 µL of the reaction mix containing cycling buffer and an enzyme mix was 

added. The plate was then incubated at RT for 5 min followed by the addition of 10 µL of 

NADH developer. After incubation at RT for 1 hr the plate was read at OD450 nm.  

 

2.16 TET activity assay 
TET activity was measured using the EpigenaseTM 5mC Hydroxylase TET Activity/Inhibition 

Assay Kit (Cat#P-3087, Epigentek). Wells were prepped with 80 µL of binding solution 

followed by 2 µL of 0.5X TET substrate solution. The wells were then parafilmed and incubated 

at 37°C for 90 min. The binding solution was removed and the wells were washed three times 

with 150 µL of wash buffer. Samples, blank solution, or standard solution was then added to 

their respective wells along with assay buffer up to 50 µL. With parafilm the wells were 

incubated for 90 min at 37°C. Afterwards the wells were emptied and washed three times with 

150 µL per well of wash buffer. Then 50 µL of capture antibody, detection antibody, and 

enhancer solutions were added to each well in that order and incubated for 60 min, 30 min, and 

30 min respectively. Between each solution the wells were washed three, four, and five times 

respectively with 150 µL of wash buffer. Finally, 50 µL of the fluorescence development 

solution was added to each well and incubated at RT while monitoring for color change. 

Afterwards the wells were read at Ex/Em = 530/590 nm. 

  

2.17 ROS quantification  
Cells were seeded at 500,000 cells/well into 6 well plates, treated with 5 µM of CellROX® Deep 

Red reagent (ThermoFisher, C10422), and incubated for 30 min in a humidified tissue culture 
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incubator. The media was then removed and cells were washed 3 times with PBS followed by 

fixation with 3.7% formaldehyde for 15 min. Cells were then analyzed by flow cytometry.  

 

2.18 DEVDase assay  
Caspase 3/7 activation was measured by spectrophotometric detection using the BioVision kit 

(Cat#K106-25). After treating the cells with MTX the media was removed the cells were 

trypsinized, counted, and pelleted after a PBS wash. Then the cells were lysed with 50 µL of 

lysis buffer and a 10 min incubation on ice. The samples were spun for 1 min at 10,000 x g and 

the supernatant transferred to a fresh tube on ice. After measuring the protein concentration by 

Bradford 10 µg of protein was added to each replicate well, of a clear bottom black walled 384 

well plate, followed by lysis buffer up to 5 µL. Then 5 µL of reaction buffer + 10 mM DTT was 

added to each sample well followed by 5 µL of 4 mM DEVD-pNA substrate. The plate was then 

incubated at 37°C for 2 hours followed by a reading at OD400 nm.  

 

2.19 Cell fractionation 
Cells were collected by centrifugation at 1500 g for 5 min. The pellet was resuspended in 200 µL 

hypotonic buffer pH 8 (10 mM Hepes pH 8, 10 mM KCl, 1 mM EDTA, 1xprotease inhibitor, 1.5 

mM, MgCl2 0.1 mM DTT, 10 µM cytochalasin B), and incubated on ice for 30 minutes, 

followed by centrifugation for 5 minutes at 1500 g. The supernatant was discarded and the pellet 

was resuspended in 200 µL of hypotonic buffer. Next, the samples were homogenized with a 

25G needle, and centrifuged at 400 g for 10 min. The supernatant representing the cytosolic and 

mitochondrial fraction was retained. The pellet was washed with 500 µL of hypotonic buffer 
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followed by centrifugation at 400 g for 10 min. The resulting pellet was washed twice with 500 

µL/wash PBS containing 1 mM EDTA, 1.5 mM MgCl2, 0.1 mM DTT and 10 µM cytochalasin 

B. The pellet was resuspended in 3 mL of S1 (0.25 mM Sucrose, 10 mM MgCl2 + 1xprotease 

inhibitor). The S1/sample solution was layered over 3 mL of S2 (0.35 mM Sucrose, 0.5 mM 

MgCl2 + protease inhibitor) by slowly pipetting S1 onto S2. Samples were centrifuged for 10 

minutes at 4°C at 2,178 g. The supernatant was removed and the pellet was resuspended in 3 mL 

of S2. The S2/sample solution was layered over a 3 mL layer of S3 (0.88 mM Sucrose, 0.5 mM 

MgCl2 + 1xprotease inhibitor) by slowly pipetting S2 onto S3 and the final sample was 

centrifuged for 10 minutes at 4°C at 2,178 g. The supernatant was removed and the pellet was 

resuspended in Thermo Fisher NER reagent + 1xprotease inhibitor. The samples were vortexed 

for 15 seconds followed by an incubation period of 40 min on ice. Every 10 min the samples 

were vortexed for 15 seconds. Samples were centrifuged at maximum speed (~16,000 x g) for 10 

minutes. The resulting supernatant represented the nuclear fraction.  

 

2.20 Cell cycle syncing  
Cells were grown to 20 – 30% confluency, washed twice with DPBS and then treated with 2mM 

thymidine in full media for 18 hours. Cells were washed once with DPBS, resuspended in full 

media for 9 hours, and treated again with 2mM thymidine in full media for 17 hours. Cells were 

stained with propidium iodide and cell cycle distribution was analyzed by flow cytometry.  
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2.21 Tumor xenograft model  
All animals used in the study were under an approved protocol of the Institutional Animal Care 

and Use Committee of Northwestern University. All cells were modified for luciferase 

expression as described in previous publications (Calvert et al., 2017). GIC-387 expressing 

shIDH3α or shScr (2x103 cells/2µL), IDH3α KO and control wild-type NHAs (5x104 cells/2µL), 

and GIC-20 overexpressing IDH3α and vector only (5x104 cells/2µL), were resuspended in 

Hank’s Balanced Salt Solution. Anesthetized 6 – 8 week old female CB17 SCID mice (Taconic 

Farms) were placed in stereotactic frames and the surgical area was cleaned with betadine 

followed by 70% ethanol. Following a scalp incision, a 0.7 mm Burr hole was created in the 

skull with a microsurgical drill, 2 mm lateral right of the sagittal suture and 0.5 mm posterior to 

the bregma. Cells were injected through a Hamilton syringe after it was inserted 3 mm into the 

brain. Cells were injected at a rate of 1 µL per minute. Once surgery was completed the skin was 

closed with sutures. Mice were sacrificed at ethical endpoints based on observations of 

neurological impairment or severe changes in body weight. 8 – 10 animals were used in each 

group, and mice were randomized based on body weight. The Kaplan-Meier method was used to 

plot survival, and significance was determined by the log rank (Mantel-Cox) test.  

 

2.22 In vivo bioluminescence imaging   
10 minutes after IV injection with 200 µL of luciferin potassium salt (Perkin Elmer) suspended 

in PBS, mice were anesthetized and imaged using the IVIS Spectrum (Perkins Elmer). 

Bioluminescence was quantified using Living Imaging Software (Caliper Life Sciences).  
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2.23 Immunohistochemistry  
Tissue samples were collected with patient consent at the University of Kentucky and prepped as 

a tissue microarray. Slides were heated at 60°C for 1 hr followed by deparaffinization and 

hydration, washed with water and placed into 1x Dako Target Retrieval Solution (Agilent, 

S1699) and subsequently incubated in a Biocare Medical Decloaking Chamber at 110°C for 10 

min. Slides were washed twice with PBS for 3 min 200 µL of peroxidase block (Agilent, Dako 

K4011) was added and incubated for 10 min at room temperature (RT) followed by a PBS rinse. 

Next 2 – 5 drops of protein block background with background sniper (Biocare Medical, 

BS966H) was added and slides were incubated for 10 min at RT followed by 1 – 2 min PBS 

rinse. IDH3α antibody (Sigma Aldrich, HPA041465) was added at a 1:400 dilution to the slides 

and incubated for 1 hr. Slides were then rinsed three times with TBS/Tween (TBST) for 1 min 

each. Secondary antibody (Agilent, Dako 4011) was added and incubated for 35 min followed by 

three PBS washes. DAB chromogen was added and incubated up to 3 min followed by counter 

staining with hematoxylin and then washed with water. The slides were then dehydrated and 

coverslips mounted with Permount. A licensed and practicing neuropathologist then scored the 

tissues as concerns IDH3a staining intensity. For endothelial cell staining, tissue was 

deparaffinized followed by incubation with IDH3α antibody (Sigma Aldrich, HPA041465) 

overnight and then with CD31 antibody (Santa Cruz, sc-1506) for 1 hr. Samples were then 

blocked with 3% hydrogen peroxide in water for 10 min and then Avidin/Biotin Blocking for 15 

minutes each. Blocking of non-specific proteins was achieved by incubating in 5% normal 

donkey serum for 30 min. The slides were then incubated with secondary Cy3- anti-rabbit for 

one hour and then secondary biotinylated anti-goat for 30 minutes, followed by an ABC kit 
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(Vector Labs, PK-4000) treatment for 30 min. The slides were then incubated with a working 

solution of biotinyl tyramide for 5 minutes and then with Alexa Fluor 488-Streptavidin for 30 

min. Hoechst nuclear staining was done for 10 min. 

  

2.24 Metabolomics steady state study 
7.5 x 106 cells (NHAs with CRISPR-mediated IDH3α KO, or NHAs overexpressing IDH3α) 

were washed twice with Dulbecco’s Phosphate Buffered Saline with calcium and magnesium 

1x(DPBS) (Corning, 21-030-CV) and then snap frozen in liquid nitrogen. At Metabolon, samples 

were then processed by the automated MicroLab Star® system (Hamilton). Recovery standards 

were added to all samples for quality control measures. Methanol was added to all samples. Each 

sample was shaken for 2 min followed by centrifugation to release metabolites. All samples had 

aliquots that underwent Ultrahigh Performance Liquid Chromatography-Tandem Mass 

Spectroscopy (UPLC-MS/MS) (Thermo Scientific) with either Reverse Phase (RP) plus positive 

ion mode electrospray ionization (ESI), RP plus negative ion mode ESI, or following HILIC 

column (Waters UPLC BEH Amide 2.1x150 mm, 1.7 µm) elution with negative ion mode ESI. 

Samples were reconstituted with solvents appropriate for each method and run along-side 

standards. Data were analyzed using Metabolon hardware and software. Compounds were 

identified based on a narrow retention index that was then compared to a library of purified 

standards and MS/MS scores comparing the experimental spectrum to the library spectrum.  
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2.25 13C-labeled glucose tracer studies  
6 well plates were seeded with ~50,000 cells per well and allowed to attach overnight. The next 

day, all wells were washed with nutrient free media (DMEM, Fischer, Cat#A144300) and then 

given media supplemented with 4 mM glutamine (Sigma, Cat#G8540), 10% dialyzed FBS 

(ThermoFischer, Cat#A3382001), 1 mM sodium pyruvate (Sigma, Cat#P5280), and 25 mM 

uniformly labeled 13C glucose (Cambridge cat # 110187-42-3) for all time point samples 

excluding the 0 hr time point, which was labeled with 25 mM 12C-labeled glucose (Sigma 

G7021). At designated time points, the media was removed, and the cells were washed with a 

cold 0.9% NaCl solution. Subsequently, 1 mL of ice-cold 80% methanol/water solution was 

added to each well and the plate was placed at -80°C. After 15 min, the plates were removed 

from -80°C and placed on dry ice while the sample wells were scraped and the cell/80% 

methanol solution was placed in collection tubes. The tubes were spun at 20,000 rcf for 10 min at 

4°C. The supernatant was taken and split between two tubes per sample. The amount of 

supernatant taken was based off cell counting to normalize the amount of cells per tube. Finally, 

samples were dried in a speed vacuum set at room temperature for 2 – 3 hours. This dry pellet 

was then stored at -80°C until analysis by LC-MS as previously published (Liberti et al., 2017).  

 

2.26 Seahorse assay  
The day before the assay, the Seahorse cartridge was placed in the XF calibrant and incubated 

overnight at 37°C. On the day of the assay, cells were seeded into the Seahorse 96 well plate at 

15,000 cells per 80 µL per well. The plates were incubated at room temperature for 1 hr to allow 

for even distribution of cells across the well floor, before going into the incubator. Before 
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placing the sample plates in the Seahorse XF96 Analyzer, media volume was adjusted to 175µL 

in each well. Oligomycin at 2 µM, CCCP at 10 µM, and Antimycin A and Rotenone at 2 µM 

each, diluted in DMEM media, were injected sequentially following the standard Seahorse 

protocol into each well including control wells, containing only media.  

 

2.27 Immunocytochemistry 
Cells were seeded either in 10 cm dishes or 24 well plates containing synthetic Poly-D-

Lysine/Mouse Laminin coated 12 mm round coverslips (Corning) and allowed to attach. Cell 

media was removed and cells were washed with PBS before fixation with 4% paraformaldehyde 

(PFA) in deionized water for 5 min. The coverslips were washed with PBS and cells were 

permeabilized with PBS/Triton X-100 (EMD) 0.2% for 5 min. The coverslips were washed with 

PBS, followed by PBS/1% FBS, and then blocked for 30 min in PBS/1% FBS. The blocking 

solution was removed and primary antibodies diluted in PBS/1% FBS (i.e., anti-IDH3α 5µg/mL 

(Abcam, ab58641), anti-cSHMT 1:50 (Santa Cruz, sc-514410), anti-Lamin A 1:500 (Santa Cruz 

sc-6214), anti-cytochrome c 1:500 (BD Biosciences, 556432), together with Hoechst 33342 

1:10,000 (Invitrogen)) were added, and incubated with cells overnight at 4°C. Coverslips were 

washed twice with PBS/1% FBS and the secondary antibody was added (Alexa Fluor 488 anti-

goat or anti-rabbit, Alexa Fluor 648 anti-rabbit, or Alexa Fluor 568 anti-mouse 1:300 

(Invitrogen/Life Technologies)) for 1 hr at RT in the dark. The coverslips were washed once with 

PBS/1%FBS, twice with PBS, and once with water before being mounted on microscope slides. 

Slides were imaged using a Nikon A1R Spectral Microscope with an LED power source. To 

quantify IDH3α and cSHMT co-localization using Image J, a macro was designed that created a 
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mask for cSHMT intracellular distribution, based on the Alexa 568 staining; appropriate 

thresholds were used to decrease background signal. The percentage of IDH3a staining (Alexa 

488) covered by the cSHMT mask, and thus colocalizing with SHMT1 was determined. 

 

2.28 Histone methylation  
NHA Controls and NHA IDH3α KO cells were grown in 10 cm dishes. At confluency, 1 million 

cells were collected for every biological replicate, 3 per group, washed with PBS, and flash 

frozen in liquid nitrogen. The samples were analyzed on the TSQ Quantum Ultra MS. To prepare 

the samples for MS, histones were acid-extracted, washed and then subjected propionylation and 

tryptic digestion (Garcia et al., 2007). Samples were then resuspended in 50 µL of 0.1% 

TFA/mH2O. For each sample, we prepared 3 technical replicates. We used 3 µL per injection. 

HeLa cells were used as quality controls and for data comparison. Targeted analysis of 

unmodified and various modified histone peptides was performed.  Samples were analyzed by 

the Proteomics core facility at Northwestern University.  

 

2.29 RNA-seq  
RNA was extracted from the Control or KO NHAs using RNeasy kit (Qiagen) according to 

manufacturer's protocol. RNA QC was performed using an Agilent bio-analyzer (Agilent). RNA-

SEQ libraries were generated using Illumina TruSEQ mRNA stranded kits using the Illumina 

provided protocol. Libraries were quantitated using an Agilent bio-analyzer and the pooled 

libraries were sequenced using an Illumina HiSEQ4000 using Illumina reagents and protocols. 
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2.30 DNA global methylation array 
DNA global methylation was measured in 4 biological replicates. Methylation levels were 

measured using the Infinium Human MethylationEPIC Beadchip array (Illumina, Inc. CA, 

USA), which targets over 850, 000 methylation sites. Samples were randomly plated on each 

chip. A 500 ng DNA sample was used to perform bisulfite conversion followed by methylation 

profiling according to Illumina’s protocol. BeadChips were scanned with an Illumina iScan and 

analyzed using the Illumina GenomeStudio software. All experiments were conducted following 

the manufacturer’s protocols in the NUSeq Core Facility at Northwestern University. 

RNA-seq - RNA was extracted from control or IDH3a KO NHAs using the RNeasy kit (Qiagen) 

according to the manufacturer's protocol. RNA quality control was performed using an Agilent 

bio-analyzer (Agilent). RNA-SEQ libraries were generated using Illumina TruSEQ mRNA 

stranded kits following Illumina protocols. Libraries were quantitated using an Agilent bio-

analyzer and the pooled libraries were sequenced using an Illumina HiSEQ4000 using Illumina 

reagents and protocols. 

 

2.31 Preprocessing of RNA-Seq expression data  
RNA sequencing data was preprocessed using RSEM software package with in-built STAR 

alignment tool (Li and Dewey, 2011, Dobin et al., 2013). Raw sequence reads were aligned to 

human reference genome (GRCh37/hg19 assembly). 
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2.32 Differential expression analysis using DESeq2  
Abundance quantifications were imported into R software and gene expression matrix was 

constructed using R Bioconductor package tximport (Soneson et al., 2015). Count values 

summarized by tximport were analyzed using the DESeq2 algorithm. Differential expression was 

defined at a threshold of FDR = 0.05 and absolute log fold-change > 1. 

 

2.33 Preprocessing of methylation microarray data 
Methylation microarray data from Illumina Infinium Human MethylationEPIC BeadChip 

platform were analyzed using R Bioconductor package minfi (Aryee et al., 2014). Raw IDAT 

files were loaded into R software and raw intensity signals were preprocessed and normalized 

using functional normalization algorithm optimized for multi-condition studies (Fortin et al., 

2014). The resulting normalized β-values were further converted to M-values (M = log2(β/(1-β)) 

for downstream statistical analyses. Quality control was performed by manually checking QC 

density plots. Probes with SNPs were dropped as they are prone to affect methylation 

measurements. All probes were annotated using human reference genome GRCh37/hg19 

assembly. Quality as well as sample-wise pattern of the preprocessed data were preliminarily 

visualized by PCA. 

 

2.34 Differentially methylated position analysis using Limma  
In order to identify which individual CpG loci were differentially methylated between KO and 

control conditions, we performed differentially methylated positions (DMP) analysis using 

Limma algorithm (Ritchie et al., 2015). The M-value matrix was subjected to lmfit to compute 

the mean difference between conditions. Differentially methylated CpG loci was defined as 
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Benjamini-Hochberg adjusted p-value < 0.05 and absolute M-value difference greater than 1 

(|ΔM-value| > 1). 

 

2.35 Differentially methylated region analysis using DMRcate   
In order to identify and visualize consistent methylation patterns within continuous genomic 

regions (e.g. CpG islands) we also performed differentially methylated regions (DMR) analysis 

using DMRcate package, which applies a Gaussian kernel smoothing to demarcate adjacent CpG 

sites within a genomic window (Peters et al., 2015). We applied the kernel bandwidth lambda = 

1000 and scaling factor C = 2 following the recommended setting. We visualized the most 

significant DMRs in terms of minimum FDR using the DMR.plot function within the package. 

 

2.36 Integrative analysis of expression and methylation data  
To elucidate the relationship between expression level of a gene and methylation level of a CpG 

locus within that gene, we performed an integrative analysis combining our RNA-Seq expression 

and methylation array data. To associate a methylation probe with a gene, we defined the 

putative promoter region as -2 kb to +500 bp of the transcription start site (TSS) and linked all 

CpG loci with corresponding gene. Genes with low expression were removed. We used Trimmed 

Mean of M-values (TMM) normalization across samples to adjust the difference in library size 

and log2-transformed the normalized expression values (Robinson and Oshlack, 2010). We 

identified 209,063 CpG-gene pairs between 23,967 genes and 835,778 CpG sites. We then 

performed Pearson  correlation analysis between gene expression and methylation data to 

identify statistically significant CpG-gene pairs. A positive correlation indicates methylation and 
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expression change in the same direction while a negative correlation implies changes in opposite 

direction.  

 

2.37 DNA dot blot  
gDNA extracted in water was diluted to a final concentration of 400 ng/µL in 10 µL volume for 

both NHA control and IDH3α KOs. Subsequently, to each dilution, 200 µL of 6xSaline Sodium 

Citrate (SSC) was added. Each sample was heated at 100°C for 10 min, allowed to cool on ice 

and 200 µL of ice cold 20xSSC was added. Meanwhile, nitrocellulose membrane and 2 filter 

papers were wetted with 6xSSC and then mounted on a 96 well dot blot apparatus. To the wells 

to be used, 500 µL of water was added and pulled through the membrane with gentle vacuum 

pressure. Subsequently, the diluted samples were added and pulled through. Finally, the 

membrane was washed with 500 µL of 2xSSC solution, and pulled through the membrane. The 

membrane was allowed to air dry before UV DNA crosslinking for 5 min at 100 µJ/cm2. The 

membrane was incubated in 5% milk overnight. The following day, 5-methylcytosine antibody 

(#MABE146, Millipore) or 5’-hydroxymethylcytosine antibody (#39769, Active Motif) was 

applied (1:1000 dilution in 5% milk) for 1 hr, washed three times with PBS-T (5 min each), 

incubated with secondary mouse antibody (1:2500) for 30 min, washed three times with PBS-T 

again and then developed with ECL. The loading was determined by 0.02% methylene blue 

stain.  
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2.38 MTT assay  
Cells were seeded at 10,000 cells per well in a 96 well plate, and treated with vehicle/Optimem, 

or 0.1, 1, 10, or 100 µM of methotrexate, 0.5 mM N-acetyl cysteine (NAC), or 1mM 

formate/0.4mM glycine. The MTT assay was performed following the manufacturer’s protocol 

(ATCC). To each well containing 100 µL of median 10 µL of MTT reagent was added and the 

plate was incubated in the humidified culture incubator at 37°C for 2 hrs. Then 100 µL of 

detergent reagent was added to each well and the plate was then incubated overnight at RT. Then 

the plate was read at OD450 nm.  

 

2.39 Histone methylation  
NHA Controls and NHA IDH3α KO cells were grown in 10 cm dishes. At confluency, 1 million 

cells were collected for every biological replicate, 3 per group, washed with PBS, and flash 

frozen in liquid nitrogen. The samples were analyzed on the TSQ Quantum Ultra MS. To prepare 

the samples for MS, histones were acid-extracted, washed and then subjected propionylation and 

tryptic digestion (Garcia et al., 2007). Samples were then resuspended in 50 µL of 0.1% 

TFA/mH2O. For each sample, we prepared 3 technical replicates. We used 3 µL per injection. 

HeLa cells were used as quality controls and for data comparison. Targeted analysis of 

unmodified and various modified histone peptides was performed.  Samples were analyzed by 

the Proteomics core facility at Northwestern University.  

 
2.40 Statistical analysis  
All graphical and WB data are a culmination or representation of n ≥ 3 biological replicates with 

technical replicates (n ≥ 3) within each biological replicate. Data is represented by the mean ± 
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SD, or SEM for bioluminescence. Two-tailed Student’s t-test was used to compare control to 

experimental groups, unless otherwise stated. P-values ≤ 0.05 were considered to be statistically 

significant.  
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CHAPTER 3: RESULTS 
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3.1 IDH3α  is overexpressed in GBM 
In contrast to its paralogs IDH1 and IDH2, genomic sequencing studies revealed that IDH3α, β, 

and γ subunits are not mutated in GBM (Krell et al., 2011). Analysis of the Ivy Glioblastoma 

Atlas Project (Ivy GAP) database, which contains RNA-seq data from 10 regionally 

microdissected GBM tumors (http://glioblastoma.alleninstitute.org/) (Puchalski et al., 2018), 

revealed enrichment of IDH3α, and to a lesser degree of IDH3β and IDH3γ transcript levels 

in cells of the leading edge and infiltrating tumor region when compared to the tumor center 

(Fig. 4A). Immunohistochemical (IHC) analysis of IDH3α protein on tissue microarray using a 

target specific antibody (Fig. 5A), confirmed by IDH3α staining in IDH3α wild-type and IDH3α 

KO, followed by semi-quantitative evaluation of protein expression by light microscopy (Fig. 

4B) revealed that IDH3α protein is elevated two-fold within the glioma tumor core compared to 

glial cells within normal brain tissue (Fig. 4C). IDH3α expression was also significantly elevated 

in lower grade gliomas hinting that IDH3α expression may be maintained throughout secondary 

GBM development (Fig. 5B). In correlation with the IVY database IHC analysis also showed the 

most robust expression, four-fold increase, within the GBM leading edge (Fig 4B-C). 

http://glioblastoma.alleninstitute.org/
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Of note, in silico analysis of TCGA bulk tumor expression profiles (Cancer Genome Atlas 

Research, 2008) found reduced IDH3α, β, and γ transcripts within the tumor core when 

compared to normal brain elements (Calvert et al., 2017). Analysis of IDH3α protein expression 

profiles within normal brain tissue, however, demonstrated high expression of IDH3α in neurons 

(Fig. 5C), prompting the more detailed comparative analysis of IDH3α protein expression in 

 
Fig. 4. IDH3α expression is elevated in human derived gliomas.  
(A) IDH3α, IDH3β and IDH3γ mRNA expression as determined by RNAseq of 122 RNA 
samples from 10 regionally dissected GBM tumors (obtained from the Ivy Glioblastoma Atlas 
Project (Ivy GAP), http://glioblastoma.alleninstitute.org/). (B) Representative images of IDH3α 
IHC stainings with different grading scores (scale bar, 50 µM). (C) Tissue microarrays of GBM 
patient tumor samples, obtained from the University of Kentucky, and GBM tissue blocks 
containing tumor tissue of the leading edge were stained with IDH3α antibody and expression 
was quantified in glial cells of non-tumor brain vs. GBM tumor cells; *p=0.03, n=8 for non-
tumor, n=87 for tumor samples. 
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cells of glial origin in normal brain versus GBM tumor cells presented here. In addition to 

mitochondrial distribution observed, which is consistent with well-described functions of IDH3α 

within the mitochondrial TCA cycle (Gabriel et al., 1986), IDH3α staining was also found to be 

associated with the tumor cell nucleus, as determined by confocal immunofluorescence (IF) 

microscopy on tumor sections (Fig. 5D). Further, IDH3α was also found in the tumor-associated 

endothelium, but not in the endothelium of normal brain tissue, with 0/8 normal cortex samples 

versus 12/12 GBM samples positive for IDH3α endothelial cell staining (Fig. 5E). To confirm 

co-localization of IDH3α to the endothelium additional IF studies were done, staining for both 

IDH3α and endothelium using an endothelium specific marker CD31.  Together, these 

observations suggest that GBM are characterized by elevated IDH3α expression, with significant 

IDH3α expression detectable in peripheral tumor cells and tumor-associated endothelial cells.
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Fig. 5. IDH3α is confined to the nuclear periphery, and highly expressed in the tumor-
associated vasculature.  
(A) IHC staining for IDH3α in IDH3α wildtype and IDH3α-deficient NHAs, to validate 
antibody target specificity; bar, 50 µm (B) Tissue microarrays of glioma patient tumor 
samples of WHO grade II - IV, obtained from the University of Kentucky, were stained 
with IDH3α antibody and expression was quantified in glial cells of non-tumor brain vs. 
GBM tumor cells, *p<0.05, Normal: n = 8, Grade II: n = 24, Grade III: n = 22, Grade IV: 
n = 41. (C) Representative image of IDH3α expression in normal neurons; bar, 50 µm (D) 
Immunofluorescence staining of IDH3α on tumor tissue reveals IDH3α association with the 
nucleus; bar, 10 µm. (E) Normal cortex and glioma tissue from patients, collected at 
Northwestern Memorial Hospital, were stained for IDH3α; in 0 out of 8 normal cortex 
samples versus 12 out of 12 glioma samples, IDH3α was found to be expressed in the 
vascular endothelium; p<0.0001; bar, 150 µm  (F) Co-staining of IDH3α (green), CD31 
(red) and DAPI (yellow) in tumor sections; bar, 20 µm. 
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3.2 IDH3α  promotes GBM progression 
To determine whether IDH3α can regulate in vivo GBM tumor progression, we generated a 

series of IDH3α gain- and loss-of-function cell culture and derivative orthotopic xenograft 

model systems using minimally transformed cortical astrocytes (normal human astrocytes, 

NHAs) and patient-derived glioma initiating cells (GICs). Suppression of IDH3α expression in 

luciferase-labeled NHAs via CRISPR/Cas9 genome editing (Fig. 6A) using two different sgRNA 

constructs robustly decreased cellular growth by about half (Fig. 6B). Animal subjects engrafted 

with IDH3α-deficient NHAs showed reduced intracranial GBM tumor progression as measured 

by luciferin signal (Fig. 6C, D), and increased survival when compared to control explants (Fig. 

6E). This reduction in tumor size and increase in overall survival correlate with IDH3α 

expression. Histopathological analysis of sections from resected mouse brains revealed that 

IDH3α knockout was associated with a phenotypic shift from grade IV to grade III malignancy 

(Fig. 6F), reduced intratumoral proliferation as evidenced by diminished intratumoral mitoses 

(Fig. 6G), and reduced tumor cell invasion (Fig. 7A).  
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Fig. 6. IDH3α regulates GBM progression in vivo.   
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Control NHAs showed robust in vivo growth within the mouse cerebrum, including 

extensive invasion through the parenchyma into the leptomeningeal space (Fig. 7A-a, b), while 

isogenic NHAs tumors with IDH3A knockout were characterized by greatly attenuated growth in 

the cerebrum, but were still capable of growth within the leptomeninges (Fig. 7A-c-f). Enhanced 

migratory and invasive properties of IDH3α expression was confirmed in primary human 

Fig. 6. IDH3α regulates GBM progression in vivo. (cont)  
(A-G) IDH3α ablation reduces glioma tumor progression. (A) Western blot showing IDH3α 
expression in CRISPR/Cas9-modified normal human astrocytes; NHAs were transduced with 
a scrambled sgRNA (ctrl) and two different IDH3α-targeting sgRNAs, i.e., sgRNA-318 and -
329). Hsp70 is shown as a control. (B) In vitro cell growth curves of IDH3α wild-type and 
IDH3α KO NHAs. Cells were counted every 3 days using trypan blue and an automated cell 
counter. Shown is the mean +/- SD; n = 3, *p<0.05, **p<0.005. (C) Representative In vivo 
imaging system (IVIS) images of brain tumor-bearing mice, demonstrating reduced 
bioluminescence in IDH3α KO cells compared to the wild-type control.  (D) Quantification of 
bioluminescence signal at day 13 post intracranial cell inoculation. Shown is the mean +/- 
SEM, *p<0.05, *** p<0.0005, n=10 per group. (E) Kaplan-Meier survival curves of mice 
orthotopically implanted with IDH3α wild-type or KO NHAs. *p<0.05, ***p<0.0005, n=10 
per group. (F) Representative H&E stainings of tumor sections from IDH3α wild-type and 
KO tumors. (G) Number of mitoses in tumors per high power field; 2 tumors per group, 8 
slices per tumor; **p<0.005. (H-K) RNAi-mediated IDH3α knockdown reduces tumor 
progression in PDX mice. (H) Western blot analysis for IDH3α in different GIC clones 
modified for stable IDH3α knockdown. Hsp70 is shown as a loading control. (I) 
Representative IVIS images of PDX-bearing mice. (J) Quantification of bioluminescence 
signal 40 and 47 days post tumor implantation; *p<0.05, n=8 per group. (K) Kaplan-Meyer 
survival curves of mice intracranially injected with GICs modified for IDH3α stable 
knockdown in comparison to PDX tumors expressing a scrambled control shRNA; *p<0.05, 
n=8 per group. (L-O) IDH3α overexpression in GICs promotes GBM tumor progression. (L) 
Western blot analysis for endogenous and FLAG epitope-tagged IDH3α. Hsp70 is shown as a 
loading control. (M) Representative IVIS images of mice harboring vector (CSII) control, and 
IDH3αFLAG-expressing brain tumors. (N) Quantification of bioluminescence signal in mice 35 
and 42 days post cell inoculation; *p<0.05, n=10 per group. (O) Kaplan-Meyer survival 
curves of mice intracranially injected with CSII vector control and IDH3α-overexpressing 
GICs; ***p<0.0005, n=10 per group. 
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cerebral microvascular endothelial cells ectopically expressing IDH3α protein (Fig. 7B, C). 

Using a transwell migration assay with chemoattractive media those endothelial cells with 

increased IDH3α expression had fix to six times higher cell migration than the control.  

 

Similar to CRISPR/Cas-9 mediated gene knockout in NHAs, shRNA-mediated silencing of 

IDH3α expression in patient-derived GICs (Fig. 6H) resulted in reduced GBM progression (Fig. 

6I-J) and improved animal subject survival (Fig. 6K) although these decreases were not as robust 

as in the CRISPR/Cas-9 system. Correspondingly, in a gain-of-function approach, animal 

subjects engrafted with IDH3α-overexpressing GICs (Fig. 6L) showed accelerated intracranial 

tumor progression (Fig. 6M, N) and reduced survival when compared to vector controls (Fig. 

6O). These data support GBM tumor-promoting activities of IDH3α in physiologically relevant 

gain- and loss-of-function mouse models in vivo and suggest that IDH3α inactivation reduces 

GBM progression and grade.  
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Fig. 7. IDH3α regulates cellular invasiveness.  
(A) Representative H&E images of tumor explants derived from control and IDH3α-KO 
NHAs; bar, 500 µm. (B) IDH3α promotes endothelial cell invasion as determined by 
transwell invasion assay. Representative images of transwell membranes for IDH3α-
expressing and empty vector-expressing human primary cerebral 
microvascular endothelial cells (hCMECs). (C) Quantification of the number of cells that 
migrated through the transwell membrane after 24 hrs. Representative of n=3 biological 
replicates with n=5 representative images. 
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3.3 IDH3α  regulates TCA cycle turnover and glycolytic rates  
IDH3α catalyzes a rate-limiting, tightly controlled enzymatic reaction of the TCA cycle, the 

conversion of ICT to αKG, which represents one of the most central metabolic pathways 

controlling cellular energy metabolism (Cohen and Colman, 1972). To molecularly define 

IDH3α pro-tumor effect, we determined the metabolic alterations provoked by gain or loss of 

IDH3α through mass spectrometry-based metabolomic profiling (see Table 1 for global 

metabolic changes comparing IDH3α wild-type versus KO NHAs, and NHAs expressing vector 

control versus NHAs engineered to ectopically express IDH3α. For all studies described below, 

logarithmically growing cells were harvested and subjected to Ultrahigh Performance Liquid 

Chromatography-Tandem Mass Spectroscopy. To account for the different growth rates of 

control versus IDH3α-modified NHAs, we confirmed identical numbers of viable cells by trypan 

blue exclusion and hemocytometer counting.  Consistent with a central role of IDH3 governing 

TCA cycle turnover, TCA cycle intermediates upstream of the IDH3-catalyzed reaction, i.e., 

citrate, aconitate, and ICT, were increased up to 50-fold in IDH3α-deficient NHAs compared to 

control cells, and correspondingly, were decreased in NHAs engineered to stably express an 

IDH3α transgene (Fig. 8A). A smaller yet significant accumulation of the later intermediates 

(i.e., succinate, fumarate, and malate) downstream of IDH3 further suggests that overall TCA 

cycle activity is low in IDH3α-deficient NHAs (Fig. 8A). Targeted metabolomic studies using 

uniformly 13C-labeled glucose and liquid chromatography-mass spectrometry (LC-MS) 

confirmed decreased TCA flux in IDH3α-deficient cells (Fig. 8B), resulting in a decreased αKG 

to succinate and fumarate ratio (Fig. 8C). As a consequence of reduced TCA cycle turnover in 
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IDH3α-deficient NHAs, oxygen consumption rates are diminished (Fig. 8D), and aerobic 

glycolysis increased (Fig. 8E) as evidenced by lower levels of glycolysis intermediates, including 

glucose, glucose 6-phosphate, pyruvate, coenzyme A, phosphoenolpyruvic acid, 3-

phosphoglycerate, and 2-phosphoglycerate (see also table 1), and increased glycolytic carbon 

flux (Fig. 8F). Together, these metabolomic and functional studies demonstrate that ablation of 

IDH3α is associated with a metabolic switch from oxidative phosphorylation to glycolysis. 

 

Fig. 8. IDH3α modulates TCA cycle and glycolysis.  
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3.4 IDH3α  interacts with cSHMT at the nuclear lamina during S phase 
Consistent with an evolutionary conserved monopartite nuclear localization signal (NLS) at 

amino acid position of 124 of the IDH3α polypeptide (GASKRIAEFAF), our IF studies on 

tumor sections (Fig. 5D), together with previous studies (Qattan et al., 2012) demonstrate nuclear 

distribution of the IDH3α subunit and suggest IDH3α extra-mitochondrial activity. To assess 

subcellular localization of IDH3α in GBM tumor cells, and to determine whether IDH3α 

intracellular distribution is controlled by the cell cycle, cell fractionation into nuclear and 

extranuclear fractions, the latter containing cytoplasmic and heavy membrane components, 

revealed predominant extranuclear localization of IDH3α, with nuclear localization of IDH3α 

evident in S phase-arrested glioma cells, as determined by propidium iodide staining (Fig. 9A-

B). Confocal IF microscopy confirmed predominant mitochondrial localization of IDH3α in 

unsynchronized cells (Fig. 9C-a), with few cells showing association of IDH3α with the cell 

nucleus (Fig. 9C-b; Fig. 10A-a), and a more diffuse cytosolic distribution and enhanced nuclear 

Fig. 8. IDH3α modulates TCA cycle and glycolysis. (cont) 
(A) Levels of TCA cycle intermediates as determined by liquid chromatography-mass 
spectrometry; significance was determined by Welch’s two-sample t-test; *p<0.05, 
**p<0.005 ***p<0.0005; n=5. (B) Total ion counts of 13C-labeled TCA metabolites. 
Samples were analyzed at 0 hr, 15 min, 1 hr, 6 hr, and 24 hr after addition of 13C uniformly 
labeled glucose. Plotted is the mean +/- SD; *p<0.05; n = 3 per time point.  (C) Ratio of αKG 
to succinate and fumarate. Shown is the mean +/- SD. (D) Changes in the oxygen 
consumption rate in IDH3α wild-type versus IDH3α KO cells. The concentrations of 
Oligomycin, CCCP, Antimycin A, and Rotenone were 2 µM, 10 µM, 2 µM, and 2 µM 
respectively. Each data point represents mean +/- SD and is representative of 18 technical 
replicates; ***p=0.0048, n=3. (E) Levels of glycolysis intermediates as determined by liquid 
chromatography-mass spectrometry, significance determined by Welch’s two-sample t-test; 
*p<0.05, **p<0.005  ***p<0.0005; n=5. (F) Total ion counts of 13C-labeled glycolysis 
metabolites. Samples were analyzed at 0 hr, 15 min, 1 hr, 6 hrs, and 24 hrs after addition of 
13C uniformly labeled glucose. Plotted is the mean +/- SD; *p<0.05; n = 3 per time point.   
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association of IDH3α in S phase-arrested cells (Fig. 9C-c; Fig. 10A-b). To determine the 

molecular function of cell cycle-induced extra-mitochondrial IDH3α, we defined the IDH3α 

interactome using immunoprecipitation-mass spectroscopy (IP-MS) studies in patient-derived 

GICs, expressing a scrambled or an IDH3α-targeting shRNA. Peptides derived from 4 proteins 

were reproducibly detected in shScr-expressing GICs upon IDH3α-specific pull-down, but not in 

IgG isotype-matched control precipitates or in GICs stably expressing shRNA targeted to IDH3α 

(Fig. 9D, E). Among the four candidates, cSHMT was the only IDH3α interactor that co-

precipitated with IDH3α in all transformed GBM cell lines, patient-derived GICs and NHAs. 

cSHMT, an integral enzyme involved in one-carbon metabolism, is part of a multi-enzyme 

complex, which consists of cSHMT, thymidylate synthase (TYMS), and dihydrofolate reductase 

(DHFR). The complex, which regulates thymidylate biosynthesis, localizes to the cytosol, with 

suggestions that it can translocate to the cell nucleus during S phase (Anderson et al., 2012). 

cSHMT catalyzes the rate-limiting step and serves as a scaffold essential for complex formation. 

Within the cell nucleus, the complex can associate with the nuclear lamina, for which cSHMT is 

necessary, localize at sites of DNA replication and is associated with components of the DNA 

replication machinery (Anderson et al., 2012, Woeller et al., 2007). Reciprocal IPs following 

western blot analysis using both IDH3α and cSHMT precipitating antibodies validated the 

IDH3α-cSHMT interaction again using IgG as a control (Fig. 9F). 
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Fig. 9. IDH3α  interacts with cSHMT during S phase at the nuclear lamina.  
(A) Cell cycle distribution in unsynchronized and S phase arrested NHA cells as indicated by 
propidium iodide staining and flow cytometry-based quantification of G1, G2/M and S phase 
content; U, unsynchronized; S, synchronized. (B) Western Blot analysis of IDH3α in heavy 
membrane (HM) and cytosolic (C), compared to nuclear (N) fractions. Histone H3 and 
cytochrome c oxidase Subunit IV (COXIV) are shown as nuclear and mitochondrial markers, 
respectively.  (C) Confocal immunofluorescence (IF) images of unsynchronized (a-b) and S 
phase arrested NHAs (c) stained for IDH3α (green), cytochrome c (cyto c, red), and DNA 
(Hoechst, blue). (a) bar, 20 µm; (b) bar, 14 µm; (c) bar, 22 µm. Arrows point to IDH3α co-
localizing with cyto c, arrow heads to IDH3α associated with the nuclear lamina. (D) Venn 
diagram illustrating IDH3α co-immunoprecipitated (IP) proteins using IgG control or IDH3α 
specific antibodies in shScr and shIDH3α expressing GICs. (E) Bar graph illustrating total 
normalized cSHMT spectra in IgG and IDH3α-immunoprecipitates in the indicated cell lines. 
(F) IP-western blot analysis of IDH3α and cSHMT validates the IDH3α-cSHMT complex.  
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While cell cycle distribution did not affect total protein levels of IDH3α and cSHMT as 

evidenced by western blot analysis of whole cell lysate derived from unsynchronized and S 

phase arrested NHAs (Fig. 10B), confocal IF microscopy analysis confirmed co-localization of 

IDH3α and cSHMT in cytosol (Fig. 10A-b) and nuclear envelope (Fig. 10A-a; C), selectively in 

S phase arrested cells. The co-localization of IDH3α and cSHMT was quantified using an Image 

J macro. This quantification of the extent of IHD3α/cSHMT co-localization demonstrated 

approximately a three-fold increase in co-localization (Fig. 10D).     
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Fig. 10. Subcellular redistribution of IDH3α and co-localization with cSHMT.  
(A) Confocal IF analysis of IDH3α and cSHMT in unsynchronized and S phase arrested cells. 
Open arrows heads point to cells with mitochondrial localization of IDH3α; closed arrow 
head points to cells with IDH3α and cSHMT1 nuclear association, which is more evident in S 
phase arrested cells (subpanel a). Subpanel b highlights cells with cytosolic co-localization of 
IDH3α and cSHMT in S phase arrested cells; bar 50 µm in overview images; bar 12 µm in 
enlarged images.  (B) Western blot analysis of whole cell lysate (WCL) for IDH3α and 
cSHMT; Hsp70 is shown as a loading control. (C) Confocal IF analysis in unsynchronized 
and S phase-arrested NHAs for IDH3α (green), cSHMT (red), lamin A (purple), and nucleus 
(Hoechst); bar, 4 µm. (D) Quantification of IDH3α/cSHMT colocalization using in 
unsynchronized cells versus S phase-arrested cells (n=3 biological replicate experiments).  
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3.5 IDH3α  regulates nucleotide biosynthesis and DNA methylation 
cSHMT controls one-carbon metabolism, a central metabolic pathway, which utilizes folate 

molecules as carriers of one-carbon units, to support nucleotide synthesis, as well as DNA and 

protein methylation (Ducker and Rabinowitz, 2017). THF, the biologically active form of folate, 

interconverts bound one-carbon units between different oxidation states, i.e., N5, N10-methylene-

THF, N5-methyl-THF, and N10-formyl-THF, each supporting distinct biosynthetic functions (Fig. 

11). 
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N5, N10-methylene-THF drives thymidine synthesis, N10-formyl-THF supports de novo purine 

synthesis, and can be fully oxidized, generating CO2 and NADPH (Krupenko et al., 2010); N5-

methyl-THF is channeled into the methionine salvage pathway, to produce the reactive methyl 

donor S-adenosyl methionine (SAM), and to methylate DNA and protein (Fig. 11). The 

conversion of N5, N10-methylene-THF into N5-methyl-THF commits THF to the methionine 

salvage pathway since that conversion is irreversible and uses one molecule of NADPH as a 

 
Fig. 11. Effect of IDH3α  ablation on glycolysis, TCA and folate-one carbon metabolism.  
Schematic depicts changes in metabolite levels and flux in response to IDH3α compromise. 
Red = increased metabolite level; blue = decreased metabolite level; bold=increased flux; 
italics=decreased flux. ICT = isocitrate; α-KG=α-ketoglutarate; Gln = glutamine; HCO3

-
 = 

bicarbonate; R5P = ribose 5-phosphate; PRPP = phosphoribosyl pyrophosphate; UMP = 
uridine monophosphate; UTP = uridine triphosphate; dUMP = deoxyuridine monophosphate; 
dTMP = deoxythymidine monophosphate; ATP = adenosine triphosphate; 3PG = 3-
phosphoglyceric acid; Ser = serine; Gly = glycine; THF = tetrahydrofolate; DHF = 
dihydrofolate; NADP+/NADPH = Nicotinamide adenine dinucleotide phosphate; SAM = S-
adenosyl methionine; SAH = S-adenosyl homocysteine; HCY = homocysteine. 
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cofactor. cSHMT appropriates N5, N10-methylene-THF between nucleotide and SAM 

biosynthesis, with cSHMT overexpression increasing nucleotide, and decreasing SAM 

availability (MacFarlane et al., 2011, MacFarlane et al., 2008). Therefore, using LC-MS 

metabolite profiling and targeted flux studies together with metabolite rescue and DNA 

methylation experiments, we assessed whether and to what extent IDH3α regulates cSHMT-

controlled nucleotide biosynthesis versus methionine salvage pathway utilization. IDH3α-

deficient NHAs showed increased 13C label incorporation into both serine and glycine compared 

to wild-type cultures (Fig. 12A). This flux increase likely results from increased glycolytic 

activity, with the glycolytic intermediate 3-phosphoglycerate (3PG) being diverted toward the 

serine synthesis pathway to contribute to endogenous production of serine (Fig. 11) (Pollari et 

al., 2011). Similarly, IDH3α ablation resulted in increased flux into the pentose phosphate 

pathway (PPP, Fig. 12B), as the glycolytic intermediate glucose-6-phosphate can be channeled 

into the PPP to generate ribose-5-phosphate, a precursor for nucleotide biosynthesis (Fig. 11). As 

a result of increased PPP utilization, 13C label incorporation into UMP is elevated (Fig. 12C), yet 

TMP levels together with other pyrimidine biosynthesis intermediates i.e., uridine, uracil, 

thymidine, thymine and TMP accumulated in IDH3α-deficient cells, as determined by LC-MS 

(Fig. 12D).  These results are consistent with reduced pyrimidine pathway activity that leads to 

an accumulation of intermediates. Mirroring the accumulation of intermediates in IDH3α-

deficient cells, NHA cultures engineered to ectopically express IDH3α showed a corresponding 

decrease in pathway intermediates (Fig. 12D). While decreasing pyrimidine biosynthesis activity 

(Fig. 12D), IDH3α deficiency augmented the SAM/SAH ratio two-fold and reduced the 
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methionine pathway intermediates N5-methyl-THF and homocysteine (HCY), which was seen in 

both the steady state and in an ELISA study, indicative of increased metabolic flux through the 

methionine salvage pathway (Fig. 12E-G). SAM supports methylation of lipids, DNA, RNA, 

metabolites and proteins (Kottakis et al., 2016) and thus SAM levels are viewed as a measure of 

the overall methylation potential of a cell. 
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Fig. 12. IDH3α modulates one-carbon metabolism.  
 



99 

 

 

Fig. 12. IDH3α modulates one-carbon metabolism. (cont) 
(A-C) Total ion counts of 13C-labeled serine and glycine (A), PPP pathway metabolites (B) 
and UMP (C) in NHAs with IDH3α loss-of-function. Samples were taken at 0 hr, 15 min, 1 
hr, 6 hr, and 24 hr time points. Shown is the mean +/- SD; *p<0.05; n = 3 per time point. 
(D-E) Histograms showing changes in pyrimidine (D) and methionine (E) metabolite levels 
in NHAs with IDH3α loss- or gain-of-function as identified by liquid chromatography–
mass spectrometry; significance was determined by Welch’s two-sample t-test; *p<0.05, 
**p<0.005, ***p<0.0005; n=5. (F) Homocysteine levels in control versus IDH3α KO as 
determined by ELISA. Shown is mean +/- SD; *p<0.05; n=3. (G) Ratio of intercellular 
SAM/SAH in control wild-type versus IDH3α KO NHAs. Shown is the mean +/- SD; 
*p<0.05; n=3. (H) Global 5’-mC and 5’-hmC levels in IDH3α wild-type and KO NHAs as 
determine by DNA dot blot analysis. (I-J) Relative viability as assessed by MTT assay (I) 
and growth (J) of IDH3α-wild-type versus IDH3α-KO NHAs treated with 1mM formate 
and 0.4 mM glycine compared to cultures treated with glycine only. Data are expressed as 
relative to day 0. Shown are means +/- SD; p<0.05; n=3.  (K) Levels of intracellular 
NADPH/NADP+ in IDH3α wild-type versus IDH3α KO NHAs. Shown is the mean +/- SD; 
**p<0.005; n=4.  (L) Relative ROS levels in IDH3α wild-type versus IDH3α KO Shown is 
the mean +/- SD; ***p<0.0005; n=3. (M) Relative cell viability of wild-type versus IDH3α 
KO NHAs after treatment with 0.5 mM of N-acetyl cysteine (NAC) or vehicle for 48 hrs. 
Shown in the mean +/- SD, **p<0.005; n=3.  
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While mass spectrometry did not detect robust changes in global levels of histone methylation 

marks (fig. S5), IDH3a KO NHAs compared to IDH3a wild-type cells showed increased levels 

of DNA methylation as determined by quantification of global 5′-methylcytosine (5’-mC) levels, 

while levels of 5’hydroxymethyl-cytosine (5’-hmC) remained unchanged (Fig. 5H). To evaluate 

whether and to what extent differential methylation in IDH3a-deficient versus proficient NHAs 

controls gene expression, we performed integrative RNA-Seq and methylation profiling 

experiments. RNA-Seq analysis identified 8,711 differentially expressed genes, with differential 

 
Fig. 13. IDH3α KO does not affect global histone methylation status.  
Bar graph showing the relative abundance of different histone methylation markers in control 
versus IDH3α KO NHAs. Shown are the means +/- SDs; *p<0.05, n=3. 
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expression defined at a threshold of FDR=0.05 and an absolute log fc >1 (new Fig. 14A-B). 

Through integrative analysis of expression and methylation data, we determined that out of the 

8,711 differentially expressed genes, expression of 3,084 genes correlated with their CpG 

methylation status (new Fig. 14C). Expectedly, correlation was primarily observed for CpG sites 

located within island and shores, in comparison to shelf and open sea. Pathway enrichment 

analysis of genes with correlation between gene expression and methylation pointed to cAMP 

mediated signaling and the regulation of epithelial-to-mesenchymal transition (EMT) as key 

pathways deregulated through methylation-driven expression changes upon IDH3a deletion (new 

Fig. 14D). Of note, while the higher number of hypermethylated relative to hypomethylated 

CpGs revealed an overall global increase in DNA methylation in IDH3a knockout cells (new 

Fig. 14E), confirming our 5’-mC dot blot analysis (Fig. 5H), hypermethylated CpGs in IDH3a 

KO cells are enriched in open sea regions (new Fig. 14F). Together with the overall modest 

overlap between differentially methylated genes with those showing differential expression, 

these data suggest that gene regulation may occur through additional mechanisms other than 

methylation of promoter-proximal regulatory elements (see discussion below). 
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In further support of an IDH3α-cSHMT signaling axis, pathway enrichment analysis of the 

IDH3α controlled metabolome confirmed folate one-carbon metabolism as a high priority 

 
Fig. 14. IDH3α loss-of-function through impact on DNA methylation regulates gene 
expression. 
(A) Volcano plot of genes up- and down-regulated in the IDH3α KO compared to wild-type, 
n = 4 (B) Heat map representation of genes up- and down-regulated in both wild-type and 
IDH3α KO in individual samples (n = 4 per group.) (C) Graphical representation of the 
number of differentially genes that correlated with CpG methylation, organized by CpG 
functional location. (D) Pathway enrichment analysis using Ingenuity pathway analysis (IPA) 
of the genes showing correlation between mRNA expression and methylation (E) Volcano 
plot of all CpG sites differentially methylated in IDH3α KO compared to wild-type NHAs (n 
= 4 per group). (F) Bar graph representation of hyper- and hypomethylated CpG sites by 
genomic regions in the IDH3α KO compared to wild-type NHAs.  
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metabolic pathway modulated by IDH3α (enrichment scores of 5.75 in KO vs WT, and 3.2 in the 

OE vs WT NHAs, with a p value cutoff of 0.001). Correspondingly, addition of formate to 

replenish THF levels selectively increased viability and growth of IDH3α-KO cells, compared to 

wild-type NHAs (Fig. 12I, J). Furthermore, as NADPH is utilized by the folate pathway and by 

the conversion of serine to sphingolipids (Lewis et al., 2014, Gault et al., 2010), IDH3α-

deficiency resulted in decreased NADPH levels (Fig. 12K), and increased levels of reactive 

oxygen species (ROS) (Fig. 12L); treatment of cells with the ROS scavenger N-acetyl cysteine 

(NAC) increased viability of IDH3α KO compared to wild-type NHAs (Fig. 12M). Furthermore, 

treatment of IDH3α-deficient cells with methotrexate (MTX), an inhibitor of thymidylate 

synthase (TYMS) and dihydrofolate reductase (DHFR) (Osborn et al., 1958, Chu et al., 1990), 

which promotes apoptosis through ROS generation (Phillips et al., 2003), reduced cell viability 

in IDH3α K.O. NHAs compared to wild-type control cells at a concentration of only 10 nM and 

precipitously at concentrations at 1 µM and above (Fig. 15A), while IDH3α overexpressing 

NHAs were protected against MTX cytotoxic effect (Fig. 15B). Analysis of effector caspase 

activation confirmed increased levels of apoptosis in IDH3α-deficient cells when compared to 

wild-type controls. Introduction of an IDH3α cDNA into IDH3α-deficient cells was able to 

rescue the pro-apoptotic phenotype of IDH3α compromise (Fig. 15C). These results suggest that 

IDH3α loss through reduced cSHMT and thymidylate synthesis cooperates with anti-folate 

therapy to promote apoptosis. To assess the relative contribution of mitochondrial versus extra-

mitochondrial activity to IDH3α anti-apoptotic effect, we generated an IDH3α protein that lacks 

the mitochondrial targeting signal which has been preserved across species (ΔMTS; Fig. 15D). 
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ΔMTS-IDH3α failed to co-localize with the mitochondrial marker cytochrome c (Fig. 15E). 

Several factors were evaluated to determine the enzymatic activity of the ΔMTS-IDH3α enzyme. 

First, we measured overall cellular αKG using cell lysates. In both the full length and the ΔMTS-

IDH3α, αKG levels were elevated in the IDH3α KOs compared to an empty vector plasmid 

(Fig. 15F). Then IDH3 specific function was measured with an IDH assay in which co-factors 

can be controlled. Therefore NAD+ was supplied along with ICT. By only supplying NAD+ 

only IDH3 will be active since IDH1 and 2 require NADP+ instead. Under such conditions and 

with the full and mutant IDH3α there was increased production of NADH as a marker of 

increased IDH3 activity (Fig. 15G). Unsurprisingly when the total cellular ratio of NAD+/NADH 

was measured in these cells there was a decrease in both the full and ΔMTS-IDH3α expressing 

cultures (Fig. 15H). Finally treating the NHA KOs with MTX was repeated but with both the full 

and ΔMTS-IDH3α expressed (Fig. 15I). When compared to full-length IDH3α protein, ΔMTS-

IDH3α was even more active in blocking MTX induced effector caspase activation (Fig. 15I), 

suggesting that IDH3α mitochondrial activity is dispensable for anti-apoptotic effect. Together, 

these data suggest that similar to cSHMT compromise (MacFarlane et al., 2011, MacFarlane et 

al., 2008), IDH3α loss-of-function impairs redox homeostasis and nucleotide biosynthesis, while 

increasing the cellular methylation potential. 
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Fig. 15. IDH3α expression affects methotrexate (MTX) treatment response.  
(A) Cell viability as determined by MTT assay of IDH3α KO cells vs. control; and (B) IDH3α 
OE cells versus vector control treated with increasing concentrations of MTX. Shown is the 
mean +/- SD; *p<0.05, **p<0.005, ***p<0.0005. (n = 3) (C) Western blot analysis of 
effector caspase activation in response to MTX treatment in IDH3α KO NHAs versus wild-
type controls, in the presence or absence of transiently expressed FLAG-tagged IDH3α; n=3. 
aCasp-3/7, active caspase-3/7. Hsp70 is shown as a loading control. (D) Amino acid sequence 
of the IDH3α mitochondrial targeting signal (MTS) derived from various species. (E) 
Representative IHC images of full-length IDH3α or mutant IDH3α protein lacking the 
mitochondrial transport signal (green), cytochrome c = mitochondrial staining (red), Hoechst 
= nuclear staining (blue). Plasmids expressing either protein were transiently expressed in the 
IDH3α deficient NHAs. Arrows indicate positively transfected cells. Scale bar = 50 µm. (F - 
H) Assays evaluating enzymatic activity of mutant IDH3α versus an empty vector control and 
full length IDH3α transiently expressed in IDH3α-deficient NHAs, measuring total cellular 
αKG levels (F); NADH production (G); total cellular NAD+/NADH ratio (H); DEVDase 
activity of IDH3α-deficient NHs transfected with vector control, full-length or ΔMTS-
IDH3α, and treated with vehicle or MTX (I). *p< 0.05, **p<0.005, ***p<0.0005.  



106 

 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

CHAPTER 4: DISCUSSION 
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We demonstrated that IDH3α protein is upregulated in GBM tumor, and as shown in 

physiologically relevant CRISPR/Cas9 and RNAi loss-of-function, together with gain-of-

function studies in orthotopic tumor models, promotes GBM progression. On molecular levels, 

IDH3α ablation reduces TCA cycle turnover and shunts energy metabolism. In addition, IDH3α 

impacts one-carbon metabolism, regulates nucleotide production and DNA methylation through 

effect on cSHMT. 

 

In contrast to its paralogs IDH1 and IDH2, genomic sequencing studies revealed that glioma-

associated IDH3α, β, and γ subunits are not mutated (Krell et al., 2011). As mentioned 

previously this may be due to the fact that a mutated version of IDH3 subunits cannot produce 

the oncogenic metabolite 2-HG since it can only conduct the ICT to αKG reaction in the forward 

direction. Additionally, the role of IDH3 in the TCA may be so critical to normal cellular 

physiology that loss in a cancerous state would be detrimental to cancer growth, as we see here. 

Therefore, cancers that may initiate with IDH3 mutations might find themselves at a 

disadvantage and be destroyed by the immune system or may be starved out, unable to grow to a 

clinically relevant size. We found that GBM tumor cells up-regulate IDH3α mRNA and protein 

when compared to glial cells in normal brain, with IDH3α abundance most prominent within the 

leading edge of GBM tumor specimens. This upregulation of IDH3 may increase TCA flux 

providing those metabolites and the energy needed for effective rapid cell growth.  Selective 

association with tumor cells of the leading edge was more evident for IHD3α mRNA, compared 
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to IDH3α protein, suggesting regulation of IDH3α expression through additional mechanisms 

besides transcriptional control. Expectedly, due to TCA cycle and respiratory compromise, 

IDH3α ablation triggered a compensatory metabolic shift to aerobic glycolysis and increased 

PPP utilization. This was demonstrated by steady-state metabolite and metabolic flux levels. 

With IDH3α KO there was a massive increase in those metabolites upstream of the IDH3 

reaction while a much smaller increase in metabolite levels were noted afterward. Flux studies 

showed almost complete inhibition of the TCA cycle in the IDH3α KOs. Combined these results 

confirm the key role that IDH3α plays in the TCA cycle. The small increases in downstream 

metabolites may be due to the fact that the overall cycle flux is decreased but there is a small 

compensatory action of IDH2 which parallels IDH3 in the mitochondria. These results 

complement and contrast with previous studies. In studying IDH3α knockdown in cancer 

associated fibroblasts they also saw this increase in glycolysis which they attributed to decreased 

αKG and increased HIF1α stabilization, which can upregulate glycolysis enzymes (Zhang et al., 

2015). We also looked at glycolysis associated enzymes and saw no differences in protein 

expression by western blot or mRNA expression by RT-qPCR. These differences in regulation of 

glycolysis with the same outcome, increased glycolytic flux, could be due to the differences in 

cellular systems studied. Yet both our study and the fibroblast study are in opposition to the 

results looking at IDH3α ablation in cervical epithelial adenocarcinoma cells in which they 

found that decreased IDH3α expression was associated with increased αKG. Therefore, they 

concluded that IDH3α expression decreases αKG, increases HIF1α stability, and thus 

contributes to an overall more cancerous state (Zeng et al., 2014). This conclusion is also counter 
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to the belief that IDH3 is the key enzyme contributing to TCA cycle flux. Here our study 

demonstrates the opposite effect on αKG but we do agree on the point of IDH3 function 

supporting cancer progression. Again, these differences could be due to different cell model 

systems, but it highlights the important fact that the role of IDH3 in normal cellular physiology 

and cancer pathophysiology needs further study. More investigation needs to happen into IDH3 

function in multiple different normal cell and cancer systems. Such work could shed light on 

why patients with mutations in IDH3α and β may develop retinitis pigmentosa but don’t 

demonstrate disease elsewhere in the body. As discussed earlier it is possible that IDH3’s role is 

more important than IDH2 in neurological systems.  

 

In addition to mitochondrial distribution of IDH3α, our subcellular fractionation and IF studies 

revealed cell cycle-induced cytosolic and nuclear localization of IDH3α, the latter consistent 

with an evolutionary conserved monopartite nuclear localization signal at amino acid position of 

124 of the IDH3α polypeptide (GASKRIAEFAF). This finding confirms previous proteomic 

analyses of isolated cancer cell nuclei and mitochondria, which demonstrated distribution of 

various TCA cycle enzymes, including IDH3α, to both nucleus and mitochondria (Qattan et al., 

2012). Our study is the first to demonstrate IDH3α nuclear localization with both western and 

immunofluorescence. In glioma cells and NHAs, IDH3α extra-mitochondrial localization was 

cell cycle-dependent, as S phase arrested cells showed predominant accumulation of IDH3α in 

cytosol and at the nuclear lamina. Previously there had been no evidence as to what role IDH3α 

may play in the nucleus although it was hypothesized that it may be involved in genome stability 
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(Gemoll et al., 2013). Here, IDH3α co-localized and interacted with cSHMT, a rate-limiting 

enzyme of the de novo thymidylate synthesis pathway (Anderson et al., 2012). As mentioned 

previously, cSHMT is a lamin-binding protein that serves as a scaffold protein required for the 

recruitment of TYMS, and DHFR into a multienzyme complex in both cytosol and nucleus 

(Woeller et al., 2007, Anderson et al., 2012). cSHMT, TYMS, and DHFR can translocate to the 

nucleus via post-translational modification with the small ubiquitin-like modifier (SUMO) 

(Woeller et al., 2007), can accumulate at the nuclear lamina during S and G2/M phase, and 

through cSHMT interact with components of the DNA replication machinery to support de novo 

thymidylate synthesis at sites of DNA replication (Anderson et al., 2012). During DNA 

replication, cSHMT appropriates N5N10-methylene-THF between nucleotide synthesis and 

methionine salvage pathways (MacFarlane et al., 2008). cSHMT compromise causes elevated 

levels of uracil in nuclear DNA, and increased N5N10-methylene-THF flux into the salvage 

methionine cycle as evidenced by increased SAM levels (MacFarlane et al., 2008), predisposing 

mice with heterozygous loss of cSHMT to neural tube defects (Beaudin et al., 2011). Similarly, 

reduced de novo thymidylate synthesis resulting from folate deficiency or anti-folate treatment 

results in deoxyuridine misincorporation into mitochondrial DNA and nuclear DNA, leading to 

genome instability (Paone et al., 2014). Mirroring cSHMT compromise, IDH3α deficiency 

caused accumulation of pyrimidine pathway intermediates, and a decrease in total 

NADPH/NADP+ ratio. Despite increased PPP utilization in NHAs with IDH3α compromise, 

PPP pathway activity was unable to compensate for increased NADPH consumption through the 

folate-methionine salvage pathway; two NADPH molecules are generated by the PPP, while 3 
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NADPH molecules are consumed by the folate pathway in converting THF to 5-methylTHF for 

the methionine pathway, and 1 NADPH molecule is consumed by converting DHF to THF by 

DHFR (Fig. 11). In the steady state metabolite data we also noticed increased levels of fatty 

acids and sphingolipids (Table 1). In a system where TCA flux is greatly diminished excess 

acetyl-CoA may be shuttled into fatty acid synthesis utilizing two molecules of NADPH. 

Similarly, with increased glycolytic flux 3-phosphoglycerate can be shuttle into the serine 

synthesis pathway and then serine can be taken for the production of sphingolipids along with 

one molecule of NADPH. Thus, inhibited TCA flux and increased glycolytic flux can shunt 

metabolites into these alternative pathways that while utilizing these increased metabolites cause 

the decreased NADPH/NADP+ ratio noted in the IDH3α KO NHAs. 

 

In further support of IDH3α as a cSHMT interactor and modulator of the thymidylate synthesis 

pathway, levels of methionine salvage pathway intermediates, such as HCY and SAH decreased, 

and SAM levels and associated DNA methylation increased. Addition of the THF precursor 

formate to IDH3α KO NHA restored cell viability, suggesting that blunted one-carbon 

metabolism is central to the growth deficit in response to IDH3α loss. As mentioned above the 

THF metabolite N10-formyl-THF can be utilized by the purine synthesis pathway along with 

glycine to produce ATP. ATP can then contribute to dTMP production through interacting with 

thymidine as part of the TTP salvage pathway and the action of thymidine kinase, completely 

bypassing the de novo thymidylate synthesis pathway involved cSHMT (Nyhan). Thus, by 

providing additional formate and glycine blunted de novo thymidylate synthesis can be overcome 
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by increased ATP production. In the absence of such addition, while TCA compromise and 

resultant decrease in cell viability associated with IDH3α deficiency can be antagonized by 

increased glycolysis, we propose that blunted nucleotide biosynthesis together with epigenetic 

silencing of potent growth and multipotency factors in response to IDH3α loss-of-function 

creates a unique metabolic vulnerability in highly proliferative cells, such as tumor cells, that 

decreases cellular viability, and cooperates with anti-folate therapy, such as MTX, known to 

target the thymidylate pathway enzymes DHFR and TYMS, to promote programmed cell death. 

The extra-mitochondrial function of IDH3α was illustrated by the ΔMTS-IDH3α mutation 

experiments. Since we still saw reduced DEVDase or caspase 3 activity with the ΔMTS-IDH3α, 

even more so than the full protein, in response to MTX treatment this supports the argument that 

the contribution of IDH3α to thymidylate synthesis is not related to mitochondrial contributions. 

We made attempts to also study the effect of IDH3α with a loss of the nuclear localization signal 

but these experiments were not effective. Even though we could demonstrate a loss of the 

nuclear localization signal when using IF to study the cellular distribution these ΔNLS-IDH3α 

mutants were still localizing to the nucleus. It is possible that the NLS is not the only contributor 

to IDH3α localization to the nucleus. Similar to cSHMT post-translational modifications may 

occur that facilitate IDH3α nuclear localization.  

 

cSHMT scaffold function rather than its enzymatic activity appears to be critical for de 

novo thymidylate biosynthesis (Anderson et al., 2012). Neuroblastoma cells expressing a 

dominant negative, enzymatically inactive cSHMT that retained lamin binding activity showed 
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reduced incorporation of cSHMT-derived one-carbon units into the cytoplasmic methionine 

salvage pathway, while de novo thymidylate synthesis was not impaired (Anderson et al., 2012). 

We propose that IDH3α binds cSHMT in the cytosol, as indicated by co-localization of IDH3α 

and cSHMT in the cytosol of S phase arrest cells, and aids in recruiting cSHMT to the nuclear 

lamina, and in doing so, enhances nucleotide biosynthesis to support unabated cancer cell 

growth. Genetic inactivation of IDH3α, while impairing nucleotide biosynthesis for DNA 

replication thereby hampering cellular growth, enhances the cellular methylation potential by 

increasing methionine salvage pathway utilization and the SAM to SAH ratio, resulting in DNA 

hypermethylation and the suppression of an oncogenic signature important for cellular growth 

and differentiation. What was not demonstrated in our study but could be a contributing factor to 

increased methionine recycling is that the enzyme responsible for the conversion of SAH to 

homocysteine, SAH hydrolase, uses NAD+ as a cofactor. Thus, decreased utilization of NAD+ 

in the mitochondria by IDH3 may inhibit NAD+ transmission into the mitochondria increasing 

the concentration in the cytosol and thus increasing SAH hydrolase activity pushing forward the 

methionine cycle. 

 

In the presence of exogenous methionine, serine can contribute to de novo synthesis of ATP, 

which is required to convert methionine to SAM (Maddocks et al., 2016) (Fig. 11) cSHMT-

generated glycine, together with PRPP and 10-formyl THF, which in the absence of functional 

IDH3α does not significantly contribute to thymidylate synthesis, can enter the de novo ATP 

synthesis pathway. Therefore, the IDH3α-cSHMT may not only impact folate appropriation 
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between nucleotide synthesis and methionine salvage pathways but may also regulate DNA 

methylation through effect on de novo ATP production (Fig. 11). Finally, due to reduced αKG to 

fumarate and succinate ratio, increased DNA methylation in IDH3α KO NHAs could be due to 

reduced activity of Ten-eleven translocation methylcytosine (TET) dioxygenases, which are 

inhibited by succinate and fumarate (Laukka et al., 2016). TET enzymes catalyze the conversion 

of the 5-mC to 5-hmC, considered to be the initial step of DNA demethylation (Laukka et al., 

2016). We quantified levels of 5’hmC in IDH3α wild-type versus KO NHAs, via dot blot and 

using a fluorometric ELISA that measures abundance of a hydroxymethylated product; where 

product level is directly proportional to TET activity. We did not observe a difference in 5’hmC 

levels between wild-type and KO cells, as assessed by dot blot analysis for 5’hmC, and observed 

a trend toward lower TET activity in IDH3α-deficient cells [relative TET activity: WT (0.32+/-

0.18); KO (0.24+/-0.07)], and a trend toward higher TET activity in IDH3α OE cells [relative 

TET activity: Co (0.12+/-0.055); IDH3αOE (0.17+/-0.08)], using a colorimetric readout; these 

differences, however, did not reach significance, suggesting that the contribution of TET 

enzymes to the observed DNA hypermethylation phenotype in IDH3α-deficient cells is minor. 

Additionally, in previous studies looking at the effect of succinate and fumarate on αKG 

enzymes there is usually an effect not only on TET enzymes but also on histone demethylases 

(Xiao et al., 2012). Again, in our studies we saw no significant differences in histone methylation 

marks with a pan histone methylation screen. Both of these experiments together point to the fact 

that loss of IDH3α function leads to a metabolic state that is unique to IDH3 and not a mimic of 

IDH1 or IDH2. In the setting of IDH1 or IDH2 mutation it is the production of 2HG that inhibits 
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those enzymes dependent on αKG function (Xu et al., 2011). In the setting of SDH or FH 

silencing in cancer there is still production of αKG but there is a buildup of succinate or 

fumarate respectively which causes an increase in these metabolites, similar to what we saw with 

ICT that can be 50 times higher than normal allowing for them to out compete αKG for its 

enzymatic pocket (Xiao et al., 2012).  

 

The interplay between altered cancer cell metabolism and epigenetic reprogramming has been 

well established. Aberrant expression or mutation of cancer-promoting genes causes alterations 

in metabolites that modify chromatin structure and gene expression, such as NAD+/NADH, 

FAD+, O-linked N-acetylglucosamine, free fatty acids, SAM and acetyl-CoA (Lu and Thompson, 

2012). Aberrant expression of IDH3a through effects on one-carbon metabolism impacts the 

methylation potential of cells, and in so doing, regulates transcription of cancer causing genes. 

Through integrative analysis of methylation array and RNA-seq data, followed by pathway 

enrichment analysis, we found that the cAMP mediated signaling and regulation of epithelial-to-

mesenchymal transition pathways were deregulated in the setting of IDH3α deletion. With 

limited overlap between differentially methylated and differentially expressed genes, and the 

enrichment of hypermethylated CpG elements in IDH3a KO NHAs within open sea regions, we 

anticipate that IDH3a by promoting DNA hypermethylation regulates gene expression through 

additional mechanisms, e.g., by regulating the repetitive genome. A recent study discovered that 

loss of LKB1 in the setting of KRAS mutation alters serine/glycine one-carbon metabolism 
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metabolism in prostate cancer, and affects DNA methylation of retrotransposon elements, which 

upon methylation were transcriptionally silenced (Kottakis et al., 2016). 

 

Together, the identification of a non-canonical extra-mitochondrial function of IDH3α suggests a 

previously unrecognized functional interplay between mitochondrial energy and one-carbon 

metabolism. Our study points to cancer-associated IDH3α expression and IDH3α controlled 

one-carbon metabolism as novel metabolic vulnerabilities in GBM and suggests that reducing 

IDH3α expression or targeting the IDH3α-cSHMT signaling axis via small molecules to disrupt 

their interaction might represent a novel therapeutic strategy for the treatment of GBM. As 

cancer cells depend upon DNA synthesis to support unabated growth, multiple enzymes 

implicated in one-carbon metabolism are upregulated in cancer, including TYMS, DHFR and 

SHMT2, but not cSHMT (Mehrmohamadi et al., 2014). Our data point to IDH3α over-

expression as a means to regulate cSHMT function and underscores the importance of 

therapeutic strategies to target components of the thymidylate pathway to halt GBM tumor 

progression. 

 

4.1 Summary and Future Directions  

Together, the identification of a non-canonical nuclear function of IDH3α suggests a previously 

unrecognized functional interplay between mitochondrial energy and nuclear one-carbon 

metabolism. Our study points to cancer-associated IDH3α expression and IDH3α controlled one-

carbon metabolism as novel metabolic vulnerabilities in GBM and suggests that reducing IDH3α 
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expression or targeting the IDH3α-cSHMT signaling axis via small molecules to disrupt their 

interaction might represent a novel therapeutic strategy for the treatment of GBM. As cancer 

cells depend upon DNA synthesis to support unabated growth, multiple enzymes implicated in 

one-carbon metabolism are upregulated in cancer, including TYMS, DHFR and SHMT2, but not 

cSHMT (Mehrmohamadi et al., 2014). Our data point to IDH3α over-expression as a means to 

regulate cSHMT function and underscores the importance of therapeutic strategies to target 

components of the thymidylate pathway to halt GBM tumor progression. This study also starts to 

explain how one-carbon metabolism may integrate with signals from other nutrient inputs to 

properly regulate downstream carbon partitioning.  

 

There are several questions that are left unanswered and can be built from this research. First, the 

role that IDH3α may play in cellular invasion. Since IDH3α was so heavily expressed at the 

leading edge and in endothelial cells only associated with the tumor microenvironment indicates 

that IDH3α is involved in invasion since both groups need to migrate to carry out their function. 

Going back to the methylation array many of the genes involved in both the axonal guidance 

signaling pathway and the WNT pathway are involved in invasion including metalloproteases 

and invasion promoting cadherins. It would be interesting to determine if tumor 

microenvironment signals promote IDH3α expression as a way to regulate its own invasion and 

tumor vascularization. In this study we did not evaluate the impact of mitochondrial localization 

of IDH3α on invasion capacity. Currently we are working on creating cell lines using the IDH3α 

KO NHAs that stably express the full or ΔMTS-IDH3α. These could be used in vivo to see if 
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invasive capacity is restored with addback of IDH3α and if both mitochondrial and nuclear 

function are necessary for this invasive nature. In addition to invasion the WNT pathway can 

contribute to angiogenesis in both normal cellular physiology and in cancer (Olsen et al., 2017). 

Thus expression of IDH3α may promote WNT signaling, supporting angiogenesis in addition to 

invasion. Similar to our studies CRISPR/Cas9 mediated KO of IDH3α in hCMEC could 

elucidate the functional role of IDH3α in endothelial function and invasion and could study the 

interplay of blood brain barrier endothelium with cancer in the absence of IDH3α. Lastly, since 

the difference in staining was so stark with regards to IDH3α staining of the tumor associated 

endothelium future studies could examine the extent to which the IDH3α staining says with the 

tumor associated endothelium back to the originating blood vessel branch point. From a surgical 

stand point there is a benefit in being able to determine if a vessel is important for normal brain 

function or if it is exclusively serving the tumor. If staining could be done that is specific for 

tumor vasculature cutting off those connections would be a way to save normal brain function 

while targeting the tumor. Such studies may be carried out in GBM genetically engineered 

mouse models (GEMMs). After initiating tumor growth brains with tumors could be collected, 

serial sectioned and stained in an attempt to trace a tumor vessel back to its origin.   

 

Another question is whether or not the IDH3α that regulates cSHMT is derived from a 

mitochondrial or a nuclear pool. IDH3α is a nuclear encoded protein so it is possible that after 

translation it stays near the nucleus and nuclear lamina since IF data demonstrated both cytosolic 

and mitochondrial localization in unsynchronized cells. It is also possible that in response to 
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ATP, an inhibitor of IDH3, the heterotetrameric enzyme breaks apart. This division of the 

enzyme would then allow IDH3α to engage with cSHMT indicating to the cell that there is 

enough energy to carry out cellular division and thus stimulates thymidylate synthesis. Along 

with these studies the precise mechanism of IDH3α subcellular redistribution could be 

elucidated in the future. Discussed earlier was the failure of a nuclear localization sequence 

IDH3α mutant to prevent IDH3α being present in the nucleus. The alternative means of bring 

IDH3α to the nucleus should be investigated. It is possible that IDH3α along with cSHMT can 

be SUMOylated as an additional mechanism of driving IDH3α to the nucleus.  

 

Next, would be to determine if IDH3α binding to cSHMT alters cSHMT enzymatic orientation. 

Previously it has been described that excess cSHMT can sequester 5-methylTHF (Herbig et al., 

2002). It would be valuable to assess whether this sequestration ability changes with regard to 

IDH3α binding. Based off our data I would hypothesize that when IDH3α is present cSHMT 

may have an increased binding affinity for N5-methyl-THF so in the absence of IDH3α there is 

an alteration in cSHMT’s enzymatic structure decreasing its binding affinity for N5-methyl-THF. 

Therefore, more N5-methyl-THF can progress into the methionine cycle boosting homocysteine 

recycling and increased SAM production.  

 

Also, what was not determined with this work is where IDH3α binds to cSHMT. If the binding 

interface between the two can be determined, then small molecule inhibitors could be designed 

to fit within that binding space. Such an inhibitor may re-capitulate the KO studies carried here 
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and cause increased sensitivity to anti-folates, like MTX, in GBM. At the same time, such an 

inhibitor would not need to eliminate IDH3’s mitochondrial function thereby avoiding the 

detrimental side effects of reduced TCA cycle activity in normal cells. Such an inhibitor could 

then be administered systemically instead of locally increasing the likelihood of clinical usage, 

especially if a tumor is deemed unresectable due to location or poor pre-surgical evaluation.  

 

If a small molecule cannot be designed to interrupt the IDH3α-cSHMT binding interface it is 

possible that genetic silencing of IDH3α would not be a lethal form of therapy. Since familial 

studies have now demonstrated only retinitis pigmentosa as an outcome of homozygous loss of 

function of IDH3B or variants of IDH3A (Hartong et al., 2008, Pierrache et al., 2017) there may 

be very few side effects associated with gene silencing of IDH3A, again making it an attractive 

target for sensitizing GBM to anti-folate therapy. It would be important to develop animal 

models, those lacking IDH3α expression all together along with animals that have altered 

IDH3α protein, like our ΔMTS-IDH3α. Such systems would aid in determining the potential 

side effects of IDH3α inhibitors, may validate the clinical observations of familial IDH3A 

variants leading to disease, and could be combined with GBM GEMMs to further elucidate the 

impact of IDH3α function on GBM pathogenesis, particularly focusing on disease initiation.  
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