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Abstract 

Revealing Vibronic Coupling and Coherence in Molecular Aggregates with Multidimensional 

Spectroscopy: Experiment and Theory 

 
Jonathan David Schultz 

 

Quantum mechanical phenomena are playing tremendous roles in many areas of chemistry 

and materials science research. In recent years, the potential role of coupling between electronic 

and vibrational degrees of freedom in photochemical processes has been widely researched. 

Despite its potential to improve molecular technologies, the lack of studies focusing on small, 

highly controlled molecular systems has precluded efforts to harness vibrational-electronic 

(vibronic) coupling. Understanding the generalized functions of and tunable parameter space for 

vibronic coupling is vital for integrating molecular vibrations as a design element in next-

generation optoelectronic devices. 

This dissertation focuses on investigations of vibronic phenomena in the photodriven 

dynamics of model dimeric compounds. We begin in Chapter 4 by exploring the role of steric 

hindrance between chromophores in driving changes to vibronic coherences in a series of 

substituted perylenediimide (PDI) cyclophane dimers. Using a combination of two-dimensional 

electronic spectroscopy (2DES) and femtosecond stimulated Raman spectroscopy (FSRS), we 

report differences in wavepacket evolution between these systems that are attributable to sterically 

driven distortions of the PDI cores.  

Chapter 5 focuses on the vibronic mechanism of sub-50 fs singlet fission (SF) in a linear 

terrylenediimide (TDI) dimer. We observed that ultrafast SF in this dimer is accompanied by the 
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transfer of low-frequency coherent wavepackets which, in conjunction with theoretical analysis of 

the vibronic eigenstates, reveals that interactions between low-frequency singlet modes and high-

frequency correlated triplet pair motions lead to mixing of the diabatic electronic states. This work 

highlights how multi-mode vibronic couplings can impact ultrafast singlet fission. 

In Chapter 6, we transition to a joint experimental and theoretical study of quantum beats 

in 2DES signals, which are well-known to provide direct insight into the intra- and 

interchromophoric couplings within a chemical system. We expand traditional theories to account 

for multiple Franck-Condon active vibrations and compared simulated spectra directly to 

experimental results from two organic semiconductors and biomedical dyes. We find that coupling 

between purely harmonic vibrational wavepackets can significantly impact signatures and 

interpretations of coherences measured by 2DES. 

This dissertation contributes insight into the factors that can impact vibronic coupling in 

multichromophoric systems and the influence that vibronic coupling may have on photophysical 

dynamics in organic molecular assemblies. In addition, the analytical and theoretical tools 

developed for these studies serve as quality starting points for future researchers utilizing nonlinear 

spectroscopy to investigate quantum phenomena in chemistry. 
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Preface 

As an aspiring physical chemist, I have invested appreciable time into studying the meaning, 

effects, and implications of coherence. Still, I find myself questioning others' and, quite frankly, 

my own usage of the word. Coherence phenomena have a long and ever-expanding history in the 

context of chemistry, yet much progress remains to be made in harnessing coherence as a system 

design parameter. This lag in realizing chemical and material applications of coherence is thought 

to be, at least in part, attributable to issues of science communication. Professor Tomáš Mančal 

wrote in 20201 that 

“...critical assessment of the problems of communication between different scientific 

disciplines would deserve an attention of the sociologists and philosophers of science, as 

well as those responsible for its funding and management." 

I would like to preface this dissertation with special attention to interdisciplinary science 

communication. Research throughout the fields of science, technology, engineering, and 

mathematics (STEM) is evolving to address questions that are increasingly broad in scope and 

disciplinary breadth. As Professor Mančal stated, promoting, exercising, and enforcing effective 

science communication are responsibilities shared not only by researchers, but with funding 

organizations and those leading scientific research. Those devoted to the advancement of STEM 

must prioritize clear and accurate communication, especially when interfacing with funding 

agencies and policymakers.  

To the best of my ability, I have written this thesis to uphold these standards and offer 

something to all readers, regardless of background. Chapter 1, especially the first two sections, is 

written with special attention to accessibility. The connections between coherence and chemistry 

are vast in scope and can be extremely nuanced at times, but the big picture is always important to 
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keep in mind. I implore all readers to feel free to contact me with any questions that they may 

encounter.  
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1.1. Solar energy: Prospects and mechanisms 

An age-old dream of scientists and engineers is to harness one of the most widely available 

and sustainable sources of energy: the sun. Ancient humans used the sun to make fire and light 

their homes with mirrors. Today, photovoltaic (PV) cells collect sunlight and convert it into 

electricity that we can use in our homes and store for later. While solar technologies have evolved 

tremendously since their conception, their efficiency in harvesting and repurposing energy from 

the sun remains a bottleneck in their development.2 Current silicon-based photovoltaics are 

intrinsically limited to a maximum of ~34% efficiency due to their narrow bandgap in comparison 

to the broad solar spectrum.3 This barrier severely hinders the development of solar devices 

capable of rivaling the efficiency and economics of fossil fuel-driven processes. To circumvent 

the limitations plaguing current technologies, new photovoltaic materials and strategies are 

required.  

Recent years have seen enormous advances in numerous photovoltaic frameworks. A 

particularly notable platform is organic photovoltaics (OPVs), which continue to climb rapidly in 

record efficiency (greater than 17% as of 2020).4 Unlike silicon, OPV systems feature cheap 

solution processability, a range of mechanical properties, and most importantly, a virtually 

unlimited playground of molecular pairings.2, 4-7 The expansive tunability of OPVs and the exotic 

photophysics that they exhibit offer many channels that may enable OPVs to circumvent the ~34% 

efficiency limit constraining silicon devices.  

An essential step toward advancing any methodology for harvesting solar energy is a 

mechanistic understanding of what occurs following excitation via sunlight. There are a daunting 

number of factors that govern the efficiency of an OPV cell.4, 6, 8 Many key characteristics can be 
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traced back to fundamental chemical properties of the materials that compose the solar cell.9 

Therefore, building a thorough understanding of how material properties impact solar energy 

conversion and leveraging this knowledge to guide the design of highly efficient OPV devices is 

imperative. One approach to examine the chemical properties and behaviors of photovoltaic 

materials is to watch them in real time as they facilitate energy conversion. When light is shined 

on a solar cell, the material within the cell absorbs some of the light, leaving one or more molecules 

in an excited state, as represented by (1) in Figure 1.1. This deposited energy takes the form of an 

exciton, which is a bound electron and hole pair. The exciton must then (2) migrate through the 

device to a region where it can be (3) separated into free charge carriers (unbound electrons and 

holes) that are ready for collection (4).2, 9 Once collected, these charge carriers can be used to 

supply electricity.  

 

Figure 1.1. Cartoon schematic of the four key processes that underlie solar energy harvesting: energy absorption, 
energy transport, and charge separation to harvestable charge carriers within photovoltaic materials and devices. 
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The first three processes numbered in Figure 1.1 often transpire on extremely short 

timescales, sometimes on the order of a millionth of a billionth of a second! Adding additional 

complexity, sunlight covers a broad energy spectrum ranging from high-energy ultraviolet rays to 

low-energy infrared light.10 Due to the vast ranges of relevant wavelengths of light and short time 

scales, advanced experimental methods and theoretical tools are key to forming a complete picture 

of efficient energy conversion. In this regard, ultrafast spectroscopy11 offers an incredibly useful 

toolset for illuminating the inner workings of excitation dynamics in OPVs.  

The term spectroscopy derives from the words spectron (Latin for ghosts) and skopein 

(Greek for to see or to look in).12 Spectroscopic techniques offer insight into a chemical system by 

measuring that system's response (ghosts) to incident light. To date, a vast number of optical 

spectroscopies, both steady-state and time-resolved, are performed across an extraordinarily wide 

range of scientific disciplines. In the context of light harvesting, time-resolved spectroscopy 

affords a direct view of how, following photoexcitation, non-equilibrium groups of chromophores 

transport and manipulate energy in an effort to return to equilibrium.13 Many techniques, especially 

those with high time resolution, rely on pulsed laser light to mimic the effects of incident sunlight 

on chemicals and materials while maintaining several handles of experimental control in the lab. 

Such techniques commonly provide rich structural and dynamical information about systems 

ranging from single atoms and molecules14 to bulk materials.15 

Substantial evidence provided by ultrafast spectroscopy suggests that light-harvesting 

organisms in nature have evolved to take advantage (in some capacity) of quantum coherence to 

boost their effectiveness in harnessing sunlight. While abstract-sounding, we all experience the 

concept of coherence in our daily lives. Coherence is known by many definitions in and outside 
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of the scientific community, but in general, coherence plays a role whenever two or more 

organisms, sounds, motions, signals, etc. are synchronized with each other. In our experience, we 

know coherence to be a convenience, which facilitates communication with each other and our 

interaction with the world. On the scales of molecular processes, coherence may offer 

conveniences that extend to the macroscale world. 

The possible connections between coherence and biological organisms have been explored 

extensively over the past several decades.1, 16 This flavor of research is focused on the increasingly 

fleeting details of how coherence between neighboring molecules can affect their collective 

behavior, such as in harvesting light and transporting energy. Chemists have developed countless 

strategies over hundreds of years figuring out how to manipulate materials at the smallest scales. 

Such tools are motivating researchers to leverage knowledge of molecular design to elucidate and 

control coherence in synthetic systems.17-19  

1.2. Coherence: concepts and contexts 

Adding more specificity to our definition, coherence refers to temporal and/or spatial 

correlations between two waveforms.13, 16 These correlations are often discovered by generating 

interference patterns in an observation of the waveforms. For example, suppose you toss a stone 

into a pond. Contact between the stone and the water creates ripples, which travel radially outward 

and away from the point of contact (Figure 1.2). Now imagine you toss two stones (stone a and 

stone b) into the pond, thus creating two individual sets of ripples. The relationship between the 

ripples created by stones a and b refers to their coherence with each other. 
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In general, interactions between two or more “things,” such as ripples on a pond, can create 

coherence or, in other words, be coherent with each other. This remains true for interactions at the 

molecular scale. As shown on the left of Figure 1.3, when molecules are positioned near each other 

in space, their electrons can couple to create coherent superpositions, or configurations that 

resemble mixtures of both electrons (for example, think of localized atomic orbitals versus 

delocalized molecular orbitals). In the case of two sources of ripples in a pond, superpositions 

occur when the ripples overlap in space and time, which creates new waveforms. Similarly, 

electronic superposition states often exhibit substantially different chemical properties and 

behaviors compared to the non-interacting constituents, which is very exciting because these 

differences can be directly tuned by parameters such as the intermolecular distances and angles, 

as well as individual molecular structure.  

Figure 1.2. Key concepts relating to waves and coherence depicted in the context of ripples on a pond. If two 
stones (a and b) are tossed into the water, they will both launch ripples that expand radially away from the entry 
point of the stone. These sets of ripples are both described by amplitudes (which are related to the energy that the 
stone imparts upon the water), frequencies (which represent how quickly a wave is oscillating up and down), and 
phase (which is a constant value that serves as a reference point when discussing how two or more waves relate 
to each other). When two waves are “in-phase” with each other (i.e., their phases are related by a factor of 2π 
multiplied by any integer n), they can constructively interfere if they overlap in time and space. 
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Coherence can also emerge from interactions between molecules and macroscale objects, 

such as the cavity shown in the middle of Figure 1.3. Cavities, which can be thought of as mirrors 

positioned so close together that they support only particular frequencies of light in the space 

between them (we refer the reader elsewhere20 for further information), can couple to molecular 

excitons and vibrations to produce hybridized states (called polaritons). In this case, since the 

cavity is a macroscale object, we can directly engineer its characteristics, such as distance between 

the walls, to vary the cavity-molecule coherence and steer the resulting chemistry. Similarly, as 

shown on the right of Figure 1.3, molecules also interact with light sources to create coherence, 

which is a phenomenon that is often used to measure coherence effects in chemistry (vide infra, 

Section 1.5). In this example, coherence between ultrashort laser pulses and molecular vibrations 

can lead to oscillations in signals detected experimentally, which can be detected and analyzed to 

understand chemical properties such as structure and coherent reaction dynamics. 

Figure 1.3. Schematic examples illustrating how interactions between molecules and other molecules (left), 
molecules and macroscopic objects (middle), and molecules and electromagnetic radiation (right) can create 
coherence. 
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On the other hand, interactions can destroy coherence. Imagine again that we are interested 

in the coherence between two sets of ripples on a pond (Figure 1.2). If the pond and the air above 

are both perfectly still, we should be able to observe the coherence between the ripples with high 

accuracy. However, if the wind begins to blow and apply force to the ripples, or if additional stones 

are thrown into the pond at a similar time and place, we will very quickly lose a sense of the 

coherence between our original two sets of ripples. The wind and additional stones are both 

analogous to what physical chemists call the bath, which is the complex environment that 

surrounds a system of interest. For example, a chemical dissolved in solvent is encapsulated by a 

vast, disordered sea of solvent molecules, which becomes increasingly complicated at higher 

temperatures (i.e., room temperature).  

Interaction between a molecular system and the surrounding bath is well-known to destroy 

coherence. In Figure 1.4, the system on the left represents two coupled chromophores isolated in 

spacetime, where their coherence is maintained. In contrast, the two chromophores on the right of 

Figure 1.4 are surrounded by solvent molecules and irradiated with light, which both interact with 

the chromophores and erase the coherence between them. 
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1.3. Quantum coherence 

Quantum mechanics famously posits a wave-particle duality of matter. Many features of 

waves such as phase and linear superposition are intrinsically connected to coherence phenomena, 

which immediately suggests that coherence concepts might play a role in quantum mechanical 

processes. Coherence in the context of chemistry is typically used to indicate correlations between 

either (1) signals emerging from a system or (2) the state of components within a system. The 

system in this case could be an isolated molecule, or an ensemble of molecules surrounded by a 

thermal bath. 

To see the emergence of coherence in quantum mechanics, we now delve a bit deeper into 

the mathematical formalism. All physical states of a quantum system belong to a vector space 

(Hilbert space) denoted as H. For instance, let us define the set B = (ϕ1, ϕ2, ..., ϕn), which contains 

n distinct states (ϕn) that encompass all possible outcomes of a specific physical observable (e.g., 

position, spin angular momentum, etc.) measured from the quantum system. In this case, B is said 

Figure 1.4. A schematic comparing a coupled molecular dimer that is isolated (left) versus solvated and subjected 
to irradiation. Blue glow represents waveforms that are 180o out-of-phase with red glow. 
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to be an orthonormal basis of H. Importantly, quantum mechanics tells us that any possible state 

of the system may be expressed as a superposition of states in B. Using Dirac’s bra/ket notation,21 

a general wavefunction of the system (Ψ) is therefore written as a sum over these states: 

 |Ψ⟩  = ∑𝑛𝑛 𝑐𝑐𝑛𝑛 |𝜙𝜙𝑛𝑛⟩ Eq. 1 

The coefficients cn are in general complex numbers and represent the overlap between Ψ and a 

particular ϕn discrete state. The coefficient cn is also connected to the probability for observing the 

system in state ϕn when B is measured, which is given by Born’s rule 

 𝑃𝑃𝑛𝑛 = |⟨𝜙𝜙𝑛𝑛|Ψ⟩|2 = |𝑐𝑐𝑛𝑛|2 Eq. 2 

Eqs. 1 and 2 describe the hallmark superposition principle of quantum mechanics, which is 

intrinsically connected to many usages of the term quantum coherence.  

To illustrate the connection between superposition and quantum coherence, let us consider 

a generic two-state system. In this example, we are not introducing time evolution, but rather 

focusing on instantaneous snapshots of the system wavefunction (or perhaps initial conditions). In 

this two-dimensional Hilbert space, we can express the total wavefunction at any given time using 

the following form: 

 |Ψ⟩  =  𝑐𝑐1|𝜙𝜙1⟩  +  𝑐𝑐2|𝜙𝜙2⟩ Eq. 3 

An equivalent picture to describe the wavefunction of Eq. 3 as a density operator22 is 

  𝜌𝜌�Ψ  =  |Ψ⟩ ⟨Ψ| =  𝑐𝑐12|𝜙𝜙1⟩⟨𝜙𝜙1|  + 𝑐𝑐22|𝜙𝜙2⟩⟨𝜙𝜙2|   +  𝑐𝑐1∗𝑐𝑐2|𝜙𝜙1⟩⟨𝜙𝜙2|  

+ 𝑐𝑐2∗𝑐𝑐1|𝜙𝜙2⟩⟨𝜙𝜙1| 

Eq. 4 

The coefficients of the first two outer products in Eq. 4 give us the probabilities of observing the 

system collapse into either of the pure states ϕ1 and ϕ2 as c12 and c22, respectively. These outer 

products are often called populations, referring to the fact that they represent the probability 
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density associated with a single state. In contrast, the latter two outer products in Eq. 4 each contain 

a mixture of ϕ1 and ϕ2 and take the form of interference terms with complex coefficients c1*c2 and 

c2*c1. These outer products are thus referred to as coherences. It is important to note that the 

interference phenomenon exemplified by Eq. 4 emerges directly from the superposition principle 

in quantum mechanics. The diagram in Figure 1.5, which is adapted from Young’s classic double 

slit experiment, illustrates how the coherence terms in Eq. 4 lead to an interference pattern 

observed on the detector if an entity with wave-like nature passes through both slits 1 and 2 (as 

opposed to the single peaks on the detector that emerge from the non-interfering population terms). 

 

We have now arrived at a common framework associated with the term quantum 

coherence: quantum coherence involves a coherent superposition between two or more quantum 

states that results in interference determined by their relative phase. Some works refer to the 

specific case of superposition between local states (or standing waves) as state coherence.13, 23 This 

Figure 1.5. A schematic detailing Young’s famous double slit experiment, in which the observation of an 
interference pattern on a spatially resolved detector (right) signifies the wave character of the entities 
emerging from the source (left).  
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picture becomes increasingly complex as we consider additional aspects, such as time-dependence, initial 

condition, and basis of representation. The latter consideration is especially troublesome as the off-diagonal 

density matrix elements are completely dependent on the basis of representation. A change of 

basis does not reflect any change in the physical state or dynamics of the system (provided the 

change of basis is consistently applied to all operators and vectors), and changing basis is routinely 

performed to simplify mathematical expressions or clarify approximations. A common change of 

basis occurs when one rotates from a “local” basis to the energy eigenstate basis16 (which is often 

delocalized), as in the molecular exciton example in Section 1.4.2. While changing basis is allowed 

and often beneficial for rationalizing quantum systems, communication surrounding quantum 

coherence as off-diagonal elements is completely meaningless without the specification of a 

particular basis, as there almost always exists a basis in which coherence terms are present.1 This 

ambiguity is similar to reporting the position of an object but not specifying an origin or point of 

reference against which that position is measured.24 

1.4. An overview of coherence research in chemistry 

Research of coherence phenomena in chemistry has an extensive history that continues to 

expand as experimental and theoretical tools provide deeper perspectives into chemical reactions. 

For example, the advent of nuclear magnetic resonance (NMR) spectroscopy nearly 90 years ago25, 

26 sparked widespread efforts to use coherent fields of light to launch and probe unitary evolution 

of nuclear spins. As is true for modern-day NMR and many other spectroscopic experiments, the 

purpose of this capability was to uncover information about the chemical properties (e.g., electron 

shielding and spin-spin couplings in the case of NMR) of molecular systems. On the other hand, 

many have sought to use the coherence of classical light fields not only to probe chemical 
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dynamics, but to steer and control them.27-32 The distinctions and connections between how these, 

and other, coherence contexts enter the realm of chemical research are key to forming meaningful 

hypotheses and productive research directions. This section aims to explore these distinctions and 

connections in action through case studies spanning numerous facets of chemical research. We 

recognize our limited abilities to address all corners of coherence research in chemical contexts 

and reiterate that these sections are not exhaustive. 

1.4.1. External control of quantum coherence 

Coherent control is a facet of coherence research in chemistry that has persisted in some 

form (vide infra) over 80 years. Early works in the field of coherent control focused on driving 

particular chemical reactions through the selectivity of molecular vibrations.27-32 However, as 

several references27, 29, 32 discuss in great detail, the often-unavoidable process of intramolecular 

vibrational redistribution (IVR) hindered this direction. Recognizing the possibility of harnessing 

quantum interferences through theories of optimal control,27, 33 the objective of coherent control 

shifted to manipulating chemical reaction dynamics using precisely controlled, coherent laser light. 

In other words, this approach to controlling reactivity aims to impart the coherence of classical 

electromagnetic fields onto the unitary evolution of quantum mechanical systems, which in turn 

directs reactivity. The nature of the coherent laser light is therefore a defining characteristic for 

coherent control schemes. For example, Brumer and Shapiro31 suggested that using properties of 

narrowband laser fields (continuous-wave or temporally long)34 to manipulate the superposition 

state that is initially prepared by exciting degenerate, optical transitions can theoretically translate 

to manipulation of the branching ratio between the ensuing reaction pathways. A myriad of 

additional control schemes were proposed and are discussed at length elsewhere.11, 34, 35 
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Methods of coherent control based on ultrashort laser pulses became particularly enticing 

as the field of femtochemistry progressed.11 In general, heightened motivations for coherent control 

research ensue upon advancements in methodologies to probe coherence. In Section 1.5, we discuss 

how spectroscopic techniques enable characterization of coherence effects in molecules across 

broad energy- and time-scales. From the perspective of coherent control research endeavors, the 

notion of coherence in molecular states and dynamics moves out of the “probing” spotlight and, 

instead, into the toolbox for external manipulation of chemistry. This intrinsic connection between 

experimental methods and ambitions of coherent control is masterfully captured by Ref. 11, an 

article from the late Professor Ahmed H. Zewail (the father of femtochemistry). In the article, to 

which and the references therein we refer the reader, Zewail discusses how progress in using 

ultrashort laser pulses to coherently prepare and study the evolution of nuclear wavepackets led 

directly to the idea to use such pulses to achieve selective chemistry.11, 36 As we discuss below, the 

products of coherent control research in the 1980s and 1990s are pervasive in many fields of science 

today, especially those relating to coherence phenomena. 

In noting that the control methodology put forth by Brumer and Shapiro30, 31 is analogous 

to Young’s double slit experiment, Gordon and coworkers27 state: 

“In Young’s experiment, the phases are determined by the relative positions of the slits 

and the screen and the refraction index of the medium through which the waves travel, 

whereas in coherent control they are determined by properties of the molecular target 

and the laser photon.” 

This distinction between the properties of these two puzzle pieces (i.e. the molecular system and 

the laser field) is critical to recognize. Over the last two decades, research efforts of the coherent 
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control “flavor” have continued to place more emphasis to the quantum mechanical properties of 

the molecular system and the surrounding bath. In some cases, the “control” element remains at the 

center stage. For example, in the context of condensed-matter physics, many efforts have been and 

are being made to optically dress and manipulate phonon states to drive non-equilibrium 

processes.17, 37, 38 For example, Horstmann and coworkers37 recently used ultrafast optical and 

diffraction-based experiments to achieve coherent control over a structural phase transition of 

atomic indium wires. They observed that not only did the photoswitching efficiency depend on 

the time delay between two coherent pump pulses, but this dependence displayed a marked 

interference pattern that matches phonon frequencies within the system. Such a finding is 

reminiscent of studies performed by the Zewail group on the bimolecular reaction between iodine 

and xenon gas,39 with the crucial distinction that the study from Horstmann and coworkers was 

conducted in the vastly more complex condensed phase. We refer the reader to a recent review 

article by de la Torre and coworkers17 that explores previous and ongoing coherent control research 

endeavors on condensed-phase matter. An interesting connection between this branch of coherent 

control and earlier work is evident in their respective terminology: References to phononic 

control17 and Floquet engineering17, 40 in the context of condensed-phase materials have direct 

analogies with the term vibrational selectivity used in early coherent control research of small-

molecule, gas-phase chemistry.32 

Another ongoing branch of coherent control exists within the field of quantum biology. 

For example, Paul et al. recently reported that the light-invoked ionic current from 

Channelrhodopsin-2 (ChR2) in living brain tissue can be manipulated by the phase characteristics 

of the coherent excitation field.41 They suggest that this tunability is afforded by control of quantum 
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coherences within the retinal chromophore, or rather the production of vibrational wavepackets 

that influence the light-driven isomerization event of ChR2. This work builds on a high-profile 2006 

report,42 and related studies that followed,43, 44 from Prokhorenko and coworkers that put forth 

experimental evidence for coherent control of retinal isomerization yield within 

bacteriorhodopsin.42 

Variation in the balance between focus on molecular properties versus properties of the 

laser field(s) for achieving coherent control has also inspired modern research regarding electronic 

and vibronic coherence effects in ultrafast photochemistry (see Sections 1.4.4 and 1.6). The factor 

that distinguishes these fields of research from traditional coherent control is the usage of ultrashort 

laser pulses as probes of molecular coherence, rather than as a handle for control. However, the 

boundary between probing and controlling coherence is quite obscure in some cases. For example, 

recent theoretical work from Tomasi and coworkers45 suggests that not only can excitonic 

coherence enhance light-harvesting efficiency in photosynthetic aggregates, but can also be 

controlled by the nature of the excitation field(s). In an example that directly shifts the handle for 

control to properties of the molecular sample, Alvertis and coworkers46 found that ultrafast singlet 

fission (see Chapter 5) in a covalent dimer of the organic semiconductor tetracene proceeds through 

either a coherent or an incoherent mechanism depending on the extent of charge-transfer state 

stabilization (altered through solvent dielectric). A similar train of thought was implemented by 

Paulus and coworkers, where in their 2020 report47 they provided evidence that information afforded 

by spectroscopic probes of coherence can be leveraged in synthetic design to control excited-state 

dynamics (in this case, the lifetime of a metal-to-ligand charge-transfer (MLCT) state). 
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The discussion up until now has focused on coherent control of photochemical reactions. 

Recent work from Pan and Liu48 demonstrated that the extent of the reaction between Cl and CH3D 

to form CH2D and HCl can be manipulated by dressing the initial superposition state of the CH3D 

reactant with a distinct vibrational phase. The authors show that this coherent control is 

successfully achieved through interferences between two Fermi-coupled vibrations of CH3D, 

which can be modulated based on the IR excitation that prepares the initial state.48 

It is important to note that technological limitations have and continue to play major roles 

in coherent control research, often as limiting factors.32 As the branching of this field over the past 

20 years indicates, the technological developments in the 21st century continue to renew interest in 

questions rooted in coherent control. Massive improvements in pulse shap- ing equipment have 

revolutionized spectroscopy over the past three decades by enabling, for example, extraordinarily 

efficient pulse compression,49 precise phase cycling methods,50, 51 high repetition-rate shaping,52 

and facile upgrading of one- to multi-dimensional experiments.53, 54 We refer the reader to several 

references55-57 (along with the citations therein) for more information. 

1.4.2 Coherence from electronic coupling 

The term quantum coherence can refer to the general superposition of two or more quantum 

states. Therefore, how a superposition configuration is initialized adds a distinguishing 

characteristic to the coherence context. In Section 1.4.1, we discussed how traditional coherent 

control research aims to steer chemistry by manipulating quantum superpositions in the energy 

eigenstate basis using external electromagnetic fields. As Gordon and coworkers27 point out, an 

alternative degree of freedom in coherent control are the properties of the molecular system. In the 

site- basis Hamiltonian of the chemical system, these properties emerge as off-diagonal couplings 
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between interacting local states of the system. This section to overviews some, but certainly not 

all, quantum mechanical mechanisms that create coupling elements and pathways in molecular 

systems. Though communication about these mechanisms is commonly done using the site basis,58 

recall that their effect(s) on macroscopic observables is basis-independent (i.e. couplings in the 

site-basis alter the energy and composition of the system eigenstates). In addition, even though our 

descriptions of these coupling mechanisms are primarily time-independent, they most certainly 

impact the time evolution of chemical systems (vide infra). 

A prerequisite for quantum mechanical couplings is spatio-temporal proximity (i.e., 

molecules separated infinitely in spacetime will exhibit infinitesimally small coupling). As such, 

couplings are of vital importance for understanding the properties and dynamics of closely 

packed molecular systems, such as covalent multimers or condensed-phase aggregates.59 At 

separation scales of nanometers to Angstroms, electronic couplings and dipole-dipole interactions 

become increasingly important in dictating chemistry.  
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Consider the minimal case of a two-level system (2LS) involving two chromophores, as 

shown in Figure 1.6. We label the states with an elementary excitation on the left and right 

chromophores as the states |ϕ1> and |ϕ2>, respectively. If the chromophores are infinitely separated 

in space and time, they can be assumed as completely uncoupled and non-interacting, so that the 

stationary states of the entire system (energy eigenstates) equate to the local states. However, if 

we bring these two states into close spatiotemporal proximity, interactions between the 

chromophores can arise due to interchromophoric interactions, such as transition dipole moment 

coupling59, 60 and orbital-overlap.59  

The interaction between the chromophores at finite distance results in a change in the 

stationary states of the system, by the emergence of an excitation coupling energy V between |ϕ1> 

and |ϕ2>.  To see how this coupling impacts the optical response (and any ensuing chemistry) from 

this 2LS, we must perform a change in basis. The unitary operator (U) represents our rotation from 

Figure 1.6.  Illustration of the change of basis from local excitation states |ϕ1 > and |ϕ2 >  to the stationary energy 
eigenstates (exciton states) |ϕ+ > and  |ϕ-  >  of two chromophores with excitonic coupling V. The angle θ (equal 
to 45o if the chromophores are identical) parameterizes the unitary operator Û(θ) generating the relative phase 
between the |ϕ1 > ,|ϕ2 >  basis and the  |ϕ+ >,|ϕ-  >  basis. 
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the local (or site) basis to the energy eigenstate basis, in which the Hamiltonian is diagonal. In 

contrast to the uncoupled system, where excitations are localized on either chromophore, the 

coupled system exhibits delocalized eigenstates. For states that are electronic in nature, these are 

referred to as excitons, which are quantum superpositions of the local electronic wavefunctions of 

each chromophore within the aggregate. We can represent the exciton states as |ϕ+> and |ϕ-> , 

which according to Eq. 3 are superpositions of the local states |ϕ1> and |ϕ2>, where c1 and c2 are 

functions of V. If the energy of the uncoupled, local states (infinite separation) are equivalent, then 

the energy splitting between exciton states due to the interaction V is given by 2V. As we discuss 

further in Section 1.6, exciton wavefunctions are generally delocalized over many chromophores 

and play important roles in energy/charge transfer and photosynthetic light harvesting.  

Note that the 2LS in Figure 1.6 is applicable to quantum states in general, not just electronic 

states (e.g., vibrational, vibronic, spin, etc.). For instance, a mathematically equivalent change-of-

basis (though distinct chemical and physical interactions) connects local atomic orbital states to 

hybridized bonding and anti-bonding molecular orbitals19 in the study of chemical bonding, and 

connects charge-localized diabatic states to charge delocalized adiabatic states in the study of 

electron and/or proton transfer.  

The Kasha exciton model is ubiquitously applied when rationalizing the optical response 

of molecular aggregates.59-61 This model considers coupling between electronic transition dipole 

moments as a function of intermolecular geometric parameters such as angles, spatial separation, and 

slip-stacking distance. This coupling, which is often written as JCoul and calculated using the point-

dipole approximation, originates from the Coulomb interaction and forms the foundation for 

Förster or fluorescence resonance energy transfer (FRET).59, 62 JCoul is proportional to the third 
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power of the intermolecular separation distance (R),59 which manifests the R6 dependence of the 

FRET rate.63, 64 Hence, JCoul is often referred to as long-range coupling since it can drive energy 

transfer on the nanometer scale.62 In the context of the Kasha exciton model, JCoul elicits substantial 

changes in the optical response of molecular aggregates when intermolecular distances are on the 

order of a few to tens of Angstroms.59 Physically, JCoul generates delocalized excitonic states, or 

Frenkel excitons, where the energy eigenstate wavefunctions emerge as interferences of the local 

electronic wavefunctions.59 Importantly, constructive interference yields an optically bright 

exciton, while destructive creates a dark exciton state. As detailed in Figure 1.7, the effect of 

appreciable Coulombic coupling is a shift in the optical electronic transition energy of the 

aggregate, with respect to that of an isolated monomer.59 For aggregates with the molecules slip-

stacked, JCoul is negative in sign and results in the lower-energy exciton being optically bright. The 

case of JCoul < 0 is commonly referred to as J-aggregation. In contrast, constructive interference in 

the case of H-aggregation (JCoul > 0) forms an optically bright, higher-energy exciton, as shown by 

the blue-shifting of the absorption maximum in Figure 1.7 with increasingly positive values for JCoul. 

 

Figure 1.7.  Illustration of how the steady-state absorption profile for an example molecular dimer is impacted 
by a range of Coulombic couplings. 
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In recent years, Spano and coworkers have built upon the Kasha exciton model by 

considering the effects of short-range electronic couplings, which are operative in systems with π-π 

stacking distances on the order of a few Angstroms.59, 65, 66 This length scale is particularly 

important to solid-state materials chemistry as the typical π-π stacking distance in molecular 

crystals is around 3.5 Å. Spano and coworkers have shown that the Coulombic coupling in a crystal 

varies weakly as a function of slip-stacking along the short crystal axis and shows a sharp change 

in sign as the long-axis distance increases (transition from H- to J-aggregate). The short-range 

charge transfer coupling (JCT) is directly proportional to the product of the electron and hole transfer 

integrals, te and th, respectively.67 In contrast to the Coulombic coupling, this product varies 

dramatically as a function of both short- and long-crystal axes. Therefore, the interplay of long- and 

short-range electronic couplings in molecular aggregates may be extremely sensitive at short π-π 

stacking distances, which corresponds to an equally strong orientational dependence of the optical 

response exhibited by the aggregate.67 

1.4.3 Coherence from interfering coupling pathways 

As discussed in the preceding section, the electronic wavefunctions in molecular systems 

can couple and mix, which produces eigenstates with interference patterns evident in the spatial 

distribution of the wavefunction. The interplay of electronic couplings in molecular frameworks 

is intrinsically connected to the chemical reactivity and dynamics of such systems. Many past and 

ongoing efforts seek to leverage this notion to elicit coherence effects in electron transfer 

processes.68 Consider, for example, a model electron transfer system constructed of a donor (D) 

and acceptor (A) moieties connected by two bridging units (B1 and B2), as shown in Figure 1.8A. 

Both D and A are coupled to each bridging unit, indicated by VDBi and VBiA, respectively (i=1,2). 
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All coupling elements can be described as complex exponential functions with a phase factor, 

though for simplicity we represent only the D−Bi interactions in this form. Because of the symmetry 

between the site-basis D−B1−A and D−B2−A coupling pathways shown in Figure 1.8A, the 

eigenstates of the system Hamiltonian for this model four-member system exhibit interferences.  

While each electron coupling pathway is an example of coherence in this toy molecular 

system, the interaction of these pathways gives rise to an additional instance of coherence that 

ultimately shapes the electronic structure of the system. The effects of this coherence are analogous 

to experimental measurements performed using interferometry.69-71 Figure 1.8B illustrates a 

Michelson interferometer, which is commonly used to measure the frequency and phase of a 

coherent source of electromagnetic radiation (green box, gray and black traces in Figure 1.8D). The 

set-up employs a beam splitter, which serves to reflect a reference copy of the time-dependent 

electromagnetic field (E(t)) that transmits through the splitter. The transmitted beam traverses a path 

of fixed distance before reflecting and returning to the beam splitter, whereas the reflected copy 

beam proceeds through a path that has a variable distance (∆d) that is directly related to a variable 

delay time (∆t) by the speed of light. A square-law detector is used to measure the intensity of light 

emerging from the beam splitter after recombination of the original and reference fields, which is 

maximized and minimized in the cases of constructive and destructive interference, respectively. 

When ∆t is varied, the signal measured by the detector changes due to destructive interference when 

the beam paths are neither equivalent in length nor displaced by an integer value of the wavelength. 

This interference in the signal detected from a Michelson interferometer is shown as a function of 

∆t by the red trace in Figure 1.8D. Translating this reasoning to interfering electronic coupling 

pathways in molecules, variations in the phase of the coupling elements between the unique 
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D−B−A paths (Figure 1.8C) should impart a similar interference pattern on the electron 

transmission from D to A. Indeed, the red trace in Figure 1.8C, which displays the expectation 

value of the projection operator onto A, oscillates as a function of phase difference between the 

two coupling pathways (∆φ). 

 Joachim and coworkers72 first introduced the model molecular system shown in Figure 1.8A 

and demonstrated that asymmetries in the D−B−A coupling pathways can lead to destructive 

interference and suppression of the electron transfer rate between D and A. Skourtis and coworkers71 

showed that this coherence effect can (1) be erased by inelastic excitation of the bridge moieties 

and (2) relax orbital symmetry rules for electron transfer. The authors suggest that such properties 

of coherent pathway interference may enable feasible approaches to control electron transfer 

Figure 1.8. (A) The architecture and form of the quantum mechanical coupling for a symmetric D−B2−A 
molecular interferometer. (B) A classical Michelson interferometer with a continuous-wave laser source. (C) 
Acceptor population (red) as a function of the phase difference between the symmetric D−B−A electronic 
coupling paths and the amplitude of the total D−B2 electronic coupling (black and gray) as a function of the phase 
angle. (D) Signal detected by a square-law camera (red) as a function of the time difference between the arms 
of the interferometer (∆t) and amplitude of the source electric field (black and gray) as a function of time. 
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pathways in large molecular systems. Goldsmith and coworkers70 expanded this model to include 

local elastic dephasing and suggested possible experimental approaches, which in 2006 were 

rare,73, 74for observing this interference effect. 

The implications of coherence between multiple electron transfer pathways are 

extraordinarily far reaching. Beyond electron transfer, numerous key intermolecular processes, 

such as Dexter energy transfer (DET) and singlet fission (SF), are well-known to rely on coupling 

pathways for charge transfer. Indeed, several theoretical studies have explored interference effects 

in DET75, 76and SF77-79that emerge from coherence between electronic coupling paths. Similar 

effects have been discussed in the context of molecular junctions for several decades.80-83 We refer 

readers to several reviews84, 85 concerning this topic. 

It is important to note that interference between coupling pathways need not emerge solely 

from a network of covalently-bound molecules, but even from molecular orbitals (MOs) of a single 

molecule. As discussed by Nozaki and Toher in the case of benzene,86 electron transmission through 

molecular wires bears resemblance to the double slit experiment. Gunasekaran and coworkers 

developed a convenient theoretical method for visualizing quantum interferences in molecular 

junctions using an energy-dependent transmission function.87 Figure 1.9A illustrates the six MOs 

that comprise the benzene π-system, where both the HOMO and LUMO levels are doubly 

degenerate. Figure 1.9B shows the transmission function (along the Green’s function approach and 

in the MO basis) for a system with benzene either para- or meta-connected to two electrodes. While 

the transmission function indicates constructive interference between the MOs of the benzene π-

system, meta connection of the electrodes results in a completely destructive interference at the 

Fermi energy (EF ). In Figure 1.9C, Gunasekaran and coworkers define a Q matrix that distinguishes 
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the interfering and noninterfering components of the total transmission function. The off-diagonal 

elements of the Q matrix heat maps for the para- and meta-benzene connections indicate 

constructive (red) and destructive (blue) interference between MO pairs. Therefore, this matrix 

visualization approach directly illustrates that electron transmission through benzene is suppressed 

by destructive interference between the HOMO and LUMO when the electrodes are linked in a 

meta configuration. This coherent suppression of conjugation that emerges through meta benzene 

linkages has been experimentally revealed using electrochemical and spectro-electrochemical 

methods,88, 89 as well as current-voltage measurements from mechanically controlled break-

junction (MCB) experiments.90 

 

Coherence between electronic coupling pathways in molecular wires is sometimes referred 

to as crosstalk,81 which has been extensively theorized to enhance electron transport rates beyond 

classical limits.69-71, 91-97 This prediction is experimentally challenging to prove since one needs not 

only a symmetric molecular system to exhibit the interference effect, but also an incoherent control 

Figure 1.9. (A) π-based MOs of benzene. (B) (top) Electrical contact sites for molecular junctions of para- and 
meta-benzene. (bottom) Transmission functions for para- (pink) and meta-benzene (blue). (C) Quantum 
interference maps for (left) para- and (right) meta- benzene at the Fermi energy. The color scale for each map is 
normalized. Figure adapted from Gunasekaran, S.; Greenwald, J. E.; Venkataraman, L. Nano Lett. 2020, 20, 2843-
2848. 
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system that is not too different chemically (as to avoid influence from undesired factors).98, 99 A 

breakthrough report in 2012 from Vazquez and coworkers overcame these hurdles and provided 

clear experimental evidence for enhancement of electron conductivity enabled by constructive 

interference between tunneling pathways.100 The authors synthesized two single-molecule (M) 

circuits, one in series (1) and one in parallel (2) configuration, and individually connected each 

of these systems to pyramidal gold tips (L) for scanning tunnelling microscope (STM)-based break 

junction measurements. In the case of perfect symmetry between the two L − M − L paths, the 

electrodes couple solely to the bonding MO which results in a renormalized electrode-molecule 

coupling a factor of √2 larger than that of 1. The result is that electron transmission in 2 is four 

times that of 1 (when the statistical, non-interfering limit instead predicts a factor of two). The 

factor of four that emerges from constructive interference between coupling pathways can be 

rationalized by Fermi’s Golden Rule, as has been previously shown.101 The experiments performed 

by Vazquez and coworkers show that the conductance ratio between 2 and 1 is 2.8, which directly 

illustrates that the quantum mechanical coherence, or crosstalk, between the two paths in 2 yields 

an enhanced conductivity beyond classical predictions. 100 

Experimental observations of interference between identical electronic coupling pathways 

to-date remain scarce. Richert et. al. used electron paramagnetic resonance spectroscopy (EPR) to 

find that quantum interference between parallel paths in a bis-copper six- porphyrin nanoring 

drives an enhancement of the electron exchange coupling by a factor of 4.5, as compared to a 

system with a single coupling path.102 Recently, Phelan and coworkers have shown that similar 

interference effects emerge in ultrafast photodriven electron transfer between a single anthracene 

electron donor and two equivalent benzoquinone (BQ) acceptors.99 At room temperature, they 
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observed a rate enhancement by a factor of 2.4 compared to the control compound with a single 

electron acceptor, which is only slightly larger than the classical 2x enhancement. In contrast, they 

observed that the rate enhancement increased as temperature decreased, where at liquid helium 

temperatures an enhancement factor near five was observed. This work demonstrated (1) that 

interference between electronic coupling pathways can significantly impact light-driven charge 

transfer and (2) that decoherence mediated by system-bath interactions acts to erase the 

interference effects on the electron transfer rate. 

Phelan and coworkers also showed that quantum interference can impact charge shift 

reactions, where they observed that electron transfer from an initially charge separated species 

(between covalently bound p-(9-anthryl)-N,N-dimethylaniline (DMA) and anthracene groups) to 

two equivalent naphthalene-1,8:4,5-bis(dicarboximide) (NDI) electron acceptors exhibited a 2.6x 

rate enhancement compared to a control compound with a single NDI acceptor.98 Again, this 

enhancement was only observed at cryogenic temperatures. 

1.4.4 Coherence from coupling between electronic and nuclear degrees of freedom 

In the most general form, electronic-vibrational (vibronic) coupling describes mixing 

between electronic and vibrational degrees of freedom. As Azumi and Matsuzaki pointed out in 

1977,103 a sentiment which still remains true to this day, the term vibronic coupling is quite 

ambiguous and, in turn, is often either used incorrectly or in a way that propagates misconceptions. 

This section outlines two important phenomena within the usages of vibronic coupling and how 

such couplings impact molecular behavior. Like quantum couplings in general, vibronic coupling 

establishes phase relationship(s) between wavefunctions or, in other words, coherence through 

quantum superpositions. 
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For molecules, the absorption spectrum originating from transitions between two electronic 

states, |𝐺𝐺⟩  and |𝐸𝐸⟩  (singly excited) for example, rarely appears as a single peak (ignoring 

broadening effects from system-bath interactions for simplicity). Instead, a progression of vibronic 

transitions) is observed (blue trace in Figure 1.10).59 For the case that both |𝐺𝐺⟩ and |𝐸𝐸⟩  states are 

dressed with an identical and harmonic vibration (ν), vibronic transitions emerge when the 

equilibrium nuclear geometry for |𝐺𝐺⟩ and |𝐸𝐸⟩ differ. When a coordinate system is defined for this 

case, both electronic and vibrational degrees of freedom must be specified to fully describe a state 

within the system Hilbert space (requiring state vectors of the form |𝐺𝐺, 𝜈𝜈⟩ and |𝐸𝐸, 𝜈𝜈⟩). Note that 

this example is described in the adiabatic representation, which comes from the separable 

treatment of nuclear and electronic degrees of freedom as stated by the Born-Oppenheimer (BO) 

approximation. As we will cover later, the breakdown of the BO approximation is a specific case 

that falls within the larger umbrella of vibronic coupling. The adiabatic potential energy surface 

for the singly excited electronic state of molecules will generally have a global energy minimum 

at a different configuration of nuclear coordinates (commonly called 'geometry') compared to the 

geometry of the energy minimum for the ground electronic state. This case is diagrammed in the 

upper right of Figure 1.10, where the unitless λ parameter represents the displacement between the 

ground and singly excited electronic potentials. When light drives a resonant electronic transition 

in this case, the vibrational selection rules are relaxed and transitions between states with 

inequivalent vibrational quanta can be observed (for example, the transition from |𝐺𝐺, 𝜈𝜈 = 0⟩ and 

|𝐸𝐸, 𝜈𝜈 = 1⟩), as is seen by the blue trace at the bottom of Figure 1.10. Vibronic coupling in this 

context thus leads to optical transitions that are characterized by a change in both the electronic 

and nuclear quanta describing the state of the system. It is important to clarify here that the Franck-
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Condon (FC) approximation states that these transitions do not invoke a change in the nuclear 

coordinate (i.e. the excitation is vertical between two adiabatic surfaces).104 Another way to 

describe this approximation is that the transition dipole matrix (TDM) for the absorption event is 

independent of nuclear coordinate (commonly referred to as the Condon approximation).105 

The discussion up until now has described vibronic coupling in the context of a model with 

two electronic states, one ground and one excited, each dressed with a single vibration. For systems 

where more than two electronic states are necessary to describe dynamics, vibronic coupling can 

not only impact dynamics on ground- and excited-electronic surfaces, but also the dynamics across 

Figure 1.10. Graphical description of vibronic coupling in the context of a single molecule, which has both 
ground- and excited-electronic states (G and E, respectively) that are each dressed with a single vibrational 
quantum. In the case of zero nuclear displacement (λ) between G and E (upper left), the FC overlap between states 
with different vibrational quantum numbers is zero, which means only one peak is visible in the absorption 
spectrum (red trace in lower plot). When λ > 0, the FC overlap with higher vibrational quanta becomes nonzero, 
leading to a vibronic progression (blue trace) in the linear absorption spectrum. Note that the absorption spectra 
are simulated with more than one vibrational quanta on each electronic state, as opposed to the schematics at the 
top.  
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all of the electronically excited adiabatic surfaces.  Vibronic coupling in the context of two or more 

excited electronic states most commonly refers to (1) breakdowns of the BO (adiabatic) 

approximation and (2) Herzberg–Teller (HT) (non-Condon) effects.103 Here, we explore the 

differences between these two distinctions. 

For well-separated adiabatic potential energy surfaces, vibronic couplings are often, 

justifiably, neglected.104 Vibronic couplings become non-negligible at avoided crossings, where 

adiabatic surfaces approach each other in nuclear coordinate space, and singular at conical 

intersections, where the surfaces are degenerate. The non-adiabatic effects of these vibronic 

couplings represent a breakdown of the BO approximation. The particular case of resonance 

between an electronic energy gap and a molecular vibration has been explored fervently in the 

context of coherence in the primary events of natural photosynthesis.106, 107 Studies have found that 

in this case, non-adiabatic coupling drives efficient electronic state mixing even in the absence of 

strong electronic coupling.107 Figure 1.11 illustrates this mixing effect in three distinct scenarios 

for a molecular dimer. The left column considers two nested harmonic oscillators representing the 

diabatic singlet states, S1 and S2, from the two monomer units. Though the 𝜈𝜈 = 1 state of S1 is 

exactly resonant with the electronic gap between the S1 and S2 states (upper row), no mixing is 

observed (lower row) because there is zero electronic coupling between the monomers. However, 

the middle column shows that dramatic mixing between S1 and S2 is observed when weak (<< ∆E) 

electronic coupling is switched on. In this case, the vibronic excited states of the dimer are highly 

delocalized and often said to be vibronically coherent. When the frequency of the vibration is 

lowered substantially and the resonance condition is lost, negligible mixing of S1 and S2 is 

observed (right column). 
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Figure 1.11. Toy model for a Frenkel exciton dimer with (left) a resonant vibration and zero electronic coupling, 
(middle) a resonant vibration and weak electronic coupling, and (right) an off-resonant vibration and weak 
electronic coupling. The top row illustrates the diabatic potentials for the S1 (red) and S2 (blue) monomer states. 
The middle row depicts possible scenarios for the dimer that could yield the parameters of each column (e.g., 
distant cofacial π−π stacking yielding weak electronic coupling). The bottom row depicts the S1 diabatic 
character of the lowest-energy eigenvalues, where the color of the dots corresponds to pure the S1 (red) and S2 
(blue), and mixed (purple) character (color bar in bottom-right).) 
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It is vital to note that the Condon approximation is often not violated when vibronic 

coupling is used in reference to breakdown of the BO approximation. However, the nuclear 

dependence of dipole-dipole couplings is often also labeled as vibronic coupling.103, 108 This case 

is known as Herzberg-Teller (HT) coupling. For example, consider the transition dipole moment 

(𝜇𝜇) with a dependence on normal mode coordinates k109 

 𝜇𝜇(𝒒𝒒) ≅ 𝜇𝜇(0) + �𝜇𝜇𝑘𝑘
(1)

𝑘𝑘

(𝑞𝑞�𝑘𝑘 − 𝑞𝑞𝑘𝑘
𝑔𝑔) Eq. 5 

where 𝒒𝒒 is a vector containing k normal mode coordinates relative to the equilibrium geometry 𝒒𝒒𝑔𝑔 

of the ground electronic state, 𝜇𝜇(0) is the coordinate-independent portion of 𝜇𝜇, and 𝜇𝜇𝑘𝑘
(1) is the first 

derivative of 𝜇𝜇  with respect to coordinate 𝑞𝑞𝑘𝑘 . The set of �𝜇𝜇𝑘𝑘
(1)�  represents the HT vibronic 

coupling. Since the Coulombic coupling between chromophores arises from transition dipole 

couplings, Jcoul also takes on a nuclear dependence. It is important to note that experimental 

confirmations of HT coupling are difficult as the resulting effects often manifest as 

“enhancements” to either peak intensities or dynamical features.105, 110 However, the advent of new 

spectroscopic methods has led to some progress in this regard.108, 111 It is important to note that 

although the majority of discussions in the literature invoke either the BO or the HT forms of 

vibronic coupling, both may be active in a given system since separating these coupling 

mechanisms experimentally remains challenging. Ongoing research in this regard is necessary to 

clarify physical models for vibronic phenomena in chemistry. 

1.5. Optical methods for creating and probing coherence in chemistry 

Spectroscopic experiments play a vital role across the scientific disciplines, often by 

providing rich structural and dynamical information about systems ranging from single atoms and 
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molecules14, 112-115 to bulk materials. Moreover, spectroscopic techniques are ubiquitously used to 

study coherence effects in chemistry. In fact, spectroscopic signals themselves are completely 

dependent on light-matter interactions with well-defined phase relationships and, in many cases, 

coherence of the electromagnetic field(s).12, 116, 117 Awarded the 1999 Nobel Prize in Chemistry for 

his contributions to the field of femtochemistry, Professor Ahmed Zewail noted that the coherence 

concept and the connections between coherence of classical light fields and that of molecular states 

forms the very foundation for time-resolved measurements of chemistry on the nano to 

femtosecond scales.11 The use of coherence in spectroscopy ultimately serves to push a quantum 

mechanical system away from equilibrium to a highly localized configuration. By probing 

chemical dynamics that ensue from a localized initial state, one can effectively measure a 

distribution of single-molecule trajectories that would otherwise be obscured by the randomly 

phased ensemble.11 

The intrinsic connections between spectroscopic experiments and numerous coherence 

contexts can generate confusion and ambiguity. As we discussed in Section 1.4.1, properties of 

both the laser light and the molecular systems are important to studies of coherence phenomena;27 

great care must be taken to convey the extent to which these ingredients are being referred to in 

communication of scientific results.1 For example, a phrase such as “electronic coherence between 

the ground and excited states of a light-harvesting complex” may be interpreted as being counter-

intuitive and groundbreaking, when in actuality, this phrase can describe the common process of 

linear absorption. 

The sheer breadth of spectroscopy experimentation is not addressable in a single thesis. 

We instead cover some foundational concepts, such as the macroscopic polarization, and then 
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explore several important techniques to studies of coherence in chemical properties and dynamics. 

In this holistic approach to clarifying the connections between coherence phenomena and 

experimental methods, we refer often to previous review articles to supplement the rigorous 

technical details. 

1.5.1 Coherence of the macroscopic polarization and molecular response 

Most spectroscopic techniques operate in the perturbative limit, though non-perturbative 

processes are more important when the field strengths are intense.117 Here, we restrict the 

discussion to techniques that probe chemical ensembles with strong (classical) perturbing fields. 

Spectroscopic experiments fundamentally rely on the ability to launch, steer, and probe a 

macroscopic polarization within a sample.117 Imagine a purely electronic ensemble of molecules 

that all have electron density residing in the ground state at thermal equilibrium (density matrix is 

diagonal in the energy eigenstate basis). Perturbation by light equates to an electromagnetic field 

coupling two eigenstates of the system Hamiltonian, where the energy separation of the states is 

resonant with the carrier frequency of the incident field. This coupling drives oscillation of electron 

density between the ground and excited electronic states for each molecule, or rather it launches a 

macroscopic polarization). Subsequent light matter interactions can perturb this polarization 

further from equilibrium. In the perturbative limit, the polarization (P(t)) driven by n 

electromagnetic fields (En(t)) is written as 

  𝑃𝑃(𝑡𝑡) = 𝑃𝑃0 + 𝜖𝜖0�𝜒𝜒�(1)�𝐸𝐸(𝑡𝑡) + 𝜒𝜒�(2)�𝐸𝐸2(𝑡𝑡) + ⋯� Eq. 6 

  = 𝑃𝑃0 + 𝑃𝑃1(𝑡𝑡) + 𝑃𝑃2(𝑡𝑡) + ⋯ Eq. 7 

 
where P0 is the polarization in the absence of the external electric field (E(t)) and χ(n) is the nth-

order optical susceptibility, which is a property of matter that describes amplitude of the 
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polarization within a material that is induced by incident electric fields.117 Eqs. 6 and 7 assume 

that the medium is isotropic (an assumption that also guarantees that χ(n) vanishes for even orders 

of n). As n increases, the amplitude of the polarization (Pn(t)) decreases, which makes the signals 

from optical processes increasingly difficult to measure as the number of participating electric 

fields (power of E) grows.117 Linear optical processes, such as steady-state absorption, are 

therefore the least technically challenging to harness for measurement of chemical and material 

systems. 

For a nth-order spectroscopic experiment, the light-driven quantum coherence evolves over 

n time periods, which occur between light-matter interactions that, in the impulsive limit, are often 

assumed as a delta function in the time domain. Using a perturbative expansion of the density 

matrix,51 the general nth-order polarization is written as 

 

 𝑃𝑃(𝑛𝑛)(𝑡𝑡) = � 𝑑𝑑𝑡𝑡𝑛𝑛
∞

0
� 𝑑𝑑𝑡𝑡(𝑛𝑛−1)

∞

0
⋯� 𝑑𝑑𝑡𝑡1

∞

0
𝐸𝐸(𝑡𝑡 − 𝑡𝑡𝑛𝑛)𝐸𝐸�𝑡𝑡 − 𝑡𝑡𝑛𝑛 − 𝑡𝑡(𝑛𝑛−1)� ⋅ ⋯

⋅ 𝐸𝐸�𝑡𝑡 − 𝑡𝑡𝑛𝑛 − ⋯− 𝑡𝑡(1)� ⋅ 𝑅𝑅𝑛𝑛(𝑡𝑡𝑛𝑛,⋯ , 𝑡𝑡1) 

Eq. 8 

 

 𝑅𝑅𝑛𝑛(𝑡𝑡𝑛𝑛,⋯ , 𝑡𝑡1)  =  −(−
𝑖𝑖
ℏ

)𝑛𝑛 ⟨ 𝜇𝜇(𝑡𝑡𝑛𝑛 + 𝑡𝑡𝑛𝑛−1 + ⋯+ 𝑡𝑡1)[ 𝜇𝜇(𝑡𝑡𝑛𝑛−1 + ⋯

+ 𝑡𝑡𝑛𝑛),⋯ [𝜇𝜇(0),𝜌𝜌(−∞)]⋯ ] ⟩ 

Eq. 9 

 
where Rn(t) is the time-domain molecular response function describing free-evolution of the 

density matrix under the system Hamiltonian. After n perturbations and periods of free-evolution, 

Pn(t) emits a signal field (Esig(t)) at a time τn+1 (equivalent to calculating the expectation value of 
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the transition dipole operator), which can then be detected an analyzed for amplitude and phase 

information.  

We note that the macroscopic polarization itself is a coherence phenomenon in numerous 

contexts: It arises from the time-evolution of off-diagonal density matrix elements with reference 

to the phase of the driving field(s) and is probed through emission of a coherent signal field. 

Furthermore, the signals detected from the macroscopic polarization provide rich information 

about energy- and time-scales characteristic of the system and system-bath Hamiltonians. This 

information expands as the number and effect of free-evolution periods are resolved in the detected 

signal. These insights enable research capabilities such as the interpretation of chemical reaction 

mechanisms, characterization of functional molecular-scale interactions, identification of 

coherence effects in chemistry.11 The hierarchy of coherence in spectroscopic experiments 

demonstrates that coherence is not only a property of electromagnetic waves, coupled molecules, 

dynamics, etc. that can be identified and quantified, but a tool by which experimenters can probe 

chemical physics at the molecular scale. 

The network of ways that coherence manifests in spectroscopic experiments reiterates the 

importance of communicating as clearly and specifically as possible when discussing 

measurements of coherence. For example, off-diagonal density matrix elements are commonly 

trivial and requisite for generation of a measurable signal; they even underpin basic absorption 

experiments. Measuring the UV/visible absorption spectrum of a sample using an incoherent white 

light source, such as a lamp or the sun, entails the creation of off-diagonal density matrix elements 

between the electronic ground and excited states. Though the radiation source (E(t)) in this 

example is completely incoherent, the macroscopic polarization it generates evolves with a fixed 
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phase with respect to E(t), such that the emitted field, Esig(t), destructively interferes with E(t) and 

indicates that the sample has absorbed photons.51 Note that the detector in this example need not 

solely be a device, but could instead be a biological camera such as the human eye. 

1.5.2 The interchangeability of the time and frequency domains 

Spectroscopic methods can be equivalently described in either the time or frequency 

domain.51, 116, 117 In general, experimental apparatuses are designed to detect signals as a function 

of whichever of these domains is most practical (e.g., expense, time, lab space, etc.). For example, 

linear technique of Fourier transform infrared (FTIR) absorption uses interferometry to measure 

spectra the time domain, which are subsequently Fourier transformed to the frequency domain to 

indicate absorption of light (by vibrational coherences launched by a single light-matter 

interaction) as a function of frequency. This is directly analogous to the free induction decay (FID) 

that is Fourier transformed to obtain nuclear magnetic resonance (NMR) spectra. As we cover 

various nonlinear techniques in the subsequent sections, recall that domains that the signals are 

represented and analyzed in are profoundly linked to the type of information that is sought and/or 

practically accessible. 

1.5.3 Two-dimensional electronic spectroscopy 

The order of a spectroscopic technique equates to the number of independent dimensions 

that are needed to fully resolve Rn(t) in time/energy space. Therefore, the depth of information 

provided by a given technique tracks with the number of driving fields, n. Table 1.1 provides a 

comprehensive summary of linear and nonlinear spectroscopic techniques that are commonly used 

to study chemical properties and processes. Due to practical difficulties in measuring signals from 

nth-order techniques with n > 5, we focus on the those with n ≤ 5. Though nonlinear techniques 
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involving the second (χ2) and third-order susceptibilities (χ3) are both utilized extensively in 

numerous disciplines of research, the fact that even orders of χn vanish in isotropic media makes 

third-order techniques the most common in studies of bulk media. The techniques summarized in 

Table 1.1 differ in numerous ways beyond number of the driving fields (e.g., carrier frequency and 

pulse shapes, instrumentation, samples of interest, experimental geometry, etc.).  

Table 1.1. Phenomena arising from the optical susceptibility of orders n = 1, 2, 3, and 5. 
Representative references are included for each entry. 

χ(n) optical processes of order n 

χ(1) Absorption 
Refraction 

 
χ(2) 

second harmonic generation 117, 118 
sum- and difference- frequency generation117, 119 
optical parametric amplification, generation, and oscillation 117 

 
 
 
 
 

χ(3) 

four-wave-mixing spectroscopy 
transient absorption spectroscopy  
2D electronic spectroscopy120, 121 
2D infrared spectroscopy51 
2D electronic-vibrational spectroscopy108, 111, 122, 123 
2D vibrational-electronic spectroscopy111, 124  
femtosecond stimulated Raman spectroscopy125, 126  
transient grating spectroscopy127 
stimulated Raman scattering128 
third-harmonic generation129  
self-phase modulation 
optical kerr effect 

 
χ(5) 

two-dimensional impulsive stimulated Raman spectroscopy130, 131 
six-wave mixing femtosecond stimulated Raman132, 133 
2D resonance Raman spectroscopy134 
gradient-assisted multidimensional electronic Raman spectroscopy135 

 
 
 

In the study of coherent phenomena in chemistry, two-dimensional electronic spectroscopy 

(2DES) is a particularly notable third-order experiment. 2DES was pioneered by Jonas et. al. in 

the late 1990s and early 2000s,121, 136 not too long after the first experimental demonstration of 

two-dimensional infrared (2DIR) spectroscopy.137 The conceptual and technical development of 
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multidimensional optical spectroscopies (e.g., 2DES and 2DIR) proceeded along strong 

foundations formed by nuclear magnetic resonance (NMR) methods.138 While 1D NMR reports 

predominantly on the properties of distinct nuclear spin species, 2D NMR reveals additional 

information about spin-spin couplings that are obscured within the 1D experiment. Similarly, 

2DES provides the same information that the one-dimensional analogue, transient absorption 

(TA), affords, as well as additional insight clarified by resolution over the excitation frequency 

domain.120, 138 Note that for 1D and 2D optical experiments with identical pulse spectra and 

characteristics, summation over the excitation axis of the 2D dataset will match exactly to the 1D 

data. The key element to note here is that while the 1D experiment theoretically contains all the 

same signal contributions as the 2D experiment, the interference of signals due to summation of 

the data over the excitation frequency axis obscures, and sometimes completely removes, 

information that may be clear with full resolution over the excitation and detection frequencies. 

Numerous works cover the fundamentals of multidimensional optical spectroscopy 

methods,120, 138 as well as 2DES specifically.120, 139 Here, we briefly cover the concepts and nature 

of the results generated from 2DES experiments, especially with regard to how 2DES has emerged 

as a key probe of coherence in chemistry. Figure 1.12A and B show an example 2DES 

measurement in the time- and frequency domains, respectively. We note that these diagrams are 

produced in the energy eigenstate basis of the system Hamiltonian, and we have also assumed the 

impulsive limit. The bottom portion of Figure 1.12A illustrates a wave mixing energy level 

(WMEL) diagram for a four-level system (4LS), where the arrows each indicate a light-matter 

interaction and the time between each of these interactions represents a period of free-evolution of 

the system. The 4LS used here is a direct extension of the exciton Hamiltonian described in Figure 
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1.6 (Section 1.4.2). Here, the lowest energy state (|𝐺𝐺⟩) is the electronic ground state shared by the 

two excitonic excited states (|𝐸𝐸+⟩ and |𝐸𝐸−⟩). The |𝐹𝐹⟩ state is the doubly excited exciton state. For 

simplicity, we assume this toy model to capture an ensemble of molecular dimers held within an 

arbitrary bath that we capture phenomenologically. 

The time-domain 2DES measurement of this model system, as shown in Figure 1.12A, 

begins at time τ1 with a resonant interaction between the pump electric field (E1,pump) and the ⟨𝐸𝐸−| 

← ⟨𝐺𝐺|   transition. This interaction generates an off-diagonal density matrix element between |𝐺𝐺⟩   

and ⟨𝐸𝐸−|, which is referred to as a single quantum coherence (SQC), as the superposition exists 

between two states with different electronic quantum numbers. The presence of the SQC is 

indicated by the damped oscillation (dark blue), which dephases due to system-bath interactions 

along the time delay between the two pump pulses (t1) (often referred to as the coherence time). 

Note that the SQC present during t1 is identical to that which is present during a linear absorption 

Figure 1.12.  Time- and (B) frequency-domain representations of a two-dimensional electronic spectroscopy 
(2DES) measurement on an excitonic dimer system. 
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measurement. We additionally note that the electronically excited portion of the SQC occurs on 

the bra side of the density matrix in this example, as indicated by the dashed vertical arrow in the 

bottom of Figure 1.12A.  

For the purpose of latter discussions of coherence as measured by 2DES, the example 

signal generation pathway illustrated in Figure 1.12A (lower) exhibits coherences during each time 

delay. Note that this is but one example of the many possible Liouville pathways for this system. 

At τ2, the second pump pulse (E2,pump) pushes |𝐺𝐺⟩ to |𝐸𝐸+⟩, after which point the system is described 

as a superposition between both excitonic states (which is referred to as a zero quantum coherence 

(ZQC) since the superposition exists between states that do not differ in electronic quantum 

number). The ZQC (light blue damped oscillation) evolves along the pump-probe time delay, or 

the waiting time (t2). A third light-matter interaction at τ3 from the probe pulse (E3,probe) returns the 

system to a SQC between |𝐸𝐸−⟩ and ⟨𝐺𝐺| , which evolves along the so-called rephasing time (t3). 

Lastly, the macroscopic polarization P(t) emits a signal field at τ4, which by convention always 

occurs on the bra side.12 

Figure 1.12B illustrates frequency-domain spectra obtainable from linear absorption, 

2DES, and TA measurements of the toy model in the lower part of Figure 1.12A. The shaded green 

trace at the top shows the linear absorption (A), with units of optical density (OD), as a function 

of pump energy (ω1) and features two peaks, which originate from the two exciton transitions. The 

x-axis aligns with the pump energy (ω1) x-axis of the absorptive 2DES spectrum because the x-

dimension of both plots indicates the energy spectrum of the first SQC shown in Figure 1.12A. 

Both the 2DES and TA spectra in Figure 1.12B resolve the signal along the probe energy 

dimension (ω3), which reports the energy content of the terminal SQC prior to emission of a signal 
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photon. Note that the ω1 and ω3 axes emerge from Fourier transformation (FT) of the t1 and t3 

domains (see Section 2.5.2). In contrast to 2DES, TA does not resolve the ω1 dimension. Hence, 

the 2DES spectrum at a constant t2 value shows six differential absorption (∆A) features whereas 

the TA trace reveals only three. The TA spectrum is equivalent to the summation of the 2DES 

spectrum along the pump axis, which will remain true as long as the pulse frequency spectra for 

both techniques remain identical. Note that the ∆A unit emerges as both techniques measure the 

difference in absorption detected with and without the pump pulse present. 

Both 2DES and TA exhibit features of negative (blue) and positive (orange/red) value, 

which indicate the phase of the signal field emitted at τ4. The non-rephasing, stimulated emission 

(SE) pathway shown in the WMEL diagram in Figure 1.12A radiates a signal field in-phase with 

E3,probe and therefore appear negative in ∆A space. Moreover, the energies of the first and last light-

matter interactions (arrows) of Figure 1.12A indicates that this WMEL generates signal on the 

diagonal of the 2DES spectrum at (ω1 = E1, ω3 = E1). Both SE and ground-state bleach (GSB) yield 

negative ∆A features as the detector “sees” more light with the pump present compared to without. 

In contrast, excited-state absorption (ESA) signals are positive in sign and originate from FWM 

pathways involving higher-lying states that are not visible in the linear absorption measurement 

(|𝐹𝐹⟩  in this example). 
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The crosspeaks that occur between diagonal peaks in the 2DES spectrum in Figure 1.12B 

are the quintessential features that distinguishes TA and 2DES results.54 For example, Figure 1.13 

illustrates that at early waiting times (t2 ≈ 0), crosspeaks are evident between excitonic states |𝐸𝐸+⟩ 

and |𝐸𝐸−⟩ in the 2D spectrum (left).54, 120 In contrast, as the system evolves over the waiting time 

(right spectrum), new peaks emerge that indicate chemical transformation. Growth of the 

crosspeak between |𝐸𝐸+⟩ and |𝐸𝐸−⟩ in the 2D spectrum in Figure 1.13 signifies downhill energy 

transfer between these states. Other crosspeaks may emerge, such as the positive peak below the 

diagonal that corresponds to ESA from the photochemical product |𝑃𝑃⟩ state, which could be a 

charge-transfer (CT) or excimer species, for example. 120, 139 

Figure 1.13.  An energy level diagram (left) detailing electronic ground (G), singly (E+ and E-), and doubly (F) 
excited states, along with a photochemical product (P) and an associated high-lying excited state of the product 
(P’). At early waiting time delays (t2 ≈ 0), the 2D spectra for this model exhibit diagonally elongated peaks where 
the diagonal and anti-diagonal widths indicate the extent of inhomogeneous and homogeneous broadening, 
respectively. Cross-peaks at t2 ≈ 0 reveal couplings, such as the Coulombic coupling that yields the exciton states 
E+ and E-. With increased waiting times (t2 > 0), the amplitudes and shapes of the spectral features evolve due to 
processes such as spectral diffusion and energy transfer. Evolution along a chemical reaction coordinate 
(production of P) can lead to new excited-state absorption pathways and the appearance of new positive-signed 
features.  
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The waiting time dependence of 2DES spectra can also originate from spectral diffusion 

processes,120, 139-141 which refers to the timescales over which the photoexcited wavepacket 

experiences sources of inhomogeneous broadening. At t2 = 0 in Figure 1.13, the macroscopic 

polarization generated by the pump pulse has experienced zero evolution over the waiting time. 

Hence, while energy is pumped into the system according the spectral overlap of the pump and the 

inhomogeneously broadened sample absorption profile, the anti-diagonal linewidth is solely 

impacted by homogeneous broadening. The effect is that 2D spectra at early waiting times appear 

elongated along the diagonal direction (left spectrum in Figure 1.13). As the waiting time increases 

(right spectrum) and the polarization experiences sources of inhomogeneous broadening, the 

features of the 2DES spectra approach a circular shape (equal linewidth in both the diagonal and 

anti-diagonal directions). 

1.5.4 Wavepackets and quantum beats 

While 2DES is capable of measuring quantum coherence between adiabatic states through 

the presence of crosspeaks, the broad linewidths of electronic and vibronic transitions often hinder 

the visibility of crosspeaks, especially for room temperature measurements.139 Fortunately, the 

evolution of 2DES spectra along the waiting time offers additional insight into coherence 

phenomena through the observation of quantum beats.15 Quantum beats are intensity oscillations 

in spectroscopic signals that originate from superpositions of energy eigenstates, which are also 

often referred to as wavepackets.22 Because the observation of quantum beats requires coherent 

preparation of wavepackets by a coherent light source,11, 15 many have questioned the utility of 

such studies in learning about chemistry that occurs under incoherent illumination (e.g., 

photosynthesis).1 The primary source of these tensions is the placement of too much emphasis on 
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the physical existence of quantum beats rather than the information that their artificial preparation 

and evolution affords. The ability to use coherent fields to prepare wavepackets of molecular states 

is the core discovery that launched the development of femtochemistry.11 Zewail writes 

“Molecular wave functions are spatially diffuse and exhibit no motion. Super- 

position of a number of separate wave functions of appropriately chosen phases 

can produce the spatially localized and moving coherent wave packet. The packet 

has a well-defined (group) velocity and position, which now makes it analogous 

to a moving classical marble, but at atomic resolution, and without violation of 

the uncertainty principle... Unless molecular and ensemble coherences are 

destroyed by intra- and/or intermolecular perturbations, the motion is that of a 

single molecule trajectory. This powerful concept of coherence lies at the core of 

femtochemistry and was a key advance in observing the dynamics.” 

Quantum beats emerge in a variety of spectroscopic techniques and are extraordinarily 

powerful tools for probing physical properties of a system and revealing non-trivial coherence 

effects in chemical processes. The types of information provided by quantum beats depends on the 

nature of the wavepackets being prepared and the time and frequency scales over which they are 

probed. For example, vibronic wavepackets generated in TA and 2DES in the UV/visible/NIR 

wavelength regimes yield quantum beating signals containing information about vibrational 

frequencies,15 Franck-Condon factors,15, 142 energy gaps between vibronic states,143, 144 and 

dynamic solvation timescales.145, 146 Electron spin wavepackets produced in pulsed electron 

paramagnetic resonance (EPR) spectroscopy experiments manifest quantum beats in the signals 

that oscillate with a period proportional to the average distance between charges of a radical 
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pair.147-149 Quantum beats in time-resolved femtosecond stimulated Raman spectroscopy 

(FSRS)132 and two-dimensional impulsive stimulated Raman spectroscopy (2D-ISRS)130, 131 stem 

from vibronic wavepackets and reveal quantum mechanical couplings between vibrational modes. 

For the sake of brevity, we limit our exploration of quantum beats in the following discussion to 

2DES and TA measurements. 

Figure 1.14 illustrates the distinctions between population (Figure 1.14A) and coherence 

(Figure 1.14B) dynamics in 2DES data.150 The upper left portion of both Figure 1.14A and B 

illustrates WMEL diagrams for an arbitrary three level system, which correspond to the Feynman 



Chapter 1: Introduction  83 
 

diagrams shown to the right. Note that each Feynman diagram, which represents a single Liouville 

pathway of the system,116 illustrates the evolution of the density matrix as a function of time 

(moving upward) and perturbation by impulsive light-matter interactions between each tn interval. 

Population dynamics emerge from evolution of the diagonal elements (ρnn) of the density matrix 

Figure 1.14.  Example representations of (A) population and (B) coherence dynamics. Both (A) and (B) provide 
an example WMEL diagram (upper left), Feynman diagram (upper right), transient differential absorption signal 
(∆A) (lower left), and the corresponding peak as measured by 2DES (lower right). The insets of the ∆A(t2) plots 
indicate the functional form of the dynamics as well as the relevant entry of the density matrix. Each diagram is 
represented in the energy eigenstate basis. Portions of this figure were inspired by Collini and coworkers.2 
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in the energy eigenstate basis. These track as non-oscillatory transients in the 2DES signal (lower 

left portion of Figure 1.14A) that are characterized by a lifetime parameter (τ). In contrast, the 

evolution of coherences (ρnm) manifests as a complex-valued exponential function (lower left of 

Figure 1.13B), which oscillates with a period related to the energy separation between eigenstates 

n and m and dephases on timescales dictated by population evolution and/or system-bath 

interactions (φ). The example population and coherence pathways illustrated by Figure 1.14 impact 

2DES spectra in distinct locations, as shown by the lower right plots of both Figure 1.14A and B. 

Note that populations and coherences can impact both diagonal and off-diagonal signals; Figure 

1.14 simply shows one possible case for both. 

Quantum beats in 2DES signals alone have a wide range of distinguishing characteristics 

that provide different, yet complementary pieces of information about chemistry. For example, 

analysis of purely rephasing and/or non-rephasing 2DES signals, which are complex valued, yields 

the Fourier power of both negative and positive beat frequencies.150-153 Song and coworkers151 

have shown the positive beat frequencies in the rephasing portion of the 2D signal can reveal beats 

from purely excited-state wavepacket evolution. Moreover, the amplitude distribution of quantum 

beats with respect to the excitation and emission frequencies in 2DES datasets is well-known to 

provide a wealth of information about upon the nature of the wavepackets driving the quantum 

beats.15, 16, 154 A review from Dean and Scholes15 demonstrates how the amplitude distribution of 

beats are examined by so-called quantum beatmaps after signals from population evolution are 

removed from 2DES data. Work from Butkus et al.154 established that chemical systems well-

described by the displaced harmonic oscillator Hamiltonian manifest markedly different quantum 

beatmaps than those from a purely electronic dimer. Schematics of these two models are shown in 
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the top row of Figure 1.15. The middle row of Figure 1.15 illustrates the general process of 

separating quantum beat signals from population dynamics, followed by Fourier transformation 

along t2 to the ω2 domain. In contrast to analyzing beats in the purely absorptive 2DES signals, 

focusing the analysis on the rephasing (photon-echo) and non-rephasing (free induction decay) 

signals enables unique insight to be gained from both positive and negative beat frequencies. The 

fundamental meanings and methods for separating rephasing and non-rephasing signals are 

discussed at length elsewhere,120 as well as in Section 2.5.1 and Chapter 6. The utility of this 

characteristic is evident in the lower row of Figure 1.15, where the positive and negative frequency 

quantum beatmaps share several distinctions with each other and also between both molecular 

models (displaced harmonic oscillator and electronic dimer). Many have used these distinction in 

2DES quantum beatmaps to assess the vibrational versus electronic (or mixed vibronic) character 

of quantum beats from natural143, 155, 156 and artificial144, 157-161 light-harvesting systems. 
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Peaks in quantum beatmaps have also been used to observe coherence transfer 

processes,153, 157, 162 which indicate movement of reactant wavepackets to product-regions of the 

Figure 1.15.  Energy level diagrams for the displaced harmonic oscillator (upper left) and electronic dimer (upper 
right), along with a schematic illustration of the procedure for separating and analyzing the Fourier power of 
quantum beats. The bottom row shows cartoon quantum beatmaps for both molecular models, as predicted with 
Liouville pathways. Details of the beatmap features are clarified by a key included at the top of the lower row. 
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potential energy surface with maintained phase. These details can provide information about the 

mechanism of photochemical processes, such as key vibrational motions that lie at least partially 

along the reaction coordinate. On the other hand, numerous studies have observed instances of 

impulsive excitation of vibrational coherences by ultrafast charge transfer (CT) processes.163-165 In 

other words, the extremely short rate for CT results in production of wavepackets on the product 

surface, similar to how an ultrashort laser pulse prepares reactant wavepackets. Evidence for 

coherence transfer and impulsive reaction events observed through either 2DES or TA are often 

corroborated by short-time Fourier transformation (STFT) and/or wavelet transform (WT) 

analyses to reveal the time-evolution of beat frequencies, which Volpato and coworkers have 

described at length.166, 167 These analyses have been used to reveal timescales for inhomogeneous 

broadening,168 chemical exchange,165 and production of optically dark intermediates.169 

A key takeaway of this section is that quantum beats are dependent on parameters both 

from the molecular system as well as the measurement apparatus. When viewed through the 

expectation value of the transition dipole operator of a molecular ensemble, a prerequisite for 

observing quantum beats is interaction between the system and a coherent source of light, such as 

a pulsed laser. This is because any unitary evolution driven by a purely incoherent light source 

evolves with random phase and therefore does not survive the calculation of an ensemble average. 

Hence, it is extremely unlikely (and some argue impossible) to observe quantum beats in signals 

emitted ensemble dynamics driven by sunlight, for example. Since quantum beats can only be 

measured when a system is placed in a non-equilibrium initial condition with a well-defined phase, 

quantum beats are dependent on coherence of the measurement apparatus itself, including the 

duration and spectral bandwidth of the laser pulses. 
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We reiterate that since coherent light sources are required to observe quantum beats,22 the 

coherent wavepackets that underlie quantum beats are not present in photochemistry driven by 

incoherent radiation such as sunlight. On the other hand, quantum beats are intrinsically connected 

to the eigenstates of the chemical system under investigation, and therefore are a powerful tool for 

probing these molecular properties. As we discuss in the following section, tensions have 

historically surfaced when the spotlight is focused too much on the physical existence of quantum 

beats rather than the information that their artificial preparation and evolution affords.19  

1.6. Coherence in natural photosynthesis 

Natural photosynthesis is an exemplary example of the exquisite machinery that nature has 

constructed through billions of years of evolution. Understandably so, photosynthesis has 

fascinated scientists across many fields of study for numerous generations.170 Decades of research 

have unveiled a detailed picture of the hierarchical structure (in time and space) of photosynthetic 

chromophore-protein complexes that serve as a conduit between the sun and key small-molecule 

nutrients on Earth. A vital design principle that photosynthetic organisms employ is bottom-up 

architecture. Here, interactions on the femtosecond timescale and nanometer length scale form the 

foundation of a network of antennas and reaction centers which enable the transport and 

repurposing of energy absorbed by the embedded chromophores. As this architecture is 

intrinsically dependent upon molecular-scale interactions, the role that quantum mechanics may 

play in guiding macroscopic photosynthetic light-harvesting is a long-standing question.1, 171 

Molecular excitons (Section 1.4.2) play important roles in natural photosynthesis.172, 173 In 

a purely electronic picture of a photosynthetic aggregate, each monomeric unit, typically a chlorin-

based chromophores (e.g. chlorophyll, bacteriochlorophyll, pheophytin, etc.), is described by 
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ground and singly excited electronic quantum states. As described earlier, the system Hamiltonian 

for a collection of chromophores is diagonal in the site basis when the molecules are spaced 

infinitely apart. However, as chromophores are brought to close proximity, as is found within 

natural light-harvesting aggregates, coupling between the individual electronic wavefunctions can 

yield off-diagonal elements of the site-basis Hamiltonian. Diagonalization of this purely electronic 

Hamiltonian reveals that the system eigenstates are linear combinations of the site-basis electronic 

wavefunctions. These states, which are delocalized across multiple chromophores, are referred to 

as excitons and are a clear example of how quantum coherence is employed by photosynthetic 

organisms.171 

In the 1990s, several reports of signal oscillations in time-resolved spectroscopy 

experiments raised new questions regarding the roles of coherence in photosynthesis.174 These 

signal oscillations are generally referred to as quantum beats (Section 1.5.4) and arise from 

evolution of eigenstate superpositions, such as those generated by ultrashort (tens of femtoseconds) 

laser pulses.15 For more information regarding quantum beats and spectroscopic probes of 

coherence, refer to Section 1.5. Note that while quantum beating signatures are a property of 

signals that emerge from the macroscopic polarization, they can reveal a wealth of information 

regarding coherence intrinsic to the Hamiltonian of a chemical system. As will become clear later 

in this section, the utility of quantum beating signatures is often obscured by the tendency of 

discussions to focus on the characteristics of the beats themselves rather than the system and/or 

system- bath couplings that they originate from. 

In 1993, Vos et. al. provided evidence for excited-state evolution of nuclear wavepackets 

occurring on similar timescales as electron transfer (ET) in a purple bacterium, Rhodobacter 
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capsulatus, mutant.175 The authors used near-infrared (NIR) pump-probe spectroscopy to launch 

electron transfer in the purple bacterium reaction center and found that several oscillations with 

varying frequencies (on the scale of 100 cm1) were present in the transient signals. Prior to this 

work, Vos et. al. had reported similar oscillations,176 but were unable to assign the dynamics to 

vibrational or electronic evolution. In their 1993 work, Vos et. al. leveraged the dependence of the 

beating amplitude on the probe wavelength to assign their origin to vibrational wavepackets on the 

electronic excited state of the bacterial reaction center. This type of analysis laid the groundwork 

for the more elaborate analyses of quantum beatmaps, which are discussed in Section 1.5.4. 

Subsequent reports found oscillatory features in transients from a variety of additional 

photosynthetic systems.177-181 We refer readers elsewhere13, 16, 182 for more detailed coverage of 

this expansive area of research. One of the first assignments of electronic coherence emerged from 

Savikhin et al. in 1997, where they studied optical anisotropies of FMO trimers.180 Though 

uncertainties regarding the roles of nuclear versus electronic coherence in photosynthesis already 

were evident in the 1990s, the majority of these works agree that the early-time dynamics within 

photosynthetic systems did not necessarily occur along completely thermalized population 

distributions, which the Förster description of photosynthesis relies upon.13 

It is important to note that coherence of the photosynthesis process was not inferred in the 

1990s by the observations of quantum beats. Instead, the focus largely remained on using the 

electronic structure information afforded by the quantum beats to examine the role of exciton 

localization in the primary events of photosynthesis.180 Concurrent with the optical measurements, 

the early 1990s also featured several reports of quantum beats in transient electron paramagnetic 

resonance (EPR) experiments performed on photosynthetic reaction centers.183-185 Together, these 
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works set the stage for decades-long debates concerning: (1) the underlying origin of these 

quantum beats as well as (2) the potential mechanistic role that quantum mechanical effects play 

in governing the function of both antenna and reaction center systems–the initial drivers of 

photosynthetic activity. 

A 2007 Nature publication from Engel et. al.186 proved extraordinarily influential to field 

of quantum biology and its popularization in the eyes of the general public. The authors examined 

the ultrafast dynamics of energy transfer within the FMO photosynthetic complex using 2DES 

(Section 1.5.3), from which they observed “long-lived signal oscillations.” These persistent 

quantum beats were assigned to quantum coherence between electronic eigenstates.186 This 

assignment marked a departure from previous studies, which ascribed similar signals to nuclear 

wavepackets, and sparked heated debates1 over the origin107, 187 and mechanistic function23, 188 of 

the beating signals. As we will discuss below and throughout this dissertation, insights several 

years after the 2007 publication brought the vibrational underpinnings of the quantum beating 

signatures back to the forefront. 

While the issue of origin for the quantum beats was overcome in the mid- to late-2010s, 

the mechanistic interpretation of the beats remains to this day.1, 16 Engel et. al. postulated that the 

temporal persistence of the quantum beats indicates that nature evolved to protect and employ 

electronic coherence in FMO, possibly to boost the efficiency of harvesting incoherent sunlight. 

This train of thought implies the following physical insight: Superpositions of eigenstates underlie 

energy migration within photosynthetic complexes, regardless of the initial state prepared by the 

photoexcitation event. This claim was and remains quite controversial in the scientific 

community.1, 16 While it is widely accepted that quantum coherent couplings are leveraged in 
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natural photosynthesis via phenomena such as excitons,171, 172 the suggested functional importance 

of off-diagonal elements of the energy eigenstate density matrix faced significant skepticism.1, 16 

This is because in order for superpositions of eigenstates to be important in natural photosynthesis, 

they must exist independently from the nature of the excitation field.58 Time-resolved 

spectroscopies employ coherent pulses of light, in contrast to the incoherent sunlight that fuels 

photosynthesis in nature. Moreover, since electronic states couple to each other and the 

surrounding bath via numerous mechanisms across a significant frequency range (i.e. broad 

spectral density), electronic eigenstate coherence is predicted to survive for less than 100 fs at 

room temperature,156 which is corroborated by the broad homogeneous lineshapes one directly 

observes in time-domain 2DES spectra.188 Some groups hypothesized that photosynthetic 

complexes evolved protein scaffolding to shield eigenstate superpositions from the rapid 

decoherence effects of the bath.189-191 Despite several investigations into the encapsulating protein 

environment around Chl aggregates, 189-191 this hypothesis has yet to be supported by conclusive 

experimental evidence.16 In contrast, several experimental studies between 2014 and 2022 have 

shown that purely electronic coherences do indeed dephase on the timescale of 10s of fs at 

physiological conditions.156, 187, 192 

The report from Engel and coworkers186 in 2007 sparked a frenzy of research thrusts 

centering on examining quantum effects within complex, condensed-phase systems. Numerous 

reports of similar observations from additional photosynthetic complexes solidified interest in how 

quantum beats emerge from both photosynthetic antennas and reaction centers, as discussed 

elsewhere.13, 193 In 2011, Womick and Moran posited in a that coupling between nuclear and 

electronic degrees of freedom could explain the robust and efficient energy transport capabilities 
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of biological light harvesting frameworks (i.e., the origin of the quantum beating signatures is 

vibronic rather than purely electronic or vibrational).194 The authors elaborated that while 

heterogeneity in the local environments of individual chromophores in photosynthetic aggregates 

acts to hinder the survival of electronic coherence, this heterogeneity actually promotes vibronic 

coupling, a phenomenon which is discussed at length in Section 1.4.4. Two famous approximations 

in quantum mechanics, the Born-Oppenheimer (BO) and Condon approximations, rely on the 

assumption that electronic and nuclear degrees of freedom can be solved separately due to the 

drastic difference in the timescales for electronic versus nuclear evolution. These approximations 

are used ubiquitously to calculate the adiabatic potential energy surface. Nonetheless, Tiwari and 

coworkers107 found that the BO approximation can breakdown in the event of a near-resonance 

between the frequency of an anti-correlated pigment vibration and an electronic energy gap 

between two or more chromophores. The resulting non-adiabatic coupling acts to form highly 

delocalized states that are vibronic in nature. A key piece of evidence supporting their theory was 

the prediction of an off-diagonal quantum beating signature in experimental 2DES results that had 

not been accounted for with the prior, purely electronic frameworks.107 Compared to the case of 

purely electronic excitons, the spatial delocalization afforded by vibronic coupling (in combination 

with system-bath interaction strengths on a similar energetic scale) can open additional transport 

channels by which the excitation can navigate to the reaction center.13 Therefore, coherence driven 

by vibronic coupling is theorized to explain enhancements of energy transport rates and 

efficiencies compared to purely incoherent transport.58, 106, 195 

A better understanding of the vibronic exciton model and its effects on 2DES signals was 

fervently pursued after 2011.154, 160, 161 Butkus et. al. showed that quantum beatmaps (Section 1.5.4) 
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from a 2DES measurement should be markedly different depending on whether a displaced 

Harmonic oscillator or an electronic dimer are being probed.154 Refer to Figure 1.15 of Section 

1.5.4 and the associated text for further information. Readers can also visit several recent review 

articles15, 16, 139 that discuss quantum beatmaps. The separability of vibrational versus electronic 

molecular models based on their quantum beating patterns has been heavily relied upon, including 

in this dissertation (Chapters 5 and 6), in efforts to pin down the physical origin of quantum beats 

from natural and artificial photosynthetic systems. For example, Dean and coworkers143 revealed 

the presence of vibronic interactions in the light-harvesting complex phycocyanin 645 (PC645) by 

examining quantum beatmaps from the rephasing and non-rephasing portions of the third-order 

signal. Compared to the evolution of purely vibrational wavepackets, vibronic coherences 

increasingly modulate the off-diagonal and on-diagonal portions of the rephasing and non-

rephasing signals, respectively.143, 144, 154 Dean and coworkers observed this trend in the quantum 

beatmaps for PC645, which they reproduced in spectral simulations using the vibronic exciton 

model.143  

Theoretical tools for interpreting complex quantum beating signatures continue to be 

indispensable in efforts to understand coherence phenomena in natural and artificial light 

harvesting. Tempelaar and coworkers187 performed simulations using a Holstein-type Hamiltonian 

and found that the beatings observed in seminal 2DES experiments186 were primarily vibrational, 

rather than electronic, in nature. Since the simulation calculates all portions of the third-order 

response function separately, Tempelaar et al. were able to compare quantum beating signatures 

emerging from purely ground- (vibrational) and excited-state (vibronic or electronic) coherences. 

They observed that purely electronic coherences between excitonic states of FMO generate beats 
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with significantly less intensity and faster dephasing than beating from ground-state vibrational 

wavepackets. Using a similar theoretical framework, a joint theoretical/experimental study by 

Halpin et al.160 provided the first experimental evidence that vibronic coupling increases coherence 

lifetimes in comparison to purely electronic coherence. They also demonstrated that synergy 

between synthetic design and theory can enable experimental extraction of 2DES signals that 

selectively identify beating from vibronic states.160 Hauer and coworkers reported similar findings 

for coherences observed from quantum beats in the optical response of self-assembled j-

aggregates.161, 196 While the emerging consensus overwhelmingly suggested the vibronic origin of 

many of the observed signals, these conclusions rely completely on interpretation of spectra, as 

opposed to comparisons between rates or efficiencies of energy transfer. The role of quantum 

mechanical effects in photosynthesis continues to be an area of vigorous research. 

As a final comment, it is often not clear that the connections between vibronic coupling 

and natural photosynthesis emerged long before the controversy following Engel and coworkers’ 

2007 paper.186 For example, Skourtis and coworkers197 wrote in 1992 regarding the primary charge 

separation in photosynthetic bacteria: 

“We propose that this reaction may lie in a regime that is different from the traditional 

nonadiabatic (golden rule) regime... we propose that vibrational relaxation in the charge-

separated state might well compete with the rate of initial electron transfer. To describe such a 

regime, we abandon the nonadiabatic theory and suggest that in the case of this reaction, the 

vibronic mixings between initial and final vibronic states are of the same order of magnitude as 

the vibronic widths of the final states. When this is true, the transfer rate competes with relaxation 

in the final vibronic manifold." 
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Despite its clear relevance to widespread research thrusts over the subsequent three decades, this 

report has gone largely unrecognized in the 21st century (only six of 50 citations come after the 

year 2000, excluding self-citations, according to Google Scholar). 

1.7. Dissertation motivation 

Research motivated by coherence effects in biological photosynthesis has provided ample 

evidence that off-diagonal density matrix elements between excitonic states do not play a 

significant function in photochemistry driven under physiological conditions.16, 58, 156 Moreover, 

the predictions of transport rate enhancement106, 155 from vibronic coupling have yet to be 

experimentally validated, much less integrated into artificial light harvesters. Nonetheless, the field 

of quantum biology has sparked a re-examination of vibronic excitons and their influence on 

photochemical processes in synthetic systems. In comparison to biological architectures, the 

tunability and broad range of exotic photophysics exhibited by synthetic materials offer 

unprecedented opportunities to better understand and exploit vibronic coherence in molecular 

technologies. For example, by leveraging chemical synthesis alongside advanced experimental 

probes and theoretical models, Halpin and coworkers160 reported the first direct characterization 

of vibronic coherence, a feat that was not achieved in the context of biological samples until nearly 

four years later and with the help of meticulous experimental upgrades.156 This single example 

highlights the ability of synthetic, experimental, and theoretical collaborations to hasten studies of 

quantum coherence without relying completely on additional technological development.  

Despite the substantial progress that has been made in recent years toward understanding 

coherence effects in synthetic architectures, many questions surrounding the salient functions and 

governing factors of quantum coherence still remain. For example, organic photovoltaic 
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technologies rely on solid-state architectures, where excitations are prone to a broad distribution 

of intermolecular interactions and orientations. How and to what extent do key molecular-scale 

variables impact mixing between electronic and vibrational dynamics? Moreover, though vibronic 

coupling has been explored extensively in EET contexts, the function of this coupling in other 

useful photophysical processes, particularly those leveraged in synthetic photovoltaic 

technologies, remains comparatively opaque. A growing body of research suggests that both BO 

and HT vibronic couplings play non-trivial roles in a wide range of photophysical processes 

beyond energy transfer, such as singlet fission,158, 198-209 charge transfer,164, 210-218 and structural 

phase transformations.37, 219 This is an exciting area of research as several of these processes 

underlie the efficiency of emerging photovoltaic technologies. For example, symmetry-breaking 

charge separation (SB-CS) is a promising photochemical reaction to OPV devices, as SB-CS 

generates free charges with low driving force for charge separation (translating to less energy 

dissipated as heat).220, 221 As the driving force approaches the energy scale of vibrational 

frequencies,220 considerable effects from vibronic coupling may offer ways to control and optimize 

SB-CS dynamics. Understanding the generalized function(s) and tunable parameter space(s) of 

vibronic coupling in synthetic contexts is vital for designing next-generation photovoltaic and 

optoelectronic devices.19, 222 

Vibronic coupling, and excited-state coherences in general, are fragile. Experimental 

factors such as pulse compression, signal-to-noise ratio, stability of the laser and samples, and 

background signal from the electronic ground state all impede efforts to understand vibronic 

coherence. These factors are amplified by complexity at the molecular scale (e.g., energetic and 

conformational disorder, distributed kinetics, etc.), of which biological light harvesters and self-
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assembled macromolecular systems exhibit no shortage. The disconnect between the major 

developments in understanding vibronic coherence and actualization of its benefits owes in part to 

the lack of studies focusing on small molecular systems with high control over interchromophoric 

interactions. Thus, there is a need for investigations of well-defined, precisely tunable structures 

that feature small numbers of chromophores, such as dimers and trimers, from which design 

principles regarding larger light harvesting arrays can be developed. The present dissertation 

follows this bottom-up approach through investigations of vibronic coherence in model synthetic 

systems. 

1.8 Dissertation outline 

This dissertation aims to build upon current understandings of (1) factors that influence 

vibronic coupling in multichromophoric systems and (2) the roles of vibronic couplings in the 

photophysics of model organic assemblies. Chapters 2 and 3 describe in detail the experimental 

and theoretical tools, respectively, that we employed in the research covered by subsequent 

chapters. The translation of signals from multidimensional spectroscopy (both experimental and 

theoretical) into chemical insight requires extensive data processing and presentation. Chapters 2 

and 3 therefore serve as roadmaps for understanding the data and figures throughout this 

dissertation. While some readers may find nonlinear spectroscopy methods to be abstract, they 

provide a unique manner of investigating the microscopic couplings that govern the eventual 

outcomes of energy deposited into a material. 

Chapter 4 investigates the nature of vibronic coherences in rigid cyclophane architectures 

that each hold two perylenediimide (PDI) monomers in a close-packed, cofacial geometry. We 

discuss the possible influence on quantum beats from distortions mediated by Van der Waals 
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forces between the π-stacked PDIs, as opposed to vibronic enhancement of beating signals. The 

observations drawn from 2DES measurements in this work are supplemented by FSRS 

experiments and DFT computations, which is a combination used again in both Chapters 5 and 6. 

Chapter 5 assesses the mechanism of ultrafast (< 100 fs) singlet fission in a linear 

terrylenediimide (TDI) dimer, which appears to be influenced by multi-mode vibronic couplings. 

Interpretation of the 2DES results, in the context of a massive, multi-vibration Hamiltonian that 

treats both singlet and correlated triplet diabatic states, clarifies the nature of the state-mixing and 

ultrafast dynamics in this TDI system. 

Chapter 6 provides a thorough analysis, backed by theory and experiment, of how coupling 

between purely harmonic oscillators manifests directly in the quantum beating signatures from 

2DES measurements. We show that this coupling, which has been largely overlooked in prior 

experimental 2DES studies, can lead to the breakdown of a common assumption that is used to 

analyze excited-state coherence signatures. Experimental validation of this framework is based on 

measurements from several molecular dyes, including TDI and the non-fullerene acceptor ITIC. 

We conclude with Chapter 7, which offers a brief recap of the dissertation, along with a 

discussion of the outlook for future studies of vibronic coupling and coherence in organic 

molecular aggregates.  
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2.1 Introduction 

Spectroscopy is an indispensable experimental tool that scientists use to better understand 

the properties and behaviors of chemicals. This section overviews key detail of the equipment and 

analyses that enabled the molecular understanding discussed throughout this dissertation. As 

mentioned in the Acknowledgements, Drs. Eileen Foszcz and Aritra Mandal established the 2DES 

instrumentation in the Wasielewski lab and laid the foundation for the work presented in this 

dissertation. With unwavering help from Dr. Taeyeon Kim, James O’Connor, and Karen Ji, this 

instrumentation has advanced substantially over the years. 

2.2 Sample Preparation 

All measurements in this work were performed on solution-phase samples. Each analyte 

was dissolved in a solvent such that the maximum optical density of the solution in a glass cuvette 

(1 mm pathlength) was between 0.2 and 0.8. While depositing solution into a glass cuvette, we 

filtered the sample using 0.2 µm PTFE syringe filters to remove any macroscopic particulates 

(which tend to cause issues through scattering light). 

2.3 Steady-state spectroscopy 

Steady-state UV/Visible absorption spectra for room temperature solutions of each 

compound were collected by a Shimadzu UV-1800 spectrophotometer.  

2.4 Pulsed-spectroscopy 

2.4.1 Pulse characterization 

A commercial second-harmonic generation frequency resolved optical gating (SHG-

FROG) instrument (Mesa Photonics Inc.) was used to visualize transient absorption (TA) and two-

dimensional electronic spectroscopy (2DES) pump pulses in the time domain. We used this 
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information to determine chirp correction parameters (see Section 2.4.2) that engendered the 

shortest pulse duration obtainable. Figure 2.1 illustrates a representative SHG-FROG trace where 

the measured pulse width was approximately 10 fs. 

 

Polarization-gated frequency resolved optical gating (PG-FROG) measurements were 

performed to determine the frequency-dependent instrument response function between the pump 

and probe pulses under similar experimental conditions to those used in analyte measurements. 

These measurements were conducted with the dispersion-corrected pump pulse as the gate and the 

white-light supercontinuum as the probe (same beam geometry utilized for 2DES experiments, 

Section 2.4.2). We used a polarizer to minimize the probe intensity on the spectrometer and rotated 

the polarization of the pump pulse 45° relative to that of the probe. Both beams were spatially and 

temporally overlapped in a 1 mm cuvette filled with neat solvent. Figure 2.2 shows representative 

PG-FROG signal (pre-time zero signal subtracted) obtained for two spectral regions of interest to 

the measurements discussed in Chapter 4.  

Figure 2.1. An example SHG-FROG trace at 313 nm for the pump pulse overlaid with a Gaussian fit (FWHM = 
14.7 fs), indicating a pulse duration of approximately 10 fs. 
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2.4.2 Two-dimensional electronic spectroscopy 

For two-dimensional electronic spectroscopy (2DES) experiments, the 1040 nm 

fundamental output of a Yb:KGW regenerative amplifier system at 100 kHz (Spirit 1040-4, 

Spectra Physics, Inc.) to generate femtosecond pulses in a noncollinear optical parametric 

amplifier (Spirit-NOPA, Light Conversion Inc.) to be used for the pump. These pulses were 

frequency dispersed into a tellurium dioxide (Chapter 4) or quartz (Chapters 5 and 6) acousto-optic 

modulator (AOM)-based pulse shaper to create two time-ordered pulses from each input pulse and 

to correct for dispersion.52 In some experiments, masks to compensate for the frequency-dependent 

Bragg angle223 were employed to help compress the pulse. The two time-ordered pump pulses 

generated by the pulse shaper with coherence time delay (t1) were focused at the sample position 

with dispersion-corrected white light (WL) probe pulses spanning approximately 500-1000 nm. 

Figure 2.2. (A) OKE signal and example time-domain slices at (B) ω3 ~ 17000 cm-1 and (C) ω3 ~ 14000 cm-1 of 
the OKE trace overlaid with a Gaussian-shelf convolution fit (FWHM ~48 and 49 fs respectively). 
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2DES experiments were conducted in the pump-probe geometry using a commercial 2D 

spectrometer (2DQuickVIS, Phasetech Spectroscopy, Inc.). This apparatus is interfaced with 

Phastech’s QuickControl (QC) software. Unless otherwise stated, the pump and probe were 

parallel in polarization and the pump energy at the sample was approximately 10 nJ/pulse. Data 

were collected in the rotating frame and sampled along t1 with either a 3 or 4 fs step size (depending 

on the bandwidth of the pump pulse). The data with respect to t1were Fourier transformed in post-

processing (see Section 2.5) to produce the ω1 axis of the 2D spectrum, which thereby reflects 

energies provided to the chemical system via the pump pulses. For each t1, spectra that reflect the 

third order signal heterodyned with the probe are collected to create the ω3 dimension. The delay 

between the second pump and the probe pulses (the waiting time t2) is controlled by a digital delay 

stage.  

 

We used four-frame phase cycling to remove transient absorption and pump scatter 

background signals from the 2DES data. We collected data using each of the following relative 

pump phases (𝜙𝜙𝑖𝑖=1,2), where S indicates the raw signal on the CCD array: 

 𝑆𝑆1(𝜙𝜙1 = 0,𝜙𝜙2 = 0); 𝑆𝑆2(𝜙𝜙1 = 0,𝜙𝜙2 = 𝜋𝜋);  𝑆𝑆3(𝜙𝜙1 = 𝜋𝜋,𝜙𝜙2 = 𝜋𝜋);  𝑆𝑆4(𝜙𝜙1 = 𝜋𝜋,𝜙𝜙2 = 0) Eq. 10 

Figure 2.3. (a) Diagram of commercial 2D spectrometer (2DQuickVIS, Phasetech Spectroscopy, Inc.) and (b) a 
schematic for 2DES in the pump-probe geometry with time delays identified.   
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 𝑆𝑆1(𝜙𝜙1 = 0,𝜙𝜙2 = 0); 𝑆𝑆2(𝜙𝜙1 = 0,𝜙𝜙2 = 𝜋𝜋);  𝑆𝑆3 �𝜙𝜙1 = 0,𝜙𝜙2 =
𝜋𝜋
2
� ;  𝑆𝑆4(𝜙𝜙1 = 0,𝜙𝜙2 =

3𝜋𝜋
2

) Eq. 11 

Measurements with Eq. 10 yield absorptive 3rd-order signals de facto.50 In contrast, for 

measurements using Eq. 11, we used established methods to extract the absorptive, rephasing, and 

non-rephasing signals.50, 224 

We averaged between 1000 and 10000 laser cycles for each 2D spectrum depending on the 

sample optical density. To evaluate quantum beating signatures, series of spectra were collected 

as a function of t2. This delay was scanned from -100 to between 1500 and 2500 fs with a fixed 

timestep (between 5 and 10 fs depending on the project). Elements of data analysis for 2DES 

experiments are covered in Section 2.5. 

2.4.3 Femtosecond stimulated Raman spectroscopy 

FSRS measurements operate using the 800 nm, 35 fs fundamental output of a 

regeneratively amplified 1 kHz Ti:Sapphire laser system (Spitfire Pro XP, Spectra Physics, Inc.). 

The Raman pump is generated via a second harmonic bandwidth compressor pumping an optical 

parametric amplifier (SHBC/TOPAS-400, Light Conversion, LLC). The broadband WL Raman 

probe is produced by focusing the fundamental 800 nm light into an H2O/D2O mixture. The Raman 

pump was adjusted to approximately 2 μJ/pulse at the sample and parallel in polarization with the 

probe for the measurements described in this dissertation. Data were processed into Raman gain 

by dividing the heterodyned signal and probe spectrum with the Raman pump incident by the probe 

spectrum without the pump present. For excited-state experiments, a tunable actinic pump (ca. 1 

μJ/pulse) is generated via an optical parametric amplifier (TOPAS-C, Light Conversion, LLC). 

The polarization of the actinic pump was set at 54.7° (magic angle) relative to the Raman 

pump/probe to negate rotational effects. The timing between the actinic pump and Raman 
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pump/probe pair is controlled with a motorized delay stage. Samples for these experiments were 

prepared as described in Section 2.2, but with slightly higher concentrations (less than 200 μM) 

and in cuvettes with a 2 mm pathlength. 

2.5 Methods for analyzing 2DES data 

All data processing methodologies described here pertain to an original MATLAB 

package, MDS_EXP, located at our cited GitHub repository.225 The codes and sample data are 

available to all for use, modification, etc. Note that the documentation within the repository 

contains further information and more specific details for each piece of the code. Readers are 

implored to contact the author with any questions and/or issues with utilizing the toolbox. 

2.5.1 Generation of absorptive, rephasing, and non-rephasing signals 

 We process data output from QC using an original MATLAB toolbox.225 For 2DES 

measurements, QC output files of the type .SCAN, which reported intensities (S) as a function of 

CCD array pixel and phase cycling frame. We calculated absorptive differential absorption, 

∆A(t1,t2,ω3), from the phase cycling scheme in Eq. 10 using Eq. 12: 

 ∆𝐴𝐴(𝑡𝑡1, 𝑡𝑡2,𝜔𝜔3) =  −𝑙𝑙𝑙𝑙𝑙𝑙 �
𝑆𝑆1
𝑆𝑆2
∗
𝑆𝑆3
𝑆𝑆4
� Eq. 12 

where Si is the raw CCD intensity for frame i. For the phase cycling scheme in Eq. 11, consider 

the value ∆𝜙𝜙1,2, which represents the absolute value of the phase difference between the two pump 

pulses used in a single signal frame (Si=1,2,3,4). Eq. 11 indicates that ∆𝜙𝜙1,2 for frames S1, S2, S3, and 

S4 are 0, π, 𝜋𝜋
2
, and 3𝜋𝜋

2
, respectively. This is markedly different than for the scheme in Eq. 10, where 

∆𝜙𝜙1,2 for frames S1, S2, S3, and S4 are 0, π, 0, and π respectively. For both the schemes in Eqs. 10 

and 11, the difference between ∆𝜙𝜙1,2 for S1 and S2 (denoted as 𝜙𝜙12) is π, which is also true for S3 
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and S4 (𝜙𝜙34 = 𝜋𝜋). The key difference is that S3 and S4 are 90o offset from S1 and S2, respectively, 

for Eq. 11 (𝜙𝜙13 and 𝜙𝜙24 = 𝜋𝜋
2

 ), whereas there is zero offset between these frame pairings in Eq. 10 

(𝜙𝜙13 and 𝜙𝜙24 = 0). This difference enables the calculation two phase-offset differential absorption 

signals: 

 ∆𝐴𝐴0(𝑡𝑡1, 𝑡𝑡2,𝜔𝜔3) =  −𝑙𝑙𝑙𝑙𝑙𝑙 �
𝑆𝑆1
𝑆𝑆2
� Eq. 13 

 ∆𝐴𝐴𝜋𝜋
2
(𝑡𝑡1, 𝑡𝑡2,𝜔𝜔3) =  −𝑙𝑙𝑙𝑙𝑙𝑙 �

𝑆𝑆3
𝑆𝑆4
� Eq. 14 

Note that the ∆A(t1,t2,ω3) values at this stage are real-valued. We then perform an inverse Fourier 

transformation on the ∆A data of the form shown by Eqs. 13 and 14 along the ω3 dimension, which 

yields ∆A(t1,t2,t3). By setting all values for t3 < 0 fs equal to zero, we enforce causality and obtain 

the rephasing (R) and non-rephasing (NR) portions of the 3rd-order signal using Eq. 1550, 51, 224 

 ∆𝐴𝐴 𝑅𝑅
𝑁𝑁𝑁𝑁

(𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3) =  ∆𝐴𝐴0(𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3) ± 𝑖𝑖 ∗ ∆𝐴𝐴𝜋𝜋
2
(𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3) Eq. 15 

Note that the combination of the factor of i and the intrinsic 90o offset between the two ∆A terms 

in Eq. 15 leads to the expected 180o phase difference between the rephasing and non-rephasing 

signals.  Fourier transformation of the causal rephasing and non-rephasing signals along ω3 yields 

complex-valued ∆A(t1,t2,ω3) data that encode additional phase information not available by phase 

cycling with Eq. 10.50 We use this additional information in Chapter 6. 

2.5.2 Obtaining pump-energy resolution 

2DES spectra are most-commonly presented as a function of pump and probe energy, 

which requires Fourier transformation of ∆A(t1,t2,ω3) with respect to t1. This procedure involves 

multiplication of the data by a windowing function (Hanning in this work) to bring the end of each 



Chapter 2: Experimental instrumentation and methodology 108 
 

trace smoothly to zero.51 Without this step, the Fourier transformed data can display oscillatory 

artifacts. The data are then zero padded51 to a vector length of 28 prior to fast Fourier transformation 

(FFT) in MATLAB. For an example analyte, Figure 2.4 illustrates steady-state absorption (upper 

right), 3rd-order signals as collected in the time-domain (left column), and the final ∆A(ω1,t2,ω3) 

signal (lower right).  

 

 

 

 

Figure 2.4. Example experimental data at various stages of analysis. The sample steady-state absorption and 
pulse profiles are shown in the upper right, while the left column displaces the form of the 3rd-order signals as 
collected. The final 2DES signals as a function of pump and probe energy are shown in the lower right. 
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The frequency resolution (∆ω) along the pump domain is calculated using Eq. 16 

 ∆𝜔𝜔 = (𝑐𝑐 ∗ ∆𝑡𝑡 ∗ 𝑛𝑛)−1 Eq. 16 

where c is the speed of light, ∆t is the timestep, and n is the number of datapoints in the time-

domain vector (including any entries from zero padding). 

2.5.3 Separation of populations and coherences 

To isolate coherent dynamics in these studies, we fit population dynamics at each (ω1, ω3) 

coordinate to isolate the purely oscillatory residuals (Figure 1.8). This fitting is performed using 

one of two approaches: either with (1) offset exponential functions or (2) an existing package 

developed elsewhere to extract oscillation-associated spectra (OAS) in the context of acoustic 

phonons.226 Approach (1) follows the form: 

 ∆A(𝜔𝜔1,𝜔𝜔3, 𝑡𝑡2) = ∆A0 + �𝑎𝑎𝑖𝑖𝑒𝑒−𝑡𝑡2/𝜏𝜏𝑖𝑖  Eq. 17 

where ∆𝐴𝐴0 is the vertical offset, and ai and τi are the amplitude and time constant of component i, 

respectively. Waiting times contaminated by cross-phase modulation (typically those prior to 100 

fs) were not considered. We used between two and three exponential functions in Eq. 17 for fits 

of this form. One rapidly decaying exponential (< 300 fs) was necessary to capture population 

evolution from inertial solvent motion145, 146 as well as inter-exciton relaxation in the case of H-

aggregated dimers (Chapter 4).227 The second exponential function removed population evolution 

along a ca. 1 to 2 ps time component, which generally can be attributed to vibrational cooling and 

solvent reorganization. Fits to Eq. 17 were achieved by minimizing the sum of the square residuals 

with MATLAB’s fminsearch function. 

 The OAS package used by approach (2) is described in detail elsewhere.226 Notably, the 

OAS code fits both non-oscillatory and oscillatory kinetics.  To combat the occasional tendency 
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of rapid population dynamics to be fit as quickly dephasing, low-frequency oscillations, we 

included oscillatory components below a threshold frequency of 150 cm-1 within our population 

fits (in addition to the non-oscillatory components). We found approach (2) to be approximately 

an order of magnitude faster than approach (1), which is rate-limited by fminsearch. 

 For purely absorptive signals, population subtraction only requires a single pass of 

processing (i.e., the data are real-valued). In contrast, analyzing quantum beats in the rephasing 

and non-rephasing signals each requires two subtraction passes, one each for the real and 

imaginary portions of the data. We separated these components, processed them both as real-

values, and then recombined the isolated beats into complex vectors by multiplying the imaginary 

residuals by i and adding them to the real-valued residuals. 

After isolation from population kinetics, Fourier analysis of quantum beating traces with 

respect to the population time follows a similar procedure for that of the coherence time delay. 

However, these data are zero-padded to a length of 210. Since data between 0 and near-100 fs are 

truncated (to avoid cross-phase modulation artifacts), we input zeros as corresponding 

placeholders to ensure no systematic frequency shifts occur between scans.  

2.5.4 Power spectral analysis of quantum beats 

We assess quantum beats routinely through Frobenius norms and quantum beatmaps. 

Frobenius norms (Y) are calculated using Eq. 18, where the i and j indices correspond to indices 

of the probe and pump energy axes, respectively, as defined by a specified energy range in each 

dimension. 

 
𝑌𝑌 = ��� |𝑋𝑋𝑖𝑖𝑖𝑖|2

𝑗𝑗𝑖𝑖

 
Eq. 18 
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Frobienus norms serve to display the Fourier power of quantum beats as a function of ω2 for a 

window of pump and probe energies. As opposed to visualizing beats at single (ω1, ω3) 

coordinates, Frobenius norms minimize bias in the representation of beating signatures and 

improve the signal-to-noise ratio. 

Absorptive 2DES data are real-valued, so power spectra extracted from absorptive signals 

are symmetric about the zero-frequency. In other words, the positive and negative beat frequency 

regions contain identical information. In contrast, the complex rephasing and non-rephasing 

∆A(ω1,t2,ω3) signals yield power spectra with distinct information in the positive and negative 

frequency domains. This characteristic has been shown to be highly beneficial in the interpretation 

of wavepacket evolution on the ground- versus excited-electronic states.151 We expand on this 

utility in Chapter 6. 

2.5.5 Quantum beatmaps 

Plots of the quantum beat amplitude for a single frequency as a function of the pump and 

probe energy axes are known as quantum beatmaps (Figure 1.14, Section 1.5.4). We calculate and 

analyze these beatmaps at length in Chapters 4 through 6. Each quantum beatmap is calculated by 

defining a single ω2 center value and averaging the beating signal along the ω2 axis over a small 

window (ca. 10 cm-1) around the center frequency. This approach accounts for slight frequency 

shifts in Fourier peaks that can occur between different measurements. 

2.5.6 Diagrammatic summary 

 Figure 2.5 organizes the workflow described in Section 2.5 into a comprehensive diagram. 

Note that all procedures, notation, etc. correspond to our published software available at the cited 
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GitHub repository.225 Readers are also implored to contact the author with any questions and/or 

issues with utilizing the toolbox. 

 

Figure 2.5. Diagrammatic summary of the workflow for processing 2DES data, as described in Sections 2.5.1 
through 2.5.4. A key in the bottom left indicates the meaning of text within each box, as well as the color of the 
boxes. Images on the right side of the figure portray how simulated data look at each stage of the processing (the 
associated steps are shown with a green arrow). 
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3.1 Introduction 

Synergy between experimental and theoretical chemistry is powerful, especially in the 

context of nonlinear spectroscopy. This section overviews the foundations of theoretical and 

computational tools that we use throughout Chapters 4 to 6. This chapter describes the original 

MATLAB toolbox157, 228 that we developed to generate a Holstein-like Hamiltonian67, 205 with an 

arbitrary number of vibrations and subsequently time-propagate the system in response to 

electromagnetic perturbations. We developed this toolbox by drawing upon several previously 

described methodologies158, 160, 229 and thank Professor Roel Tempelaar for numerous helpful 

discussions and insights.  

The MATLAB codes discussed in this chapter are organized into a package named Optical 

REspOnse Simulator, or OREOS, which is available to all readers via a dedicated GitHub 

repository.230 OREOS contains further documentation detailing specific aspects of the underlying 

codes. Readers are implored to contact the author with any questions and/or issues with utilizing 

the toolbox.  

3.2 General formulation  

Figure 3.1 illustrates the generalized workflow for simulating optical spectra with OREOS. 

A vital prerequisite to spectra is calculation of the nth-order molecular response function, 

depending on whether the user desires linear absorption spectra or 2DES spectra. Working 

backwards through Figure 3.1, we see that the molecular response is fundamentally linked to the 

system Hamiltonian. OREOS is therefore constructed to allow for facile tunability at the levels 

underlying the system Hamiltonian (i.e., operators and basis sets). 
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We formulate basis sets and operators for all Hamiltonians using the occupation number 

representation, which means that different types of molecular systems can be modeled by adjusting 

the basis set formulation, generating quantum mechanical operators by reading the new basis set, 

and combining these operators as defined by a Hamiltonian equation. For example, the equation 

for a monomeric displaced harmonic oscillator (left side of Figure 3.2) is written as 

 𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 = 𝜀𝜀𝑐𝑐†𝑐𝑐 + 𝜔𝜔𝑏𝑏†𝑏𝑏 + 𝜔𝜔𝑐𝑐†𝑐𝑐[𝜆𝜆(𝑏𝑏† + b) + 𝜀𝜀𝜆𝜆†] Eq. 19 

where ε represents the singlet electronic transition energy, 𝑐𝑐†(𝑐𝑐) creates (annihilates) electronic 

quanta, 𝑏𝑏†(𝑏𝑏) creates (annihilates) vibrational quanta with frequency ω and Huang-Rhys factor λ2. 

The basis kets for this system are written as |𝐸𝐸, 𝜈𝜈⟩, 𝐸𝐸 and 𝜈𝜈 represent the electronic and vibrational 

quanta, respectively. To the right of the energy level diagram, Figure 3.2 illustrates the matrix form 

of the basis set for a displaced harmonic oscillator with two vibrational quanta on each electronic 

state. OREOS can then read this basis set to generate the electronic and vibrational ladder 

operators, which can then translate Eq. 19 into matrix form. Figure 3.2 illustrates these matrices, 

where red squares indicate matrix entries with non-zero values. This general approach applies to 

Figure 3.1. Diagrammatic workflow for the OREOS software package used to simulate spectroscopic signals. 
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the formulation of all other Hamiltonians discussed in Section 3.3, which are all available within 

the OREOS software. 

 

3.3 System Hamiltonians 

3.3.1 Multimode displaced harmonic oscillator (monomer) 

To account for multiple Franck-Condon (FC) active vibrations and higher-lying electronic 

states, we extend the Hamiltonian in Eq. 19 to include an arbitrary number of vibrations and a third 

electronic state. The time-independent system Hamiltonian is formulated as follows: 

 𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 = ∑ �𝜀𝜀𝑖𝑖𝑐𝑐𝑖𝑖†𝑐𝑐𝑖𝑖 + 𝜔𝜔𝑚𝑚 ∑ �𝑏𝑏𝑚𝑚
† 𝑏𝑏𝑚𝑚 + 𝑐𝑐𝑖𝑖†𝑐𝑐𝑖𝑖[𝜆𝜆𝑚𝑚,𝑖𝑖�𝑏𝑏𝑚𝑚

† + 𝑏𝑏𝑚𝑚� + 𝜀𝜀𝑖𝑖𝜆𝜆𝑚𝑚,𝑖𝑖
2 ]�𝑚𝑚 �𝑖𝑖     Eq. 20 

where ε represents the singlet electronic transition energy, 𝑐𝑐𝑖𝑖†(𝑐𝑐𝑖𝑖) creates (annihilates) electronic 

quanta for the manifold i (g = ground singlet, e = first excited singlet, and f = nth excited singlet 

states, respectively), 𝑏𝑏𝑖𝑖
†(𝑏𝑏𝑖𝑖) creates (annihilates) vibrational quanta for vibration m, with 

frequency ωm and Huang-Rhys factor λm,i2. We set εg and λm,g equal to zero to serve as reference 

points for the e and f electronic states. For all considered vibrations, we assume that the site-basis 

vibrational frequency is independent of the electronic configuration and that λm,f 2 = 2λm,e 2. As 

Figure 3.2. An example energy level schematic (left), basis set (middle), and matrix forms of each term within 
the system Hamiltonian for a displaced harmonic oscillator. 
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specified within each chapter, we use either five or ten vibrational quanta for all vibrations included 

in the system Hamiltonian. These values were selected to ease computational effort while still 

capturing the optical response of higher-lying vibronic states (as evident in the experimental 

results). 

3.3.2 Frenkel-exciton (FE) dimer 

Eq. 21 extends the Hamiltonian in Eq. 20 to a molecular dimer with electronic coupling: 

𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 = 𝜀𝜀�𝑐𝑐𝑛𝑛
†𝑐𝑐𝑛𝑛

𝑛𝑛

+ 𝐽𝐽 � 𝑐𝑐𝑛𝑛
†𝑐𝑐𝑛𝑛′

𝑛𝑛≠𝑛𝑛′

+  �𝜔𝜔𝑚𝑚,𝑛𝑛𝑏𝑏𝑚𝑚,𝑛𝑛
† 𝑏𝑏𝑚𝑚,𝑛𝑛 + 𝜔𝜔𝑚𝑚,𝑛𝑛𝑐𝑐𝑛𝑛

†𝑐𝑐𝑛𝑛[𝜆𝜆𝑚𝑚,𝑛𝑛(𝑏𝑏𝑚𝑚,𝑛𝑛
† + 𝑏𝑏𝑚𝑚,𝑛𝑛) + 𝜀𝜀𝜆𝜆𝑚𝑚,𝑛𝑛

2 ]
𝑚𝑚,𝑛𝑛

 

Eq. 21 

where ε represents the singlet electronic transition energy of the isoenergetic monomers 

(homodimer), 𝑐𝑐𝑛𝑛†(𝑐𝑐𝑛𝑛) creates (annihilates) electronic quanta on molecule n (n = 1, 2), 𝑏𝑏𝑚𝑚,𝑛𝑛
†�𝑏𝑏𝑚𝑚,𝑛𝑛� 

creates (annihilates) vibrational quanta for vibration m on molecule n, and J tailors the overall 

electronic coupling strength the chromophores (assumed to be purely Coulombic in this work). 

3.3.3 Coupled FE and correlated triplet dimer  

 To explain experimental results in Chapter 5, we employ a modified Holstein 

Hamiltonian158, 160, 205 that accounts for diabatic singlet ground (S0S0) and excited states 1(S0S1) ↔ 

1(S1S0), as well as the correlated triplet configuration 1(T1T1). The total Hamiltonian can be written 

as a combination of electronic and nuclear Hamiltonians: 

 𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 = 𝐻𝐻𝑒𝑒𝑒𝑒 + 𝐻𝐻𝑣𝑣𝑣𝑣𝑣𝑣    Eq. 22 

The electronic Hamiltonian is written as: 

 𝐻𝐻𝑒𝑒𝑒𝑒 = 𝐻𝐻𝑆𝑆1 + 𝐻𝐻𝑇𝑇𝑇𝑇 + 𝐻𝐻𝑆𝑆1−𝑇𝑇𝑇𝑇  Eq. 23 
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where 𝐻𝐻𝑆𝑆1 and 𝐻𝐻𝑇𝑇𝑇𝑇 are the singlet and correlated triplet components, while 𝐻𝐻𝑆𝑆1−𝑇𝑇𝑇𝑇 describes the 

Hamiltonian elements that couple the singlet and triplet manifolds. We invoke the superexchange 

approximation where the charge-transfer (CT) state is not explicitly treated with an individual 

block in the Hamiltonian, but rather as a mediator of the coupling between the singlet and triplet 

manifolds.158, 231-234 The singlet Frenkel Exciton Hamiltonian is formulated using Eq. 21. 

The correlated triplet species is described in the site basis as: 

 𝐻𝐻𝑇𝑇𝑇𝑇 = 𝜀𝜀𝑇𝑇𝑇𝑇� 𝑔𝑔𝑛𝑛
†𝑔𝑔𝑛𝑛

𝑛𝑛≠𝑛𝑛′
+  � 𝜔𝜔𝑚𝑚,𝑛𝑛𝑏𝑏𝑚𝑚,𝑛𝑛

† 𝑏𝑏𝑚𝑚,𝑛𝑛 + 𝜔𝜔𝑚𝑚,𝑛𝑛𝑔𝑔𝑛𝑛
†𝑔𝑔𝑛𝑛[𝜆𝜆𝑇𝑇𝑇𝑇,𝑚𝑚,𝑛𝑛(𝑏𝑏𝑚𝑚,𝑛𝑛

† +
𝑚𝑚,𝑛𝑛

𝑏𝑏𝑚𝑚,𝑛𝑛) + 𝜀𝜀𝑇𝑇𝑇𝑇𝜆𝜆𝑇𝑇𝑇𝑇,𝑚𝑚,𝑛𝑛
2 ]  

Eq. 24 

where εTT represents the electronic energy gap between the ground and correlated triplet states 

(assumed to be twice the energy of T1 as computed by DFT), 𝑔𝑔𝑛𝑛†(𝑔𝑔𝑛𝑛) creates (annihilates) triplet 

electronic quanta on molecule n (n = 1, 2), and 𝜆𝜆𝑇𝑇𝑇𝑇,𝑚𝑚,𝑛𝑛
2  is the Huang-Rhys factor for vibration m 

on the correlated triplet species. Because the correlated triplet is delocalized in the site basis, we 

drop the summation over n to avoid double-counting.205 

To couple the Frenkel exciton and correlated triplet states, we invoke the following 

interaction Hamiltonian: 

 𝐻𝐻𝑆𝑆1−𝑇𝑇𝑇𝑇 = � 𝐽𝐽𝑒𝑒𝑒𝑒𝑒𝑒(𝑐𝑐𝑛𝑛
†g + g†𝑐𝑐𝑛𝑛)

𝑛𝑛=1,2
  Eq. 25 

where Jeff describes the effective coupling. As discussed further in Chapter 5, we estimate this 

parameter based on an expression derived for the superexchange regime.232 Since DFT is known 

to predict systematic shifts in electronic transition energies relative to experiments, we used the 

calculated energy difference between the S1 and 1(T1T1) states to predict the energy of the latter 

with respect to the experimental the S1 energy. We used previously determined redox potentials 
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and ionic radii estimated from the DFT structures to calculate the energy of the CT state using the 

Weller equation.235 Lastly, we treat the 1(T1T1) state as optically dark from the ground-singlet state. 

3.4 Time-domain simulations of the molecular response function 

We performed all simulations discussed here within the Condon approximation. We use 

the sum-over-states approach, in which the total molecular response function emerges from the 

combination of all accessible Liouville pathways.130 To simulate light-matter interactions, we 

formulate the transition dipole operator between two electronic states as: 

 𝜇𝜇(𝜏𝜏𝑖𝑖) = 𝑐𝑐† + 𝑐𝑐  Eq. 26 

where τi reflects the instantaneous time of the light-matter interaction i.160 Assuming the system 

begins in the ground vibrational state (ω0 >> kbT), the time-domain linear response, 𝑅𝑅(𝜏𝜏) , 

involving two impulsive optical field interactions at times (τi = 1, 2) is expressed as:160 

 𝑅𝑅(𝜏𝜏) = 〈0|𝜇𝜇(𝜏𝜏2)𝑈𝑈(𝜏𝜏2, 𝜏𝜏1)𝜇𝜇(𝜏𝜏1)|0〉 Eq. 27 

where free propagation under the system Hamiltonian during the time delay 𝑡𝑡�𝜏𝜏𝑗𝑗 , 𝜏𝜏𝑘𝑘� between two 

sequential light-matter interactions j and k is captured by the operator U: 

 𝑈𝑈 �𝑡𝑡�𝜏𝜏𝑗𝑗 , 𝜏𝜏𝑘𝑘�� = exp(−𝑖𝑖𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡�𝜏𝜏𝑗𝑗 , 𝜏𝜏𝑘𝑘�) Eq. 28 

Given that we force 𝜏𝜏𝑗𝑗 and 𝜏𝜏𝑘𝑘 to represent sequential interaction times (j = k+1), we simplify the 

notation by setting 𝑡𝑡�𝜏𝜏𝑗𝑗 , 𝜏𝜏𝑘𝑘� = tk, which recovers the commonly referred to coherence (t1), waiting 

(t2), and rephasing (t3) time delays in 2DES. Furthermore, we lower the computational effort for 

propagation through time by partitioning the transition dipole and time evolution matrices into 

blocks based on the relevant electronic states in each expression. In this notation, Ujk and 𝜇𝜇jk refer 

to the blocks corresponding to the electronic state(s) j and k (g = ground singlet, e = first excited 



Chapter 3: Theoretical methodology  120 
 

singlet, and f = nth excited singlet states, respectively). We account for six possible signal 

pathways in our simulations of 2DES signals, namely the rephasing and non-rephasing ground-

state bleach (GSB), stimulated emission (SE), and excited-state absorption (ESA) pathways. 

Noting that we assume the transition dipole moment to be impulsive and thus time-independent, 

these six response functions (𝑅𝑅#; 𝑝𝑝ℎ𝑎𝑎𝑎𝑎𝑎𝑎,𝑝𝑝𝑝𝑝𝑝𝑝ℎ𝑤𝑤𝑤𝑤𝑤𝑤) are individually calculated using the following 

expressions:229 

𝑅𝑅1; 𝑁𝑁𝑁𝑁,𝐺𝐺𝐺𝐺𝐺𝐺(𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3) = 〈0|𝜇𝜇𝑒𝑒𝑒𝑒𝑈𝑈𝑒𝑒𝑒𝑒(𝑡𝑡3)𝜇𝜇𝑔𝑔𝑔𝑔𝑈𝑈𝑔𝑔𝑔𝑔(𝑡𝑡2)𝜇𝜇𝑒𝑒𝑒𝑒𝑈𝑈𝑒𝑒𝑒𝑒(𝑡𝑡1)𝜇𝜇𝑔𝑔𝑔𝑔|0〉 Eq. 29 

𝑅𝑅2; 𝑅𝑅,𝑆𝑆𝑆𝑆(𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3) = 〈0|𝜇𝜇𝑔𝑔𝑔𝑔𝑈𝑈𝑒𝑒𝑒𝑒
† (𝑡𝑡1)𝑈𝑈𝑒𝑒𝑒𝑒

† (𝑡𝑡2)𝜇𝜇𝑒𝑒𝑒𝑒𝜇𝜇𝑒𝑒𝑒𝑒𝑈𝑈𝑒𝑒𝑒𝑒(𝑡𝑡3)𝑈𝑈𝑒𝑒𝑒𝑒(𝑡𝑡2)𝜇𝜇𝑔𝑔𝑔𝑔|0〉 Eq. 30 

𝑅𝑅3; 𝑅𝑅,𝐺𝐺𝐺𝐺𝐺𝐺(𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3) = 〈0|𝜇𝜇𝑔𝑔𝑔𝑔𝑈𝑈𝑒𝑒𝑒𝑒
† (𝑡𝑡1)𝜇𝜇𝑒𝑒𝑒𝑒𝑈𝑈𝑔𝑔𝑔𝑔

† (𝑡𝑡2)𝜇𝜇𝑒𝑒𝑒𝑒𝑈𝑈𝑒𝑒𝑒𝑒(𝑡𝑡3)𝜇𝜇𝑔𝑔𝑔𝑔|0〉 Eq. 31 

𝑅𝑅4; 𝑁𝑁𝑁𝑁,𝑆𝑆𝑆𝑆(𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3) = 〈0|𝜇𝜇𝑔𝑔𝑔𝑔𝑈𝑈𝑒𝑒𝑒𝑒
† (𝑡𝑡2)𝜇𝜇𝑒𝑒𝑒𝑒𝑈𝑈𝑔𝑔𝑔𝑔

† (𝑡𝑡3)𝜇𝜇𝑒𝑒𝑔𝑔𝑈𝑈𝑒𝑒𝑒𝑒(𝑡𝑡3)𝑈𝑈𝑒𝑒𝑒𝑒(𝑡𝑡2)𝑈𝑈𝑒𝑒𝑒𝑒(𝑡𝑡1)𝜇𝜇𝑔𝑔𝑔𝑔|0〉 Eq. 32 

𝑅𝑅5; 𝑅𝑅,𝐸𝐸𝐸𝐸𝐸𝐸(𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3) = 〈0|𝜇𝜇𝑔𝑔𝑔𝑔𝑈𝑈𝑒𝑒𝑒𝑒
† (𝑡𝑡1)𝑈𝑈𝑒𝑒𝑒𝑒

† (𝑡𝑡2)𝑈𝑈𝑒𝑒𝑒𝑒
† (𝑡𝑡3)𝜇𝜇𝑓𝑓𝑓𝑓𝑈𝑈𝑓𝑓𝑓𝑓(𝑡𝑡3)𝜇𝜇𝑒𝑒𝑒𝑒𝑈𝑈𝑒𝑒𝑒𝑒(𝑡𝑡2)𝜇𝜇𝑔𝑔𝑔𝑔|0〉 Eq. 33 

𝑅𝑅6; 𝑁𝑁𝑁𝑁,𝐸𝐸𝐸𝐸𝐸𝐸(𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3) = 〈0|𝜇𝜇𝑔𝑔𝑔𝑔𝑈𝑈𝑒𝑒𝑒𝑒
† (𝑡𝑡2)𝑈𝑈𝑒𝑒𝑒𝑒

† (𝑡𝑡3)𝜇𝜇𝑓𝑓𝑓𝑓𝑈𝑈𝑓𝑓𝑓𝑓(𝑡𝑡3)𝜇𝜇𝑒𝑒𝑒𝑒𝑈𝑈𝑒𝑒𝑒𝑒(𝑡𝑡2)𝑈𝑈𝑒𝑒𝑒𝑒(𝑡𝑡1)𝜇𝜇𝑔𝑔𝑔𝑔|0〉 Eq. 34 

where the (i,j) subscripts on each operator indicate the particular (row, column) matrix block, and 

R and NR denote rephasing and non-rephasing signals, respectively. 

We simulate all spectra in the rotating frame by removing either one or two electronic quanta 

from the diagonal entries of the S1 and Sn blocks, respectively; this is corrected at the end of the 

simulation by shifting the Fourier frequency axis by one electronic quantum. In simulating the 

linear response, we propagated the system over a time range of t1,2 = 0 to 256 fs with a 1 fs step 

size. For simulations of 2DES spectra in Chapter 6, we used a 3 fs step size and the following time 

ranges to reduce computation time: t1 = t3= 0 to 186 fs, t2 = 0 to 1000 fs. Spectral linewidths in the 

simulations were captured using the following lineshape function:236  
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 𝑔𝑔(𝑡𝑡) = ∆2𝑡𝑡𝑐𝑐2𝑒𝑒
− 𝑡𝑡
𝑡𝑡𝑐𝑐
+( 𝑡𝑡𝑡𝑡𝑐𝑐

−1) Eq. 35 

where ∆ captures the energy gap fluctuations induced by the system-bath interaction and tc is the 

correlation time for these fluctuations. The lineshape function g is incorporated into the simulation 

by multiplying the undamped response function in the time domain by 𝑒𝑒−𝑔𝑔(𝑡𝑡) to yield the total 

simulated response function. Lineshape parameters were chosen to yield reasonable agreement in 

comparison to the experimentally observed features in the quantum beatmaps. We processed the 

simulated 2DES data and analyzed quantum beating signatures using procedures outlined in the 

experimental data analysis sections (Section 2.5). 

3.5 Density functional theory computations 

DFT calculations were performed using either the Q-Chem 5.0, 5.1, or ADF software 

packages. Functionals and basis sets are specified within the associated sections of Chapters 4 

through 6.  We confirmed optimized geometries for compounds by ensuring that no negative 

frequencies were present in the final frequency output. If present, we removed imaginary 

frequencies by scaling the system geometry by an arbitrary percentage (typically 75%) of the 

nuclear displacements associated with the negative frequency mode, re-conducting the geometry 

optimization and frequency analysis, and iterating this process until no negative frequencies 

remained.  
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Chapter 4: Vibronic Coherences in Perylenediimide 
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4.1. Introduction 

The function of quantum coherence in excitation energy transfer has been a topic of interest to 

biologists, chemists, and physicists for decades.155, 180, 186 Recent developments in 

multidimensional optical spectroscopy121 have highlighted the importance of vibronic coherence, 

i.e. phase-related superpositions with mixed nuclear and electronic character, in natural 

photosynthetic complexes. Studies suggest these coherences may enhance both the rate and 

efficiency of energy and charge transfer in multichromophoric systems.13, 106, 107, 155, 160, 161, 194, 195, 

237  While coherence phenomena have been examined in several chromophores,19, 144, 214-216, 238-241 

relatively few studies have focused on well-defined structures having a small number of 

chromophores, such as dimers and trimers, from which design principles regarding larger light 

harvesting arrays can be developed.144, 239 

Small chromophore assemblies having synthetically tunable structures allow for extracting 

maximal insight into the factors that influence vibronic coherences.144, 160, 161, 168, 239 Through this 

bottom-up approach, researchers have elucidated the role of energy level ordering144, 161 and 

conformational disorder144, 168 in controlling the degree of electronic-vibrational coupling. An 

additional important factor to address is van der Waals forces between neighboring chromophores. 

Depending on the orientation and packing of the chromophores, structural distortions resulting 

from steric interactions may strongly impact vibronic couplings through changes in Franck-

Condon (FC) factors and/or broken molecular symmetry.59 In order to rationalize these effects in 

light-harvesting arrays, we must first build a better fundamental understanding by exploring model 

systems with precise control over interchromophoric interactions. 
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Perylenediimide (PDI) is a particularly interesting organic chromophore from this 

perspective242 because it is synthetically tunable,243 which facilitates its tailoring to a wide variety 

of applications such as highly efficient fluorescence,244, 245 photoinduced energy246 and electron 

transfer,247 and singlet fission.248 PDI derivatives have been utilized in organic electronics,249, 250 

artificial photosynthesis,251 and organic photovoltaic devices.252 We wish to use the covalent 

control afforded by PDI cyclophane dimers253 (Scheme 1) to investigate how van der Waals forces 

influence vibronic coherences. In particular, cyclophanes incorporating 1,6,7,12-tetrakis(4-t-

butylphenoxy)perylene-3,4:9,10-bis-(dicarboximide) chromophores allow us to precisely fix the 

interchromophoric distance using different linking groups. Inclusion of such bulky bay-

substituents has been shown to induce twisting in the monomeric PDI core.253-255 Different degrees 

of steric interactions between the 4-t-butylphenoxy groups in the cyclophanes may alter the extent 

of twisting in the PDI cores, which allows us to examine how substituent interactions and resultant 

differences in core structure affect vibronic and/or vibrational coherences. In this chapter, we 

report significant differences in the amplitude of signal modulations stemming from excited- and 

Figure 4.1. Molecular structures for the compounds in this study. PDI-Ref, p-PDI, and m-PDI represent the PDI 
monomer, para-connected, and meta-connected cyclophanes, respectively. 
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ground-state wavepackets in the cyclophane dimers versus the corresponding monomer reference.  

These coherences may play an important role in symmetry-breaking charge separation247 and 

singlet fission248 involving PDI cyclophanes, processes that are both important for photo-driven 

charge separation leading to energy storage.   

4.2. Experimental details 

2DES experiments were conducted using an apparatus described in Section 2.4.2. These 

experiments utilized a tellurium dioxide crystal as the AOM medium, with exception to the data 

shown in Figure S4.15 (Appendix A), which were acquired with a quartz AOM. The experiments 

conducted for this work employed pump pulses centered near 17550 cm-1 (~570 nm, Figure S4.1) 

and ca. 28 fs in duration, as characterized by SHG-FROG (Figure S4.2). The pump energy at the 

sample was ~12 nJ/pulse. Data were collected in the rotating frame with a rotation frequency of 

15500 cm-1 and sampled from 0 to 300 fs with a 4-fs step size. To evaluate quantum beating 

signatures, a series of spectra were collected as a function of t2. This delay was scanned from -100 

to 1500 fs with a timestep of 10 fs, which yields a frequency resolution of ~24 cm−1 (Section 2.5.2). 

Numerous experiments were conducted on different days with different solvent aliquots to ensure 

the results were not correlated to laser fluctuations or solvent impurities (Figures S4.8-S4.10). 

Solutions of each analyte in tetrahydrofuran (THF, dried using a Glass Contour solvent system) 

were prepared in 1 mm glass cuvettes with maximum optical densities of ~0.25, ~0.45, and ~0.28 

for PDI-Ref, p-PDI, and m-PDI, respectively. 

4.3. Results and Discussion 

4.3.1. Steady-State Characterization 
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The cyclophanes reported here are composed of monomeric 4-t-butylphenoxy (bay) substituted 

PDI units covalently bound via para (p-PDI) or meta (m-PDI) connections to benzyl group linkers. 

Molecular structures for p-PDI, m-PDI, and the reference compound, PDI-Ref, are provided in 

Figure 4.1. The synthesis details and characterization of the intermediates and final products are 

provided in the Supporting Information (Appendix A). Normalized visible electronic absorption 

spectra for PDI-Ref, p-PDI, and m-PDI dissolved in THF at room temperature are shown in Figure 

4.2. PDI-Ref exhibits a prominent vibronic progression of ~1280 cm-1 with absorption maxima 

near 17600 and 18890 cm-1 (568 and 530 nm, respectively). The absorption spectra of p-PDI and 

m-PDI exhibit similar vibronic progressions, but with an increasing absorption near the 0-1 

vibronic band relative to that of the 0-0 transition. This altered ratio of the vibronic bands is well 

described by positive dipolar coupling between the cofacial PDI moieties (H-aggregation),59, 66 

which is further reflected by the blueshift of the absorption maxima in m-PDI relative to PDI-Ref. 

Simulation of the linear absorption spectra with the Holstein Hamiltonian (Figure S4.4) yields 

dipolar couplings of ~180 and ~270 cm-1 for p-PDI and m-PDI, respectively, in agreement with 

previous work on similar systems.253 This is thus the energy regime we are interested in 

investigating for vibronic coupling phenomena. 
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4.3.2. Nonlinear spectroscopy 

We characterize the coherences in these systems with a combination of two-dimensional 

electronic spectroscopy (2DES) and femtosecond stimulated Raman spectroscopy (FSRS) to 

disentangle vibronic from vibrational coherences. 2DES is a powerful third-order nonlinear 

spectroscopic technique which produces optical spectra with frequency resolution in both the 

pump and probe pulse dimensions.120, 121, 138 A rich understanding of the Franck-Condon envelope 

of a molecule can be obtained through this technique because the short time duration pump pulses 

can generate coherent wavepackets composed of FC-active vibrations on both the ground and 

excited states.15, 155, 160, 186 Such wavepackets manifest themselves as amplitude oscillations of 

relevant spectral features as a function of the time between the second pump pulse and the probe.15 

In contrast to 2DES, by using a narrowband resonant Raman pump, FSRS is capable of generating 

and probing purely vibrational coherences on the molecular ground or excited state surface, 

depending on the resonance of the Raman pump.125, 256 FSRS therefore provides a complementary 

Figure 4.2. Normalized steady-state absorption (solid) and emission (dashed) spectra of PDI-Ref, p-PDI, and m-
PDI obtained in THF at room temperature. Pump and probe pulses for the 2DES measurements are superimposed. 
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method of unraveling the contributions of electronic and vibrational character to the coherences 

observed via 2DES. 

  

2DES spectra were collected following S1 ← S0 excitation of PDI-Ref, p-PDI, and m-PDI. 

Experimental details are provided in the SI. Spectra of the three compounds at a waiting time delay 

of 150 fs are shown in Figure 4.3. Each system displays negative ground-state bleach (GSB) 

features near ωpump (ω1) = ωprobe (ω3) = 17500 cm-1 with a higher-energy vibronic transition ~1300 

cm-1 above the diagonal in the probe dimension. A negative stimulated emission (SE) band can be 

observed ~1300 cm-1 below the diagonal. Positive excited-state absorption (ESA) features are 

observed near (ω1 = 17500 cm-1, ω3 = 14000 cm-1) and (ω1 = 17500 cm-1, ω3 = 10500 cm-1), which 

correspond to Sn ← S1 transitions. 

Figure 4.3. Absorptive 2DES spectra at a waiting time of 150 fs for (A) PDI-Ref, (B) p-PDI, and (C) m-PDI obtained 
in THF at room temperature. Each spectrum is normalized to the maximum absolute change in absorption. Cyan 
rectangles indicate the approximate regions over which the coherence analysis was performed. (D) Corresponding 
transient absorption spectra for PDI-Ref (black), p-PDI (red), and m-PDI (blue). 
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The nature of the coherences observed in 2DES experiments has been widely debated.107, 155, 

160, 186 The spectral region accessible by our pump is particularly relevant to investigate considering 

these frequencies are on the energetic order of the exciton coupling in the dimer systems. Thus, 

vibrations in this frequency region may mix strongly with the electronic degrees of freedom.107 To 

address the effects of interchromophoric steric interactions on the nature of such coherences in 

these PDI systems, we separated the oscillatory signals from population dynamics in the 2DES 

data by fitting the population kinetics at each (ω1, ω3) coordinate as a function of the waiting time. 

Representative time traces and corresponding population fits for PDI-Ref, p-PDI, and m-PDI are 

shown in Figure 4.4A-C. 

Figure 4.4. Time-domain data (hollow circles) from the real part of the optical 2DES signal and exponential fits 
(solid lines) integrated over a 30 x 30 cm-1 region near the specified coordinates for (A) PDI-Ref, (B) p-PDI, and 
(C) m-PDI. Frobenius norms calculated in the frequency domain across a 300 x 400 cm-1 region on the higher 
energy Sn ← S1 ESA feature for (D) PDI-Ref, (E) p-PDI, and (F) m-PDI. Replicate and control traces are available 
in the SI. 
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We examined the Fast Fourier Transform (FFT) of the isolated traces at each (ω1, ω3) position 

to extract frequency-domain information regarding the oscillations present in the PDI-Ref, p-PDI, 

and m-PDI 2DES data. Frobenius norms of the frequency-domain signals across a limited spectral 

region were used to improve the signal-to-noise ratio and better sample the oscillations associated 

with the specific optical transition; these norms were chosen to be centered near the maximum of 

the oscillatory beating amplitude (cyan rectangles in Figure 4.3 and Figure S4.13). We first turn 

our attention to excited-state oscillatory signatures in these data, as these are most relevant to 

application in coherent energy transport.13 While such signals can be deconvoluted from those 

associated with coherences on the ground state in the GSB region of the 2D spectrum,154, 257 the 

wide spectral coverage in the probe dimension here permits resolution of purely ESA features, 

which can only exhibit excited-state coherences. Power spectra of the oscillations integrated across 

the higher-energy ESA feature for PDI-Ref, p-PDI, and m-PDI are shown in Figure 4.4D-F. In 

the excited-state power spectrum for PDI-Ref, we observe peaks at 179 and 403 cm-1. In contrast, 

the spectrum of p-PDI contains additional peaks at 115, 177, 251, and 446 cm-1, and a clear 

increase in the relative intensity of the 408 cm-1 mode. The oscillations below 300 cm-1 observed 

in p-PDI remain prominent in m-PDI, where the interchromophoric distance is decreased, but at 

significantly lower intensities relative to the strongest peak near 179 cm-1. A peak near 400 cm-1 

is observed in some m-PDI experiments (Figures S4.10 and S4.15F), but also at lower relative 

intensity compared to that in the p-PDI power spectrum. 

Several factors can contribute to the differences between the power spectra for PDI-Ref, p-

PDI, and m-PDI. The presence of an additional coherence in a dimer system compared to the 

monomer could imply the oscillation originates from a superposition of two excitonic states 
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induced by dipolar coupling.160 However, such purely electronic coherences are reported to 

dephase on the order of tens of femtoseconds.156, 160, 188 Considering these measurements were 

conducted in room temperature solutions and data prior to 100 fs are neglected, the features 

observed in p-PDI and m-PDI are most likely not purely excitonic in origin. While the coherences 

are purely vibrational in PDI-Ref, those observed in the dimers are likely vibronic in nature since 

both the linear absorption and 2DES spectra indicate the presence of Frenkel excitons. Thus, one 

explanation for the differences between Figure 4.4D-F could be varying degrees of transition 

dipole coupling in the dimers, which will alter the degree of interaction between excitons and 

underdamped vibrational modes.107, 160, 258 Studies have predicted107, 258 and shown144 amplitude 

enhancement of vibronic coherences when excitonic splitting yields bright vibronic states not 

present in the monomer.  

While this enhancement has received much attention in recent literature,107, 144, 258 it is 

important to note that structural deformations of the monomer units in the cyclophanes could also 

account for the observed differences in the power spectra. As discussed above, it is known that 

bay substituents in PDI molecules can induce twisting in the core.255 Steric interactions between 

the substituents in the dimers here could result in changes to the degree of core twisting in relation 

to the isolated monomer; this effect could be exacerbated at smaller chromophore spacings. Such 

structural deformations may alter the displacement between the ground- and excited-state potential 

energy minima and thus yield different sets of FC factors for each system, thereby leading to 

different signal amplitudes from vibronic coherences. 
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Deconvoluting the influence of excitonic splitting versus steric hindrance in these results 

requires evaluation of the origin state (ground or excited) of the coherence. Isolating purely 

ground-state signals from those on the excited state surface is known to be difficult in room-

temperature 2DES.154, 257 However, the ultrafast Stokes shift observed in these systems  (Figure 

S4.18D) results in transient separation of the these signals in the probe frequency dimension, with 

ground- and excited-state oscillations occurring primarily near and below the diagonal in the 2D 

maps, respectively. Figure 4.5A-C shows power spectra integrated at frequencies near the 

diagonal, thus reflecting primarily ground-state coherences for PDI-Ref, p-PDI, and m-PDI. 

However, some excited-state contribution from SE pathways cannot be explicitly ruled out. 

Similar to the purely excited-state results, a dominant oscillation frequency (~179 cm-1) with 

potential shoulders is observed for PDI-Ref. In comparison, peaks near 106, 248, 400, 442, 539, 

Figure 4.5. Normalized ground-state 2DES and FSRS spectra for (A and D) PDI-Ref, (B and E) p-PDI, and (C 
and F) m-PDI, respectively, in THF at room temperature. Replicate and control traces are available in the SI. 
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and 613 cm-1 grow in relative intensity in the p-PDI power spectrum. Most of these modes are 

apparent in the spectrum for m-PDI, but with significant reduction in relative intensity. 

It is important to note here that some ground-state vibrational coherence signals will also be 

altered substantially by vibronic coupling due to intensity borrowing.107, 258 Conversely, signals 

which do not involve resonance with both excitonic states will not undergo this signal 

amplification mechanism and will be primarily sensitive to alterations in FC factors between the 

compounds.107 The tendency for excited- and ground-state oscillatory signals to overlap in 2DES 

complicates exploitation of this notion, but femtosecond stimulated Raman spectroscopy (FSRS) 

offers a complementary method of isolating such a signal. Thus, we examined pure ground-state 

coherence signatures from PDI-Ref, p-PDI, and m-PDI using FSRS. By using a Raman pump 

pre-resonant with the S1 ← S0 absorption band, we only observe those coherences resonantly 

enhanced by the lower-energy exciton state in the dimers.  

Figure 4.5D-F shows Stokes FSRS spectra for the PDI compounds. PDI-Ref exhibits a strong 

mode at 170 cm-1 and numerous peaks between 400 and 600 cm-1. The 170 cm-1 peak is 

accompanied by weak shoulders. In comparison, the FSRS spectrum of p-PDI shows two 

additional intense peaks at 118 and 218 cm-1 and slightly increased relative intensity of the peaks 

at 398 and 434 cm-1. We also observe other peaks between 500 and 600 cm-1, but they do not show 

increased relative intensity compared to those observed for PDI-Ref. The spectrum for m-PDI 

exhibits similar peaks at 227, 406, and 430 cm-1. The relative amplitude of the former is 

significantly reduced when compared to the corresponding peak in the p-PDI spectrum, while the 

relative intensities of the latter two modes are only slightly reduced. 
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The ground-state FSRS results corroborate many of the peak trends noted both from Figure 

4.4D-F and Figure 4.5A-C. As discussed above, the primary pathway leading to FSRS gain in a 

ground-state experiment should be minimally affected by the vibronic enhancement mechanism 

that has been discussed in the context of time-domain oscillations in 2DES.107, 258 Thus, the Raman 

data imply the amplitude differences in the ground-state 2DES power spectra between PDI-Ref, 

p-PDI, and m-PDI can be described predominantly by changes to FC factors and not intensity 

borrowing from coherent interaction between dimer exciton states and near-resonant vibrational 

states. Though peak amplitudes in the excited-state power spectra in Figure 4.4D-F additionally 

rely on FC factors between the S1 and a higher-lying excited state, the similarity between the 

excited- and ground-state 2DES trends suggests that the excited-state coherences are also impacted 

primarily by changes to FC factors apart from vibronic enhancement. These claims are further 

supported by an additional 2DES experiment we conducted with the pump center moved ~500 cm-1 

higher in energy, where the results show nearly identical trends to the ones we presented here 

despite having different resonance conditions with the low frequency vibrational and/or vibronic 

states (Figure S4.15, Appendix A). Furthermore, excited-state FSRS spectra for each compound 

corroborate our conclusions with similar trends present to those of the ground-state (Figure S4.20). 

While the prominent vibrations exhibited by unsubstituted PDI variants in previous 

literature259, 260 are characterized by in-plane ring distortion, inclusion of the 4-t-butylphenoxy 

substituents in the systems here leads to significant twisting of the PDI core,253-255, 261 thus heavily 

altering the nature of the vibrations in the low frequency region of the Raman spectrum. Both 

dimerization and decreasing interchromophoric spacing by changing the benzyl linkage introduces 

extra steric hindrance between the substituents and thus likely alters the degree of core twisting. 



Chapter 4: Vibronic Coherences in Perylenediimide Cyclophanes 135 
 

Considering that the low frequency vibrations in these systems primarily involve motions of the 

PDI core nuclei, as revealed by DFT normal mode analysis on PDI-Ref (Figure S4.21), this 

structural strain may result in a combination of altered FC factors and the presence of new normal 

modes. Such an effect accounts for the differences observed in both the 2DES power and FSRS 

spectra for PDI-Ref, p-PDI, and m-PDI without invoking the vibronic enhancement mechanism. 

Furthermore, it is worth noting that similar trends in the relative intensity of Raman-active modes 

in cyclophane dimers as a function of decreasing π−π distance have been observed previously,262 

which suggests this result may be general to systems of closely-spaced chromophores. 

4.4. Conclusions  

Here we have shown a significant dependence of the vibronic and vibrational coherences in 

PDI cyclophanes upon interchromophoric interactions. Through comparison of the power spectra 

obtained via time-domain 2DES signal modulations to FSRS measurements and DFT calculations, 

we determined this dependence is of structural origin. While vibronic enhancement is potentially 

present in some of the observed oscillations, our results suggest this mechanism cannot fully 

account for the trends. For PDI systems specifically, our results indicate particular chromophore 

arrangements may be ideal for strong prevalence of certain coherences. Furthermore, these results 

illustrate the sensitivity of vibronic and vibrational coherences to van der Waals forces between 

neighboring chromophores. Such knowledge is critical for understanding how vibronic coherences 

may be exploited for efficient energy transfer in synthetic light-harvesting arrays. 
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5.1. Introduction 

Over the past decade, the potential importance of coherent mixing between electronic and 

nuclear degrees of freedom in natural photosynthesis has been widely researched.13, 19, 107, 143, 156, 

160, 188, 194, 258, 263-274  Understanding these coherence phenomena may also prove important in 

designing new molecular opto-electronic devices, such as photovoltaics.19, 215, 218, 238, 266 While 

most of this research has centered on energy13, 143, 186, 268, 269  and electron transfer,68, 98, 99, 214, 263, 272 

it is also clear that electronic-vibrational (vibronic) coherence may play a role in a wider range of 

photophysical mechanisms, such as singlet fission (SF). SF is the photo-driven conversion of a 

single, high-energy singlet exciton to two independent, lower-energy triplet excitons in systems 

involving two neighboring organic chromophores.275 SF is predicted to boost photovoltaic 

efficiencies, making a fundamental understanding of this complex process of paramount 

importance.276  The initial SF event involves the spin-allowed conversion of the singlet state 

1(S0S1) ↔ 1(S1S0), which we will abbreviate as S1, into a spin-correlated triplet pair state 1(T1T1), 

which may undergo further spin evolution before separating into two uncorrelated triplet states.277 

To date, research has elucidated two mechanisms for this conversion: direct and 

indirect/mediated.278 Direct SF relies on coupling between the S1 and 1(T1T1) diabatic states, 

making SF a concerted two-electron process.231, 233, 234, 278, 279 In contrast, the indirect/mediated 

mechanism suggests that the link between the S1 and 1(T1T1) states is bridged by their individual 

coupling elements with the CT state.231, 233, 234 These two pictures have been further divided into 

incoherent and coherent counterparts. The incoherent picture of indirect SF involves two 

sequential charge hopping events, where the CT state acts as an intermediate.  Indirect SF becomes 

coherent when the effective coupling between the S1 and 1(T1T1) states becomes large relative to 
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the system-bath coupling.231 For example, it has been demonstrated that virtual CT states can drive 

efficient SF via coherent superexchange coupling mediated by high-lying CT states.233, 234, 278 More 

recently, coherent SF has been suggested to rely on vibronic coherence, where the S1 and 1(T1T1) 

states are directly mixed via nonadiabatic interactions.46, 158, 198, 199, 203-206, 208, 280, 281 This could be 

achieved under both the direct and indirect mechanisms; in the latter case, the system eigenstates 

are described as mixtures of all three S1, 1(T1T1), and CT basis states.  While the role of nuclear 

motions in driving coherent SF  has recently been recognized, details of the influence of particular 

vibrations on the reaction coordinate of coherent SF remain largely unexplored. 

Synthetic covalent dimers offer a direct route to study the role of nuclear motions in SF with 

high levels of control and detail. The synthetic versatility and photostability,282 tunable 

energetics,209, 283-285 and spectral characteristics209 of terrylene-3,4:11,12-bis(dicarboximide) (TDI) 

make it an excellent system for probing vibronically coherent SF. We have shown previously that 

SF in slip-stacked cofacial TDI dimers involves S1 - 1(T1T1) mixing;209, 284, 285 however, the 

mechanism for this mixing was not identified. Here, we use two-dimensional electronic 

spectroscopy (2DES) to examine the interplay of electronic and nuclear degrees of freedom during 

ultrafast SF in a covalently linked, linear TDI dimer with perpendicular TDI π systems. 2DES is a 

nonlinear spectroscopic technique that provides detailed information about energy flow within a 

molecular system and any redistribution of energy that occurs,120, 121 such as through SF. 

Moreover, 2DES allows us to generate and probe vibronic coherences to investigate how any 

underlying vibronic coupling impacts ultrafast SF.144, 156, 158, 160, 161, 263  We also use femtosecond 

stimulated Raman spectroscopy (FSRS) and resonance Raman DFT computations to characterize 

the key nuclear motions we observe via 2DES. By directly comparing the results we obtain from 
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the dimeric system to a monomeric TDI control compound, we find signatures of vibronic 

wavepackets traversing the S1 surface to the 1(T1T1) product state during SF in the dimer. Within 

the context of a modified Holstein Hamiltonian, our results suggest that low-frequency normal 

modes of the S1 surface enhance vibronic coupling with high-frequency motions on the 1(T1T1) 

state surface, enabling rapid SF within our < 50 fs time resolution. These results provide a 

mechanistic understanding of how coupling between electronic and nuclear degrees of freedom 

can impact SF. 

5.2. Experimental details 

The molecular structure of the monomer (TDI1) and the dimer (TDI2) are provided in 

Figure 5.1a. Both compounds were prepared according to literature procedures.286, 287 For steady-

state and time-resolved measurements, solutions of TDI1 and TDI2 in chlorobenzene solvent were 

prepared with optical densities of ranging from 0.2 to 0.5 OD in glass cuvettes with a 1 mm 

pathlength. 

The 2DES apparatus used for this work is detailed in Section 2.4.2. We employed pump pulses 

centered around 16650 cm-1 (600 nm), spanning nearly 4000 cm-1 baseline-to-baseline (Figure 

S5.1, Appendix B) and compressed to 21 fs in duration. We collected a series of 2DES spectra in 

the pump-probe geometry as a function of the delay between the second pump and the probe pulses 

(the waiting time t2) to analyze signatures of quantum coherence. For the results shown in the main 

text and a replicate trial, this delay was scanned from -98 to 2504 fs with 8 fs time steps, which 

yielded a frequency resolution of 14 cm−1 after cutting early timepoints containing coherence 

artifacts. We additionally performed experiments with different waiting time step sizes to identify 

laboratory noise signatures, as shown in the Supporting Information (Appendix B) for this chapter. 
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All replicate experiments were conducted independently on different days with different solvent 

aliquots to ensure the results were not correlated to laser fluctuations or solvent impurities (Figures 

S5.9-5.13). Further details describing the apparatus, pulse characterization, post-processing, and 

replicate trials can be found in Appendix B. 

We performed FSRS with a narrowband (approximately 15 cm-1) Raman pump centered at 

14900 cm-1 (670 nm), which we tuned to be resonant with the primary 0-0 vibronic transition 

visible in the steady-state linear absorption (Figure 5.1b). Samples for these experiments were 

prepared as described above, but in cuvettes with a 2 mm pathlength. 

5.3. Computational details  

DFT calculations were performed using the Amsterdam Density Functional (ADF) 

software package. We employed the BP86 functional in conjunction with a DZP basis set to 

compute optimized geometries, normal modes, and resonance Raman spectra for both compounds 

in vacuo. Frequencies were scaled to account for anharmonicity using parameters reported in a 

previous study.288 To estimate the effective coupling for SF, we calculated the energies of the S1, 

1(T1T1), and CT states relative to the electronic ground state at the level of ωB97XD/DZP. We 

account for the chlorobenzene solvent environment by including an implicit solvation model in 

these calculations. This level of theory was additionally used to calculate electron and hole transfer 

integrals for TDI2. Refer to Appendix B for further computational details. 

5.4. Theoretical modeling 

To rationalize the experimental signatures of coherence that we observe, we employed a 

modified Holstein Hamiltonian (Section 3.3) to predict the composition of the vibronic manifolds 

involved in SF in TDI2. This Hamiltonian has been used to evaluate the impact of vibronic 
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coupling on initially pure basis states.158, 205 Here we explicitly include the basis singlet excited 

states 1(S1S0) and 1(S0S1) and the correlated triplet 1(T1T1) state in the model. We approximate the 

coupling between these states by assuming that CT states link the S1 and 1(T1T1) states via 

superexchange.231, 289 We dress each electronic basis state with three independent Franck-Condon 

(FC)-active vibrations, based on our experimental observations. A maximum of ten vibrational 

quanta were included for each vibration in the simulation. We compare the simulated linear 

responses of these compounds directly to the experimental absorption spectra to parameterize the 

Hamiltonian. See Chapter 3 and the Appendix B for more details regarding the simulations. 

 

 

 

Figure 5.1. (a) Structures of TDI1 and TDI2. (b) Normalized steady-state absorption spectra for TDI1 and TDI2 
obtained in chlorobenzene at room temperature. Pump and probe spectra for the 2DES measurements are 
superimposed. 
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5.5. Results 

5.5.1. Electronic spectroscopy 

Normalized absorption spectra for TDI1 and TDI2 dissolved in chlorobenzene at room 

temperature are shown in Figure 5.1b. The spectrum of TDI1 features a vibronic progression of 

about 1300 cm-1 with absorption maxima near 15400, 16700, and 18000 cm-1 (650, 600, and 555 

nm, respectively). The vibronic progression in the absorption spectrum of TDI2 is similarly spaced, 

but the relative absorption of the 0-0 FC transition is increased. This result is well described by 

negative dipolar coupling (J-aggregation) between the collinear TDI S1 ← S0 transition dipoles 

and indicates the presence of vibronic exciton states in TDI2. 

 Figure 5.2a shows the 2DES spectrum of TDI1 in chlorobenzene at a waiting time of 1.5 

ps. The x- and y-axes of the 2D plot denote the pump (ω1) and probe (ω3) energies, respectively. 

Several clear features manifest themselves in Figure 5.2a. Namely, a grid of negative (blue) peaks 

straddle the diagonal line (ω3 = ω1). These peaks represent a combination of ground-state bleach 

Figure 5.2. Absorptive 2DES spectra for (a) TDI1 at t2 = 1.5 ps, and TDI2 in chlorobenzene at (b) t2 = 90 fs, (c) t2 
= 1.5 ps, and (d) t2 = 155 ps. All spectra are normalized to their respective maximum absolute change in absorption. 
Magenta rectangles indicate the approximate regions over which the coherence power spectrum analysis was 
performed for each sample. 

a b c d 
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(GSB) and stimulated emission (SE) signals. Due to the well-resolved vibronic peaks shown in the 

steady-state spectrum, the peaks in the 2DES spectrum are spaced in both the pump and probe 

dimensions by approximately the energy of the FC-active C=C stretch. Near the diagonal, GSB 

and SE cannot be easily distinguished. However, the features above the diagonal in the probe 

dimension (ω3 = 16500 cm-1 and ω3 = 17800 cm-1) are predominantly composed of GSB signal. 

Conversely, features near ω3 = 13500 cm-1 are dominated by SE. Two positive (red) peaks appear 

at ω3 = 11500 cm-1 and are assigned to excited-state absorption (ESA) from the S1 to a higher-

lying Sn state. Figure S5.5 shows that from t2 = 0 to 155 ps, no transient features beyond those 

visible in Figure 5.2a appear in 2DES spectrum of TDI1. 

 Figures 5.2b-d show 2DES spectra for TDI2 at waiting times of 90 fs, 1.5 ps, and 155 ps, 

respectively. The general grid structure of the GSB/SE features remains for TDI2, and in contrast 

to TDI1, the 2DES spectrum for TDI2 immediately after photoexcitation shows positive ESA 

features centered near a probe frequency of ω3 = 15500 cm-1. These features grow in amplitude 

and merge as the waiting time increases, as seen in Figures 5.2c and 5.2d. We attribute these 

features to ESA of the 1(T1T1) state. Notably, the ESA appears within the ~42 fs instrument 

response function. Moreover, SE from the S1 state remains prevalent even as the 1(T1T1) ESA 

increases. These observations align with previous investigations of this system, and other SF 

compounds, in that the pure S1 and 1(T1T1) basis states do not reflect the eigenstates of TDI2.158, 

205, 209, 283, 284, 286, 290 Rather, the electronic structure of this compound is composed of optically 

bright mixed S1-1(T1T1) states. While the initial photoexcited state in TDI2 has partial 1(T1T1) 

character, we observe that the final state within the waiting times accessible to our experiment 

(160 ps) has significantly greater 1(T1T1) character.285 
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5.5.2. Quantum beats 

Beating signatures from quantum coherences report on mixing between diabatic states and 

manifest themselves as oscillations in the signal amplitude of relevant spectral features as a 

function of t2.15 Quantum beats arise from the production of superpositions of eigenstates lying 

within the pump pulse bandwidth. To isolate signals reporting on coherences, we subtracted the 

population dynamics at each (ω1,ω3) coordinate and Fourier transformed the residual traces to 

examine the frequency (ω2) and power of any oscillatory signals (see Appendix B for further 

information). 
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Figure 5.3a shows power spectra for TDI1 and TDI2 in chlorobenzene calculated as a 

Frobenius norm over a small window near the 0-1 vibronic crosspeak (magenta rectangles in 

Figure 5.2). The time-domain data shown in the inset to Figure 5.3a exhibits prominent intensity 

oscillations, which upon Fourier transformation result in a number of intense peaks in the 

frequency-domain spectra. We attribute the three major peaks that arise in the TDI1 power 

spectrum near 147, 305, and 546 cm-1 to intramolecular vibrational coherences. We cannot yet 

Figure 5.3. (a) Power spectra calculated in the frequency domain across a 400 × 400 cm-1 region of the (ω1,ω3) 
data for TDI1 (black) and TDI2 (red) in chlorobenzene. The shaded areas indicate the noise floor, defined as the 
average value for the respective spectrum. Inset: representative time-domain data and fit for TDI1. (b) Time-
domain 2DES spectrum of TDI2 at t2 = 1.5 ps (expanded Figure 2c) indicating the region over which beatmaps 
were created. Beatmaps for the specified ω2 values for (c and e) TDI1 and (d and f) TDI2. Green and purple dashed 
lines indicate the probe frequencies that correspond to the (0-0) S1 ← S0 and 1(TnT1) ← 1(T1T1) transition energies, 
respectively. 
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distinguish between vibrational coherences on the ground vs excited state surfaces from these data 

alone (vide infra). Weak features are present at 800 and 1400 cm-1, but their amplitude falls below 

our defined noise floor (shaded region).  For TDI2, we observe two new peaks at 77 and 236 cm-

1, a slight blueshift of the 550 cm-1 peak, and loss of the 305 cm-1 feature. While these new peaks 

could result from coherence between excitonic states, this explanation is unlikely considering that 

the linewidth of the peaks is significantly narrower than anticipated for electronic coherences at 

room temperature.156, 192 The presence of coulombic coupling in TDI2 does suggest the coherences 

may be vibronic in nature.160 Similar to the TDI1 data, the peaks observed for the dimer could 

originate from coherences on either the ground or excited state surfaces, or a combination of both. 

For clarity, we will refer to the excited- and ground-state coherences of TDI2 as vibronic and 

vibrational, respectively. 

The amplitudes of these quantum beats with respect to the pump and probe frequencies can aid 

in the differentiating between ground- and excited-state signatures.154 Following population 

subtraction on every (ω1,ω3) coordinate, we  took slices of the purely frequency-domain data at a 

constant ω2 value to create beatmaps. Figure 5.3b shows a time-domain trace of the TDI2 data at 

t2 = 1.5 ps highlighting the entire region of this analysis. Figures 5.3c-f show the corresponding 

beatmaps over this region for select beat frequencies observed in the TDI1 and TDI2 data. To aid 

comparison of features in the beatmaps between the two compounds, we include green and purple 

dashed lines to indicate the probe frequencies that correspond to the (0-0) S1 ← S0 and 1(TnT1) ← 

1(T1T1) transition energies, respectively. While both of these energies were obtained 

experimentally for TDI2, the value of ω3 for the purple dashed line in the TDI1 beatmaps was 

determined by adding the difference in these transition energies in TDI2 to the S1 energy of TDI1. 
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Figure 5.3c shows the 147 cm-1 beat frequency appears strong in eight different pump-probe 

regions. We attribute the peaks occurring below ω3 = 14000 cm-1 to excited-state vibrational 

coherences since this region is dominated by SE and S1 ESA and is several beat energy quanta 

below the diagonal. The peaks in the beatmap closer to the diagonal are likely due to a combination 

of ground- and excited-state coherences, although the node present near ω3 = 15000 cm-1 suggests 

a significant excited-state contribution.146 Features in the beatmap centered at pump frequencies 

greater than ω1 = 16200 cm-1 likely originate from non-trivial interplay of the strongly FC-active 

1300 cm-1 vibration and the weaker low-frequency modes in generating quantum beats.  

The beatmap for the low-frequency (ω2 = 236 cm-1) oscillation in the TDI2 data, Figure 5.3d, 

indicates this quantum beat modulates the 2DES signals in similar regions as the 147 cm-1 

oscillation in the TDI1 data. However, quantum beating is observed near ω3 = 15550 cm-1, which 

lies close in energy to the dashed purple line that indicates the center ESA transition energy from 

the 1(T1T1) state. This is not the case for the 147 cm-1 oscillation in the TDI1 data. Similar 

observations can also be made in Figures 5.3e and 5.3f, where the overall prevalence of the ω2 = 

546 cm-1 frequency is similar for both molecules, but the beatmap for TDI2 indicates beating at 

the location of the 1(T1T1) ESA near ω3 = 15500 cm-1. 

Our observation of low-frequency quantum beating near the 1(T1T1) ESA feature, which is not 

observed in the TDI1 data, indicates that these signal modulations may originate from wavepackets 

on a region of the potential energy surface (PES) that is predominantly 1(T1T1) in character. This 

contrasts with initial expectations given that the resonance between the pump spectrum and the S1 

← S0 transition energy leads to coherences between states of mostly S1 character. One possibility 

is that vibronic coupling generates a pathway for photoexcited wavepackets to transfer to the 
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1(T1T1) state. Alternatively, a portion of these beating signals may originate from the higher-

energy, optically dark Frenkel exciton state; however, this contribution should be small due to the 

rapid time scale of exciton relaxation.227 Further characterization is needed to understand the 

potential influence of nonadiabatic mixing between the S1 and 1(T1T1) states on the SF reaction 

coordinate in TDI2. 

5.5.3. Raman spectroscopy and calculations 

We performed femtosecond stimulated Raman spectroscopy (FSRS) on each compound in 

chlorobenzene to examine the nuclear component of the coherences probed via 2DES. In contrast 

to 2DES, ground- and excited-state coherences can be independently studied with FSRS solely 

through the chosen resonance conditions.125, 126 Though excited-state coherences can be monitored 

through use of an actinic pump pulse, observations obtained in this fashion will report on the 

coupling of vibrations to Sn ← S1 transitions, which are not involved in the aforementioned 

quantum beating signatures. In order to elucidate any vibronic coupling between the S1 and 1(T1T1) 

states, we employ FSRS to probe purely vibrational coherences on the molecular ground state. 

This experimental implementation provides a direct look into the nuclear displacements between 

the S1 manifold and the initial state relevant to 2DES, S0.228  

Figure 5.4a shows the baseline-subtracted FSRS spectra for each compound with the 

solvent peaks obscured. The low frequency (<600 cm-1) regions of the FSRS and the 2DES power 

spectra are in good agreement. Notably, we observe Raman frequencies near 155, 300, and 550 

cm-1 for TDI1 and 80, 250, and 540 cm-1 for TDI2. The high-frequency side of the FSRS spectra 

features intense peaks near 1290 and 1400 cm-1 for each compound, while the 2DES power spectra 
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do not. This is likely due to the differing resonance conditions between the experiments and the 

dependence of quantum beats in 2DES on the duration and profile of the pump pulse. 

 

We used DFT to calculate the resonance Raman spectra for each compound to compare the 

vibrational frequencies with the experimental results. We set the resonance condition equal to the 

lowest-energy bright electronic transition, thus mirroring the resonance condition present in the 

FSRS experiment. The calculated spectra are shown in Figure 5.4a. In the low-frequency region, 

we see two strong peaks for TDI1 at 172 and 552 cm-1, similar to the experimental spectrum. Figure 

5.4b shows that the calculated 172 cm-1 mode for TDI1 is a symmetric, in-plane stretch of the TDI 

core directed in the long molecular axis. For TDI2, we observe three intense peaks in the low-

frequency resonance Raman spectrum, located at 78, 221, and 548 cm-1. This mirrors the peaks 

observed for TDI2 via FSRS. These modes correspond approximately to linear combinations of 

the calculated monomeric modes. While the 550 cm-1 mode does not shift dramatically between 

Figure 5.4. (a) FSRS and calculated resonance-Raman spectra for the TDI1 and TDI2 electronic ground states. 
FSRS spectra were collected with each compound dissolved in chlorobenzene. Solvent normal modes are removed 
for clarity. The RR spectra were computed with the compounds in vacuo. (b) Nuclear motions associated with the 
172 cm-1 and 221 cm-1 normal modes computed for TDI1 and TDI2, respectively.  

a b 172 cm-1 

221 cm-1 
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TDI1 and TDI2, the 221 cm-1 vibration originates from the 172 cm-1 monomeric mode, as 

diagrammed in Figure 5.4b. See Figure S5.15 (Appendix B) for additional TDI2 normal mode 

assignments. 

5.5.4. Theoretical modeling 

Our DFT results indicate the 1(T1T1) state lies 1450 cm-1 below the S1 state in energy, which 

agrees with previously reported computations.285 Moreover, the computed electron and hole 

transfer integrals suggest that weak effective coupling (< 10 cm-1) exists between these two basis 

states. This is expected due to the minimal π-π overlap allowed by the perpendicular geometry and 

the orbital nodes at the imide positions of each TDI unit. While only weak electronic coupling may 

be present, vibronic coupling could explain the ultrafast SF observed in TDI2. Near-resonance 

between a low-energy vibrational state in the S1 manifold and a high-frequency 1(T1T1) vibration 

may mix these states, similar to what has been observed in photosynthetic light-harvesting 

proteins107, 263 and synthetic aggregates.144, 160, 161, 291 Such mixing has been found to impact SF in 

multichromophoric systems of hexacene,199 pentacene,158, 208 rubrene,198 and tetracene.46, 280 

However, our observation of wavepacket transfer between the S1 and 1(T1T1) states suggests that 

an interplay of low-frequency S1 motions and a high frequency 1(T1T1) mode(s) yields the 

energetic resonance(s) needed for vibronic coupling. We thus explored a modified Holstein 

Hamiltonian describing coupled singlet and correlated triplet manifolds, each dressed with low- 

and high-frequency vibrations. We specifically included the ~240, ~550 cm-1 vibrations that appear 

prominently on the 1(T1T1) ESA (Figure 5.3), as well as the dominant FC-active ~1300 cm-1 motion 

visible in the absorption and FSRS spectra. We scaled the relative displacements between the 

ground and excited electronic states for each vibration using the relative intensity of the features 
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observed via FSRS. Parameterizing the dimeric Hamiltonian with outputs from the TDI1 control 

simulation (Figure S5.16a) and computations, we simulated the linear response of TDI2.  Refer to 

Appendix B for more theoretical details and control simulations that examine a range of input 

parameters (Figures S5.17 and S5.18). 

 

Figure 5.5a illustrates the calculated linear response of TDI2 with the oscillator strength of 

each transition decomposed into S1 and 1(T1T1) contributions. Several bright optical transitions 

emerge from the model, namely near 14880, 15360, 16195, and 16380 cm-1 (672, 651, 617, and 

611 nm, respectively). For simplicity, we will refer to the final eigenstates of these transitions as 

states A, C, D, and F. States A and C correspond to the 0-0 FC transitions for the 1300 and 550 

cm-1 vibrations on the bright S1 exciton surface, while D and F are 0-1 vibronic features for the 

1300 cm-1 mode of the two excitons present from the J-type interaction between the transition 

dipole moments. We additionally highlight the transitions to states B and E near 14995 and 16235 

cm-1 (667 and 616 nm), respectively, for the subsequent analysis. 

Figure 5.5. (a) Simulated linear response with the underlying stick spectrum superimposed. The oscillator strength 
for each transition is represented in terms of S1 state composition. (b) Eigenvalues plotted versus corresponding 
eigenvector state compositions calculated from the modified Holstein Hamiltonian for TDI2. 
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Notably, none of the transitions in Figure 5.5a are of pure S1 origin, despite our prediction of 

weak electronic coupling between the S1 and 1(T1T1) states. In fact, we see the bright transition to 

state A is composed of approximately 96% S1 and 4% 1(T1T1) character. Such mixing is not 

observed when linear vibronic coupling is excluded from the simulation (Figure S5.17b). Figure 

5.5b shows each system eigenvalue with respect to the S1 character. Diabatic mixing is again 

observed here, with several states trending toward the center of the plot, primarily near the bright 

transition energies mentioned above. Based on the energetic spacing between the states with the 

most mixing, we suggest that near-resonances between vibrational levels of the 1300 cm-1 motion 

on the 1(T1T1) and S1 surfaces cause this departure from pure basis states. However, several 

additional states exhibit small, but non-negligible mixing, implying contribution beyond the 1300 

cm-1 vibration. 
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Figure 5.6 illustrates the composition of the indicated states (Figure 5.5a) in terms of each pure 

site-basis vibration. We note that this compositional analysis accounts for interactions from all 

states associated with a particular vibration, independent of occupation number. While the 

optically bright states A, D, and F originate predominantly from the 1300 cm-1 S1 vibration, we see 

significant contribution from the 550 cm-1 S1 vibration and, in the case of state A, the 240 cm-1 S1 

mode. State C highlights an example of diabatic state mixing driven not predominantly by the high 

frequency mode, but rather by the 550 cm-1 vibration. From the perspective of eigenstates more 

localized in the 1(T1T1) manifold, the non-trivial contribution from the low-frequency motions is 

Figure 5.6. The specified eigenstates decomposed into percent contributions from all normal modes in the site 
basis. The right graph expands the small bars and suppresses the large bars in the left graph. 



Chapter 5: Influence of Vibronic Couplings on Ultrafast Singlet Fission 154 
 
again observed. All three motions on the S1 surface contribute almost equally to state B, and state 

E cannot be described without the 550 cm-1 S1 mode. 

5.6. Discussion  

We observe that mixed diabatic states underlie sub-50 fs SF in TDI2, as evidenced by the 

simultaneous presence of both singlet and correlated triplet features in the time-domain 2DES 

spectra (Figures 5.2b-d). Based on the resonance condition, all coherent superpositions created by 

the 2DES pump pulses are initially located within the diabatic S1 manifold. Nonetheless, we 

observe low-frequency oscillations of the 1(T1T1) ESA signals. This suggests the reaction 

coordinate for SF most likely depends on a particular set of nuclear degrees of freedom. 

Simulations accounting for several vibrational motions with non-negligible Huang-Rhys factors 

indicate that vibronic coupling between S1 and 1(T1T1) produces states of mixed electronic 

character, even in the presence of weak electronic coupling. Moreover, this mixing is not driven 

solely by the high-frequency motion that bridges the S1 and 1(T1T1) electronic energy gap but, in 

addition, is aided by low-frequency motions on both electronic states. 

The presence of vibrational coherences acting as “spectators” to ultrafast photophysics has 

been highlighted in previous literature68 and could explain the behavior we observe in our 

experimental results. However, methods of confidently assigning integral versus spectator motions 

remain to be established. In contrast to models of SF wherein the reaction coordinate is described 

as a single vibration, a recent study describes the complex function that high-frequency 

intermolecular and low-frequency intramolecular motions may play in ultrafast SF.208 Our analysis 

suggests the sub-50 fs SF observed here in TDI2 falls within this framework. The SF reaction 

coordinate in TDI2 is illustrated by the schematic multidimensional PES in Figure 5.7. SF proceeds 
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predominantly along the 1300 cm-1 vibration on the site-basis 1(T1T1) state, since the first vibronic 

level for this vibration is near-resonant with the bottom of the S1 energy well. In other words, 

motion along this vibration leads to an approach of the pure S1 and 1(T1T1) PESs, where vibronic 

coupling becomes significant. Higher-energy resonances between the 1300 cm-1 vibration on both 

diabatic states contribute additional instances of mixing, but drive SF less efficiently due to 

ultrafast relaxation effects.285 Low-frequency motions originating on the S1 surface aid mixing 

with the 1(T1T1) manifold, yielding eigenstates of complex mixed nuclear and electronic character, 

such as states A through F. The effect of these nonadiabatic interactions is portrayed in Figure 7 

by the smooth surface between the mixed states. The eigenstates as calculated by our theoretical 

model represent different nuclear configurations within the PES in Figure 5.7, highlighting the 

significance of molecular geometry to SF in TDI2. 

Our experimental observation of low-frequency coherences modulating 1(T1T1) ESA signals 

supports this SF reaction coordinate. The low-frequency vibronic coherences that we create using 

ultrashort pump pulses have non-negligible 1(T1T1) character immediately upon photoexcitation. 

These coherences could be between eigenstates A, B, and/or C, for example. The geometry of the 

molecule, and energy deposited along key nuclear motions, allows the collective wavepacket to 

traverse into the region of the PES dominated by 1(T1T1) configurations and modulate the 

corresponding ESA signals.  
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This framework captures our experimental observation of sub-50 fs SF and predicts the states 

driving SF in TDI2 are de facto coherently mixed via nonadiabatic interactions along several 

nuclear coordinates. This is consistent with the description of eigenstates relevant to SF as points 

within a vector space defined by the linear combinations of the S1, 1(T1T1), and CT diabatic states. 

The relative weighting of these diabatic states in the final system eigenstates will be defined by 

the strength of their nonadiabatic interactions. Previous 2DES studies of a slip-stacked TDI dimer 

revealed a dependence of ultrafast SF and symmetry-breaking charge transfer photophysics on the 

pump wavelength.209 Such excitation wavelength dependence is a manifestation of this vector 

space formalism driven by vibronic coupling. In general, this model predicts that the energy level 

distribution of the S1, 1(T1T1), and CT states will dictate the degree of mixing that occurs between 

them due to vibronic coupling. In the work presented here, the CT state likely lies too high in 

Figure 5.7. A potential energy surface, in the eigenbasis, described by high and low-frequency regimes of 
nuclear motion. Vibrational occupation numbers from the diabatic basis, included for qualitative interpretation, 
are provided for the 550 (green) and 240 (magenta) cm-1 S1 vibrations, as well as the 1300 (black) cm-1 vibration 
on both the S1 and 1(T1T1) states. Contours projected on the floor plane illustrate (not to scale) the relative 
efficiency of each frequency regime in mixing the diabatic states. 
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energy to mix effectively with the other basis states, although it most likely couples the S1 and  

1(T1T1) states via superexchange.289 Even in benzonitrile, having a dielectric constant of 25.2, we 

do not observe strong coherent mixing with the CT state (Figure S5.14). Therefore, we do not see 

kinetic pathways with varying state compositions dependent on the pump energy. In contrast, the 

energetic proximity of the CT state to the S1 and 1(T1T1) states in the slip-stacked TDI dimer results 

in eigenstates comprising all three basis states. Slight energetic offsets between the 1(T1T1) and CT 

states may result in different vibrations providing efficient mixing with the S1 state. Thus, the 

dependence of the photophysics on the pump wavelength in the slip-stacked TDI dimer arises from 

the reaction pathways of the predominantly 1(T1T1) and CT eigenstates being described by 

differing nuclear degrees of freedom.  

In comparison to frameworks describing coherent SF along a single vibrational coordinate, we 

anticipate that the inclusion of multiple key vibrations will complicate the role of the bath in SF. 

Since intramolecular low-frequency motions couple efficiently to the environment,292 SF relying 

on these vibrations may be more susceptible to relaxation processes. However, as we observe in 

this work and in our previous studies,285, 286 state mixing remains prevalent near the equilibrium 

geometry of the photoexcited state in TDI2. This can be explained by our finding that including 

additional, low-frequency modes in the SF reaction coordinate yields an increased density of 

vibronic states around the resonances between high-frequency S1 and 1(T1T1) motions. This effect 

remains true at the zeroth vibrational level for the high-frequency S1 motion, therefore affording 

additional SF pathways closer in energy to the local PES minimum of the photoexcited state 

(Figure 5.7). In general, this formalism implies that coherent SF may be achieved in systems where 
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the molecular geometry allows the S1, 1(T1T1), and possibly CT states to share similar and 

accessible nuclear configurations, thus taking advantage of the resulting vibronic coupling. 

5.7. Conclusions 

 Here, we observe that mixed singlet and correlated triplet pair states underlie sub-50 fs SF 

in a covalently linked, perpendicular TDI dimer. The transfer of low-frequency coherent 

wavepackets between the S1 and 1(T1T1) states was captured via 2DES experiments and suggests 

the SF reaction coordinate is defined by nonadiabatic interactions between these diabatic states. 

We employed FSRS to characterize the nature of key vibrations and the strength of their couplings 

to the bright S1 ← S0 electronic transition. In contrast to models of vibronic coupling that condense 

the photophysics to a single nuclear coordinate, we interpreted our results using a modified 

Holstein Hamiltonian with both S1 and 1(T1T1) states dressed with several vibrations. We found 

that multiple vibrations are necessary to account for the observed mixing between the S1 and 

1(T1T1) states. This formalism suggests that the coherent mechanism of SF may necessitate 

consideration of the potential energy landscape in multiple nuclear dimensions. Moreover, these 

results highlight the potential function and intricacies of interactions between electronic 

configurations and nuclear geometries within the ultrafast SF process. Such characteristics offer 

tangible design principles in developing systems that employ coherent SF.  
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6.1. Introduction 

 The interplay of nuclear and electronic coordinates in driving photochemical reactions 

offers a platform for external control of chemical dynamics on the molecular scale.19, 222, 293 

Coupled electronic-vibrational (vibronic) degrees of freedom have been shown to underlie several 

important photochemical reactions such as energy54, 143, 194, 241, 294-296 and charge transfer,68, 155, 164, 

214-218, 297-300 singlet fission,46, 157-159, 208, 301, 302 excimer formation,303, 304 phase transitions,37, 219 and 

solvation dynamics.145 While many techniques allow insight into the vibronic configurations of 

multichromophoric systems, disentangling the key contributors to reaction coordinates remains 

challenging.68, 305 The extensive frequency- and time-domain information afforded by two-

dimensional electronic spectroscopy (2DES) has been particularly insightful for uncovering 

vibronic couplings and their connections to electronic dynamics.19, 143, 155, 157, 158, 160, 161, 206, 218, 258, 

294 In addition, the growing accessibility53, 54 and range of experimental 2DES implementations120 

make it a powerful tool for bridging disciplinary gaps that have historically hampered progress 

toward engineering vibronic coherence within rationally designed molecular systems.1, 222   

Owing to the temporally short and spectrally broad pulses that are required for 2DES, this 

nonlinear spectroscopic technique is able to launch and track the evolution of both populations and 

coherences among the quantum mechanical states of a molecular ensemble.120, 306 While 2DES 

spectra are often analyzed with respect to excitation (ω1) and emission (ω3) dimensions at specified 

waiting time delays (t2), as portrayed in the top panel of Figure 6.1, information explicitly about 

coherence phenomena can be extracted by fitting and subtracting population dynamics in the t2 

domain (middle panel of Figure 6.1) and subsequently performing a Fourier transformation of the 

residuals over t2.15 In the product purely frequency-domain (ω1, ω2, ω3) representation, as shown in 
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the lower panel of Figure 6.1, slices in the dataspace taken at constant ω2 values indicate the 

amplitude of specific coherent signal oscillations, or quantum beats, as a function of excitation and 

emission energies. These so-called quantum beatmaps offer rich topological insight into the 

potential energy landscape of a molecular system and have been used to probe vibronically 

coherent energy transfer in photosynthetic complexes,156, 192 reveal nuclear motions that enable 

important photochemical transformations in organic photovoltaic systems,157, 158, 208, 214, 215, 218, 241 

and explore the possibility of harnessing vibronic coupling as a design parameter in chemical 

technologies.19, 37, 144, 196, 219, 238, 307  
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Figure 6.1. 2DES produces signals as a function of excitation (pump) and emission (probe) frequencies and the 
waiting time (t2). The signal intensity along t2 reveals population (non-oscillatory) and coherence (oscillatory) 
dynamics. Fitting and subtracting the former yields isolated wavepacket signals. Quantum beatmaps are obtained 
by repeating this process at all (ω1, ω3) coordinates and Fourier transforming the residuals. The features in each 
ω2 beatmap are directly linked to the underlying nature of the system. 
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While 2DES beatmaps help to parse the fundamental parameter space of complex chemical 

ensembles, translating these maps into meaningful conclusions is by no means trivial.  The single 

displaced harmonic oscillator (DHO) model is often assumed for simplicity when rationalizing 

patterns within beatmaps while accounting for both electronic and nuclear degrees of freedom.154, 

308, 309 The validity of this assumption, however, is brought into question by an increasing number 

of works that highlight the need to account for multiple vibrational coordinates in the mechanisms 

of a variety of ultrafast photochemical phenomena.159, 164, 169, 208, 294, 310-313 While measuring 

couplings between nuclear motions is a central focus of many experimental techniques, such as 

multidimensional infrared,314, 315 electronic-vibrational,108, 123, 265, 316-318 vibrational-electronic,316, 

317, 319 and impulsive stimulated Raman spectroscopies,130 the effects of such coupling are largely 

ignored in the analysis of 2DES beatmaps. Recent theoretical320 and experimental studies310, 312 

have attributed marked deviations from the single-DHO model of 2DES beatmaps to wavepacket 

motion along coupled nuclear coordinates. Nevertheless, the shortage of direct comparisons 

between theoretical and experimental results limits the accuracy and general applicability of 

models that account for vibrational coupling in calculating 2DES beatmaps. As the connections 

between 2DES and the rational design of quantum technologies continue to expand,222, 307 the 

effects and prevalence of coupled vibrational coordinates must be clarified. 

Here, we use a joint experimental-theoretical approach to test the ability of the single-DHO 

versus multiple-DHO formalisms to reproduce experimental 2DES results from an array of 

chromophores, namely terrylenediimide (TDI), ITIC, methylene blue (MB), and Nile blue A (NB). 

Both TDI and ITIC have applications in organic photovoltaics as singlet fission sensitizers283, 321  

and non-fullerene electron acceptors,322, 323  respectively, while MB and NB are important dyes to 



Chapter 6: Harmonic vibrational couplings in quantum beat spectra 164 
 
the biomedical community.142, 324 We first focus on comparisons between simulated quantum 

beatmaps for TDI, using both single- and multiple-DHO Hamiltonians, and experimental 2DES 

results. We show unambiguously that accounting for multiple unique vibrations significantly 

increases the accuracy of the simulation in capturing patterns within the experimental beatmaps. 

We attribute this agreement, which is achieved without treatment of anharmonicity, to vibronic 

coupling between multiple linearly displaced harmonic oscillators. Additional experiments 

indicate that deviations from the single-DHO formalism are also prevalent in the beatmaps for 

ITIC, MB, and NB, which illustrates the broad influence of harmonically coupled vibrations on 

2DES results. Furthermore, we demonstrate that the multiple-DHO model increases the amplitude 

of ground-state vibrational signatures in the positive-frequency rephasing beatmaps in comparison 

to those predicted by the single-DHO formalism. Thus, harmonic coupling between vibrations may 

significantly complicate established procedures for separating signals from ground- and excited-

state vibrational coherence, which highlights the importance of considering multiple nuclear 

coordinates when drawing conclusions from 2DES beatmaps, especially when multiple Franck-

Condon (FC)-active modes are present. Taken together, these results demonstrate that 2DES 

simulations treating multiple vibrations on the same footing can increase the extent to which 

features in experimental quantum beatmaps can be linked to the fine vibronic structure of the 

molecular Hamiltonian, even for complex, solution-phase ensembles. 
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6.2. Methods 

Terrylene-3,4:11,12-bis(dicarboximide) (TDI) was prepared according to literature 

procedures.283 3,7-Bis(dimethylamino)phenazathionium chloride (MB) and the non-fullerene 

acceptor 2,2′-[[6,6,12,12-Tetrakis(4-hexylphenyl)-6,12-dihydrodithieno[2,3-d:2′,3′-d′]-s-

indaceno[1,2-b:5,6-b′]dithiophene-2,8-diyl]bis[methylidyne(3-oxo-1H-indene-2,1(3H)-diylidene 

)]]bis[propanedinitrile] (ITIC) were purchased from Sigma-Aldrich and used without any further 

purification. 5-Amino-9-(diethylamino)-benzo[a]phenoxazin-7-ium perchlorate (NB) was 

purchased from Exciton and used without further purification. Figure 6.2 illustrates molecular 

structures for all compounds included in this study. 

6.2.1. Optical spectroscopy  

Steady-state UV/Vis absorption spectra for room temperature solutions of each dye molecule 

were collected using a Shimadzu UV-1800 spectrophotometer. Solutions were prepared with 

optical densities of ranging from 0.2 to 0.8 OD in glass cuvettes with a 1 mm pathlength for the 

following solute/solvent pairs: TDI/tetrahydrofuran (THF), MB/water (deionized), NB/ethanol, 

Figure 6.2. Structures for the chromophores investigated in this report. 
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and ITIC/dichloromethane (DCM). Both THF and DCM were dried using a Glass Contour solvent 

system. 

2DES experiments were conducted using an apparatus detailed in Section 2.4.2 and employed 

pump pulses centered near 16650 cm-1 (Figure 2), which spanned 3390 cm-1 baseline-to-baseline 

(defined as 5% of the maximum intensity). We compressed these pulses to between 10 and 15 fs 

in duration (Figure S6.1) and focused them on the sample position with dispersion-corrected white 

light (WL) probe pulses spanning approximately 500-1000 nm. We collected a series of 2DES 

spectra in the pump-probe geometry as a function of the delay between the second pump and the 

probe pulses (the waiting time, t2) to analyze wavepacket dynamics. This delay was scanned from 

approximately -100 to 1600 fs across several trials with either 5- or 8-fs step sizes. To extract the 

absorptive, rephasing, and non-rephasing contributions to the pump-probe geometry 2DES signals, 

we employed well-documented phase cycling procedures.50, 224 Quantum beatmaps were extracted 

from the data per our protocols described in Section 2.5. Samples for transient experiments were 

prepared as described above. Refer to the Supporting Information (Appendix C) for further details 

regarding the apparatus, pulse characterization, experimental parameters and replicate results 

(Figures S6.4, S6.6, S6.12, and S6.13), post-processing, and additional experiments (Figures S6.7, 

S6.8, S6.10). 

We performed femtosecond stimulated Raman scattering (FSRS) experiments with a 

previously described laser system.325 The narrowband (approximately 15 cm-1) Raman pump was 

tuned to be pre-resonant with the 0-0 vibronic transition visible in the steady-state linear absorption 

for TDI (Figure 6.3a). Samples for these experiments were prepared as described above, but in 

cuvettes with a 2 mm pathlength. 
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6.2.2. Theoretical modeling.  

We employed an original MATLAB toolbox157, 228 to generate a Holstein-form Hamiltonian 

(Equation 20, Section 3.3.1) with an arbitrary number of vibrations and propagate the system 

through real time in response to electromagnetic perturbations. See Chapter 3 for a complete 

description of the toolbox. We treated system-bath interactions with a stochastic fluctuation 

lineshape model236 and fixed the phenomenological parameters for all simulations (Equation 35), 

which means that the microscopic mechanism(s) for variations between our simulations are solely 

based on the structure of the system Hamiltonian. In this work, we examine the effects of including 

either one or two DHOs within the system Hamiltonian on the resulting 2DES quantum beatmaps. 

Importantly, all DHOs are treated on equal footing. Based on our previous study of TDI,157 we 

explored the 550 and 1350 cm-1 vibrations that are evident in the 2DES power spectra and linear 

response of TDI, respectively. We parametrized these vibronic Hamiltonians based on the degree 

to which the simulations reproduce the steady-state absorption (Figure S6.2) and 2DES spectra at 

constant waiting times for TDI, as summarized in Table S6.1. By enforcing time-ordering, we 

simulated each component of the four-wave-mixing signal separately. These components are the 

rephasing and non-rephasing contributions to the ground-state bleach (GSB), stimulated emission 

(SE), and excited-state absorption (ESA) signal generation pathways (Equations 29-34, Section 

3.4). Refer to Appendix C for additional details regarding the theoretical model and data 

processing methods. 

6.2.3 Computational details.  

DFT calculations were performed using the Amsterdam Density Functional (ADF) software 

package. We employed the BP86 functional in conjunction with a DZP basis set to compute 
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optimized geometries, normal modes, and resonance Raman spectra of TDI in silico. Frequencies 

were scaled to account for anharmonicity using parameters reported in a previous study.288  

6.3 Results and Discussion 

6.3.1 Experimental and theoretical TDI response comparisons. 

We first investigated the linear response of TDI. Figure 6.3a shows the experimental TDI 

steady-state absorption spectrum, in addition to the spectra of the pulses used to perform 2DES 

measurements. The TDI absorption spectrum features a progression of vibronic peaks with an 

average spacing of 1360 cm-1 (15260, 16600, and 17980 cm-1).  While we have previously shown 

that numerous vibrations are coupled to the S1 ← S0 electronic transition of TDI,157  we dressed 

the multiple-DHO Hamiltonian with 550 and 1350 cm-1 vibrations to simulate the linear response 

 

(Figure S6.2). This allowed us to maintain reasonable computational time while still representing 

both low- and high-frequency regimes within the simulations. We found that the Huang-Rhys (HR) 

a b 

Figure 6.3. (a) Normalized experimental (Exp.) and simulated (Sim.) steady-state absorption spectra for TDI 
(structure inset) with 2DES pump and probe spectra superimposed. (b) Experimental and simulated 2DES spectra 
near t2 = 100 fs. Contours are plotted at 5% intervals with 10% contour lines darkened. Experimental spectra were 
collected with the sample dissolved in THF at room temperature. 
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factor (λ2) for the 1350 cm-1 vibration (λ2 = 0.42) is more than three times larger than that of the 

550 cm-1 vibration (λ2 = 0.13), which is a common outcome when comparing the HR factors for 

high- and low-frequency vibrations of organic chromophores.326 Refer to Table S6.1 in Appendix 

C for a full compilation of parameters used in these simulations. 

 Using the parameters obtained through reproducing the experimental linear response with 

the multiple-DHO simulation, we extended our model to calculate the third-order response. The 

left panel of Figure 6.3b illustrates an experimental 2DES spectrum collected at t2 = 100 fs (S1 

lifetime = 2.5 ns in CH2Cl2),283 which agrees with our previous 2DES studies of TDI-based 

compounds.157, 209 Briefly, a grid of intense, negative-signed peaks surrounds the diagonal ω3 = ω1 

line. The peaks near the diagonal (ω1, ω3) = (15440, 15240 cm-1) and (17070, 16730 cm-1) arise 

from both ground state (S0) bleach (GSB) and excited-state (S1) stimulated emission (SE) from the 

0-0 and 0-1 vibronic transitions of the 1350 cm-1 mode, respectively. We attribute the 300 cm-1 

increase in the spacing between these peaks in the pump dimension relative to the 1350 cm-1 

vibration to the spectral bandwidth of the pump pulse. As anticipated, these transitions also exhibit 

crosspeaks near (15390, 16750 cm-1) and (17000, 15330 cm-1). SE crosspeaks from the 1350 cm-1 

mode are also observed near (15370, 13740 cm-1) and (17030, 13820 cm-1). In addition, the tails 

of two positive ESA peaks are visible at the bottom edge of the ω3 axis and are attributed to an Sn 

← S1 transition. While we include this transition in our simulations (Figures S6.4 and S6.17), we 

draw our primary conclusions from the pump-probe frequency regime portrayed by the spectra in 

Figure 6.3b. See Appendix C for further details. As shown by right panel of Figure 6.3b, our 

simulation yields excellent agreement with the experimental 2D spectrum, with exception of the 

finite bandwidth in the latter. While the experimental spectrum represents a convolution of the 
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third-order response and the pump spectrum, we maintain generality in our simulations by 

centering discussions around the unconvoluted response. We note however that this convolution 

is more important to consider when the pump-bandwidth spans only a fraction of the steady-state 

absorption spectrum of the solute.327  

6.3.2 Signatures of wavepacket motion from TDI. 

As shown by the blue trace in Figure 6.4a, we observe clear wavepacket motion from TDI 

manifested as numerous quantum beats in the 2DES data near frequencies ω2 = 160, 550, 800, 

1300, and 1550 cm-1. Since GSB and SE signals overlap substantially near the diagonal line in a 

2DES dataset, these beats likely originate from a combination of both ground- (S0) and excited-

state (S1) vibrational coherences.154 The ground-state contribution is supported by the excellent 

agreement between most features and the spectra obtained from FSRS and resonance-Raman DFT. 

Two key differences are noteworthy, however. First, the ω2 = 800 cm-1 peak in the 2DES power 

spectrum (observed between 800 and 860 cm-1 in additional independent measurements (Figures 

S6.7 and S6.8)) is completely absent in both the FSRS and DFT spectra. This discrepancy indicates 

that this mode stems predominantly from excited-state wavepacket evolution. This feature could 

be rationalized by a significant Duschinsky rotation328 or as a combination band due to anharmonic 

coupling. However, we note that both of these phenomena have been observed to manifest in 

experimental FSRS spectra.329 The second difference between the spectra in Figure 6.4a is the 

relative amplitude of the low- and high-frequency motions, which is seen most clearly by 

comparing the ratio of the 550 and 1300 cm-1 modes in each spectrum. While FSRS and the DFT 

computations indicate that the 1300 cm-1 vibration couples more strongly to the S1 ← S0 transition 

than the 550 cm-1 mode, the 2DES power spectrum suggests the opposite. Since we know this is 
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incorrect considering the 1300 cm-1 vibration is likely responsible for the prominent 1350 cm-1 

vibronic progression in the linear absorption spectrum (Figure 6.3a), we attribute this discrepancy 

to effects of the finite pulse duration in launching and probing wavepacket motion.330  

Although we observe that more than four TDI vibrations have significant FC activity, we 

restrict our multiple-DHO simulations to the inclusion of 1350 and 550 cm-1 vibrations for several 

reasons. First, the former mode is dominant in the FSRS, DFT, and linear absorption spectra, 

whereas the latter modulates the 2DES signals with the strongest intensity. Second, previous works 

report that the effects of interference between wavepacket motions are most evident when a 

significant difference exists between their carrier frequencies.310, 320  Thus, our choice of both low- 

(<1000 cm-1) and high-frequency (>1000 cm-1) vibrations allows us to examine the generality of 

this finding.  

 

6.3.3. Comparisons of experimental and theoretical TDI quantum beatmaps.  

a b 

Figure 6.4. Comparison of (a) power spectra obtained via 2DES, FSRS, and resonance-Raman DFT calculations 
and (b) the calculated nuclear motions that are represented within the multiple-DHO model for TDI. The solid 
vertical line in (a) indicates the region (left) over which the indications of magnification are applicable. The dotted 
lines in (a) connect features that are commonly observed through all three methods, accounting for minor 
frequency shifts.  

552 cm-1 

1263 cm-1 
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 A significant advantage of using 2DES to study wavepacket dynamics is the ability to 

analyze both rephasing and non-rephasing contributions to the third-order signal, which serves to 

isolate overlapping oscillatory signals that may otherwise interfere with each other.16, 331 Isolating 

these signals also allows additional information to be obtained by examining both the positive- 

and negative-signed beat frequencies.16, 150, 151, 332 We therefore focus our analysis on the rephasing 

portions of the experimental and theoretical signals, while the non-rephasing (Figures S6.12) and 

absorptive (Figures S6.10) counterparts are provided in Appendix C.  

Significant effort has been placed on linking quantum beatmaps to particular molecular 

models, both for the 1D164, 241, 269, 308, 331, 333 and 2D implementations of ultrafast electronic 

spectroscopy.107, 142-144, 151, 154, 156, 158, 161, 320, 332 In the simplest case of an isolated chromophore, the 

single-DHO model predicts features in the positive and negative frequency rephasing 2DES 

beatmaps spaced by the frequency of the harmonic oscillator,154 as shown in Figure 6.5a for both 

the 550 and 1350 cm-1 vibrations (assuming their wavepacket motions are completely 

independent). In contrast to our simulations, which include five quanta for each electronic state, 

these depictions consider only a single quantum of the nuclear motion on both the ground- and 

excited-electronic states.  The experimental rephasing beatmaps for the ω2 = +543 (top) and -543 

cm-1 (bottom) are shown in Figure 6.5b, where deviations from the schematics in Figure 4a are 

immediately evident. Namely, we observe several peaks in the beatmap located greater than one 

energy quantum away from the diagonal line. While it is tempting to assign these features to signal 

pathways involving higher vibrational states of the 550 cm-1 vibration (v > 1), our simulations 

using the single-DHO Hamiltonian do not predict such behavior (Figure 6.5c). Since the 0-νn FC 

factor decreases rapidly as νn increases, quantum beats originating from a single vibrational motion 
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dramatically decrease in amplitude as the distance from the 0-0 vertical transition energy in pump-

probe frequency space increases.  

 

In stark contrast to the theoretical single-DHO results, the rephasing beatmaps obtained from 

the multiple-DHO simulation (Figure 6.5d) exhibit remarkable agreement with the experimental 

a b 

Figure 6.5. Rephasing quantum beatmaps for the positive (top) and negative (bottom) 550 cm-1 beat frequencies 
obtained from (a) a schematic picture of individual 550 and 1350 cm-1 vibrations, (b) experimental 2DES data, 
and third-order signals simulated with the (c) single-DHO simulations and (d) multiple-DHO Hamiltonians. The 
solid green lines indicate the 0-0 singlet electronic transition energies for all vibrations. Dotted lines indicate 
energies that represent either one or two frequency quanta away from the 0-0 singlet transition energy in either the 
pump (vertical lines) or probe (horizontal lines) axis for the 550 (blue), 1350 (red), and combination (green) bands. 
Solid circles in (a) indicate regions with non-zero beating amplitude (color coded according to origin vibration: 
ω550 = blue, ω1350 = red, overlap of ω550 and ω1350 = purple) while hollow circles in (b) and (d) highlight features 
that are not accounted for within the single-DHO approximation. 

c d 
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beatmaps, as highlighted by the colored circles in both Figures 6.5b and 6.5d. Comparing Figures 

6.5b and 6.5d to the schematic in Figure 6.5a suggests that the 550 cm-1 beatmap draws amplitude 

from both the 550 and 1350 cm-1 modes. Based on recent theoretical predictions,320 this 

observation suggests that interference between the 550 and 1350 cm-1 modes is responsible for the 

marked deviations from the expectations from the traditional single-DHO model. Comparisons 

between our experimental and simulated absorptive beatmaps (Figure S6.10, Appendix C) 

corroborate the insight drawn by Farfan and Turner from simulations of absorptive 2DES spectra 

in the presence of interfering vibronic modes.320 Building upon this work, we observe that the 

mapping of the high frequency 1350 cm-1 mode onto the beatmap of the low-frequency 550 cm-1 

vibration persists and is significantly more evident in the rephasing beatmaps. Moreover, the shift 

in the fundamental vibrational frequencies from 550 to 533 cm-1 and 1350 to 1367 cm-1 in the 

single- and multiple-DHO simulations, respectively, supports the presence of an interaction 

between the 550 and 1350 cm-1 modes. 

In addition to modulating the shape of quantum beatmaps, interference between vibrational 

wavepackets is also predicted to generate combination bands in the power spectra of the quantum 

beats in 2DES.320 As noted from Figures 6.4a and S6.7, the peak near 800 cm-1 in the power 

spectrum for TDI is not accounted for in the FSRS experiment and computed resonance-Raman 

spectrum. Figure 6.6a compares the experimental power spectrum to those obtained from both the 

single- and multiple-DHO simulations. As expected, both simulations predict beating signatures 

at the fundamental frequencies of the DHO(s) included. However, only the multiple-DHO 

simulation produces a feature near 850 cm-1, which matches well with the experiment and is 

assigned to a difference-frequency band originating from coupling between the 550 and 1350 cm-
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1 wavepackets. Moreover, we find reasonable agreement between the experimental and simulated 

beatmaps for this difference-frequency band, as shown in Figure S6.18. Figure 6.6b illustrates an 

example double-sided Feynman diagram that can explain quantum beats with a frequency 

equivalent to the frequency difference between two arbitrary vibrations α and β, in this case 550 

and 1350 cm-1, respectively. Importantly, such a beat frequency can only be generated by 

electronic excited-state evolution of the density matrix. While vibrational coherence on an excited 

electronic state can manifest in FSRS spectra by means of vertical-FSRS pathways,334, 335 the lack 

a 

b 

Figure 6.6. (a) Comparisons of experimental and simulated power spectra using both the single- and multiple-
DHO Hamiltonians, (b) an example double-sided Feynman diagram that yields difference-frequency beating 
during t2, and (c) a schematic illustrating the ground- (G) and excited-state (E) potential energy surfaces for the 
multiple-DHO model with vibrations α and β. The diagrams in (b) and (c) are color coded with red and blue 
signifying the 550 and 1350 cm-1 vibrational coordinates, respectively. Qβ (Qα) and dβ (dα) in (c) represent the 
site-basis nuclear coordinate and displacement for the β (α) vibrations, respectively, while Qβ' and Qα' indicate 
nuclear coordinates in the eigenstate basis. Green arrows portray the basis rotation. 

c 
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of the 800 cm-1 feature in our measured FSR spectrum (Figure 6.4a) suggests that the ground-state 

FSRS signals are dominant. FSRS measurements with an actinic pump may provide further 

information as combination bands have been observed in this manner previously.329  

 For the signal pathway illustrated in Figure 6.6b to be observable via 2DES, vibrations α 

and β must not be orthogonal in the eigenstate basis. This non-orthogonality is also required to 

explain how the 1350 cm-1 motion impacts the beatmaps for the 550 cm-1 vibration. The direct 

experimental and theoretical comparisons put forth in Figures 6.5 and 6.6 illustrate the accuracy 

of the multiple-DHO model in predicting the behavior of experimental quantum beating signatures 

from TDI. We can therefore use this model to rationalize the physical origin of the coupling 

between the 550 and 1350 cm-1 vibrations. Specifically, because we formulate our model with 

vibrations treated within the system Hamiltonian, we can pinpoint the origin of the coupling to 

system-specific interactions. Both anharmonic coupling and the Duschinsky rotation (where the 

normal modes of the ground and excited electronic states are different yet related by linear 

combination) can induce mixing between vibrational modes.130, 308, 336, 337   These effects are 

expensive to treat in comparison to simple parallel harmonic potentials. In contrast to recent 

experimental reports of deviations from single-DHO beatmap predictions due to anharmonic 

coupling between vibrational wavepackets,310 we find that the experimental TDI beatmaps are 

excellently reproduced within the harmonic approximation. Moreover, since we do not explicitly 

couple the vibrations in our multiple-DHO Hamiltonian, our model achieves this accuracy without 

accounting for a possible Duschinsky rotation. Instead, we suggest that the vibrational coupling 

evidenced by the TDI quantum beating signatures originates from purely harmonic coupling, 
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similar to that used recently in the calculation of crosspeaks in two-dimensional impulsively 

stimulated resonant Raman spectra.130 

Figure 6.6c illustrates a top-down view of the potential energy surface (PES) captured by our 

model in the site basis. Importantly, the harmonic potentials for the ground- (G) and excited- (E) 

electronic surfaces are shaped by two orthogonal nuclear coordinates Qα and Qβ. For TDI, where 

ωα = 550 cm-1 and ωβ = 1350 cm-1, the potentials have an elliptical curvature since  ωα  ≠ ωβ. 

However, the theory and its predictions are still applicable to the case where ωα  = ωβ.  Though no 

coupling is explicitly defined between the normal modes α and β, the PES is displaced along both 

nuclear coordinates by their respective HR factors. Diagonalizing the Hamiltonian to the system 

eigenstate basis effectively rotates the axes in Figure 6.6c, as shown by the green arrows, thereby 

yielding vibrations α' and β', which are linear combinations of vibrations α and β. Qualitatively, 

this means that treatment of multiple DHOs within the same system Hamiltonian results in purely 

harmonic coupling between the orthogonal vibrations, α and β in this example, which is then 

manifested in experimental measurements of the system eigenstates (quantum beatmaps and 

Fourier power spectra). We note that this interpretation has broad implications for the studies of a 

wide range of materials since the harmonic coupling is sensitive to the Huang-Rhys factors of all 

displaced oscillators within the system. Since FC activity is the only prerequisite, the effects of 

this harmonic coupling may manifest in 2DES experiments of individual molecules and as well as 

multichromophoric systems, where the complexity of the effects will scale with both the size of 

the individual molecules as well as the extent of interactions within a molecular ensemble. We 

hypothesize that the effects of this harmonic coupling are distinct from those that would arise from 

direct treatment of anharmonic coupling or a Duschinsky rotation in our multiple-DHO model. 
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While anharmonicity may play a role in shaping features in 2DES beatmaps,310 the agreement 

between our simulated and experimental TDI beatmaps (Figures 6.5 and S6.10) suggests that 

harmonic vibrational coupling is predominantly responsible for the deviations from the predictions 

of the single-DHO approximation.  

6.3.4. Generality and implications of coupled vibrational wavepackets.  

Taking recent studies of multi-component vibrational wavepackets310, 312, 320, 338, 339 in 

conjunction with the agreements that we observe between the multiple-DHO simulations and 

experimental TDI data, we posit that the single-DHO approximation breaks down more often than 

is commonly anticipated. Indeed, examination of the quantum beatmaps obtained in our previous 

study of perylenediimide-based monomers and dimers reveals that signatures of coupled 

vibrational and/or vibronic wavepackets are evident.228 To further test the generality of the 

multiple-DHO formalism, we performed additional 2DES experiments on NB and MB, which are 

dye molecules applied in numerous biomedical contexts,142 as well as ITIC, an efficient non-

fullerene electron acceptor commonly employed in organic photovoltaic research.322  

Figure 6.7 illustrates rephasing quantum beatmaps for the oscillations near 440, 461, and 600 

cm-1 for MB, ITIC, and NB, respectively. We analyze the positive-signed beat frequency for each 

compound since, under the standard single-DHO approximation, only excited-state vibrational 

wavepackets modulate the positive-signed regime of the rephasing beating signals (vide infra).151 

This portion of the 2DES signal is therefore of significant importance when diagnosing quantum 

beating signatures in complex chemical systems.  
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The frequencies of these beating signatures match well with existing literature for MB,142 

ITIC,323, 340 and NB,341, 342 and in each case are among the strongest low-frequency vibrations 

coupled to their respective S1 ← S0 transitions. In each compound, the most intense quantum 

beating occurs within the region near the diagonal characteristic of a purely vibrational 

coherence,154 accounting for systematic blueshifts from the S1 ← S0 transition energies324, 342, 343 

due to the overlap of the molecular absorption and pump spectra. However, as denoted by the stars, 

numerous features in each beatmap have clear deviations from the single-DHO model (top of 

Figure 6.5b), several of which are predicted by our multiple-DHO TDI simulations (top of Figure 

Figure 6.7. Positive frequency rephasing beatmaps for the strongest oscillatory feature observed from (a) MB (b) 
ITIC, and (c) NB. Linear absorption spectra (solid lines) for each compound are shown in the top row with the 
pump spectrum (shaded gray) superimposed. The solid green lines indicate the approximate 0-0 singlet electronic 
transition energies, while dashed lines show energies that represent either one or two frequency quanta away from 
the 0-0 electronic transition energy in either the pump (vertical lines) or probe (horizontal lines) axis. Stars 
highlight particularly strong features that are captured well when accounting for coupling of the fundamental 
vibration to one or more high-frequency oscillators. 
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6.5c) after taking the differences in beat frequencies into consideration. We expect that thorough 

accounting for the number, frequencies, and HR factors of the FC-active modes in each of these 

compounds would yield better agreement between simulation and experiment. These findings 

illustrate the general applicability of the multiple-DHO model and the importance of accounting 

for multiple nuclear coordinates when rationalizing quantum beating signatures in 2DES data.  

In numerous previous works, positive-frequency quantum beats in the rephasing 2DES signal 

have been utilized to study purely excited-state wavepacket evolution, often for the purpose of 

connecting a particular vibrational mode to a reaction coordinate.151, 156, 158 Figure 6.8a shows a 

simulated TDI beatmap from the rephasing GSB response function (Equation 29, Section 3.4) 

using the single- DHO Hamiltonian. The maximum amplitude in the simulated ω2 = -550 cm-1 

beatmap, located in the diagonal feature near ω1 = ω3 =15300 cm-1, is nearly 90 times stronger than 

that of the ω2 = +550 cm-1 beatmap. This result matches the expectation that ground-state 

wavepackets minimally modulate rephasing beatmaps for positive ω2 values. However, we find 

that the multiple-DHO model, including both 550 and 1350 cm-1 vibrations, reveals a fallacy in 

this assumption, as shown in Figure 6.8b. In this case, the maximum amplitude of the ω2 = +533 

cm-1 oscillation relative to that of the ω2 = -533 cm-1 frequency increases 350% in comparison to 

the corresponding relative maximum amplitude from the single-DHO simulation. Moreover, 

coupling between the low- and high-frequency wavepackets is particularly evident as a new 

diagonal feature and corresponding crosspeaks aligned with vertical transition energies 

corresponding to the 1350 cm-1 mode appear. 

Figure 6.8 illustrates that including more than one DHO when examining vibrational 

wavepackets with 2DES and quantum beatmaps may lead to the breakdown of common 
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assumptions, such as neglecting the ground-state background in positively signed rephasing 

beatmaps. More generally, dressing Holstein-like Hamiltonians with additional vibrations will 

invoke non-trivial interference between the conventional beatmaps predicted under the single-

DHO approximation. We anticipate the effects of coupled harmonic wavepacket evolution will be 

even more pronounced and complex in studies of interacting, multichromophoric systems. This 

would imply that established approaches for disentangling signatures of vibrational, vibronic, 

and/or electronic coherence from the quantum beatmaps of molecular aggregates may be perturbed 

when the FC envelope consists of numerous vibrations. However, we believe this framework may 

help elucidate the nature of photochemical reactions that are driven by an interplay of vibrations 

Figure 6.8. Simulated rephasing-GSB quantum beatmaps for the (a) single-DHO and (b) multiple-DHO models 
parameterized for TDI. The quantum beating signatures are partitioned into positive and negative ω2 amplitudes. 
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and, in turn, increase the accuracy of molecular design rules that are informed by 2DES 

experiments. Future work aims to expand these multiple-DHO simulations to molecular aggregates 

and critically assess these hypotheses. Though addressing numerous nuclear dimensions 

intensifies the required computational resources, the multiple-DHO model that we employed here 

requires relatively little input and can be applied in advance of 2DES experimentation. For 

example, experimental or computed steady-state absorption and resonance Raman spectra for a 

monomeric chromophore is sufficient to parameterize the multiple-DHO Hamiltonian and guide 

further experimental design.  

6.4. Conclusions 

  We examined coupling between vibrational wavepackets in both theoretical and 

experimental contexts. Direct comparison of simulations using the single- and multiple-DHO 

Hamiltonians shows clear evidence for the substantial effects of such coupling in the experimental 

2DES quantum beating signatures collected from TDI, ITIC, MB, and NB. We predicted and 

experimentally demonstrated that harmonic coupling between vibrational wavepackets results in 

mixing of their respective quantum beatmaps. We attribute this effect to the fact that both DHOs 

in our multiple-DHO simulations are treated simultaneously and on equal footing, which results 

in vibronic coupling between the originally orthogonal site-basis vibrations, even in the absence 

of anharmonic interactions. We note that this situation is applicable to any molecular system with 

two or more FC-active vibrations. We showed that the multiple-DHO model reveals the 

breakdown of the assumption that positive rephasing beat frequencies correspond to vibrational 

wavepacket motion solely in the electronically excited manifold of an isolated chromophore. This 

represents a clear instance in which the single-DHO model may misdirect the translation of 
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quantum beatmaps into meaningful chemical insight, particularly in studies of complex, 

multichromophoric systems. Considering that 2DES beatmaps are a current and vital tool for 

interrogating the potential energy landscape of key photodriven reactions, we stress the importance 

of accounting for the possible observables that can originate from coupled nuclear degrees of 

freedom in these experiments. 
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7.1. A brief recap of the dissertation 

We wish to conclude with a recap of this dissertation, followed by a discussion of research 

outlooks for vibronic coupling and quantum coherence phenomena in chemistry. In Chapter 1, we 

explored the connections between coherence and several chemical contexts. We additionally 

overviewed how these connections have evolved in research foci over the past several decades. 

Importantly, we highlighted distinctions between two key pieces of most quantum coherence 

research: coherence of the molecular system and coherence of the laser field(s) (or, more generally, 

the means of measuring the observable). These pieces form an intrinsic connection between 

ongoing ambitions to understand emergent coherence phenomena in photophysical processes (e.g., 

photosynthesis, artificial light harvesting, etc.) and endeavors for controlling chemical dynamics 

with coherence. 

In Chapter 2, we built upon the introductions to nonlinear optical spectroscopy in Chapter 

1 by delving deeper into the instruments and methodologies used to perform the experimental 

research encompassed by Chapters 4 through 6. We have made our data processing codes publicly 

available225 with the hope that readers may use the work discussed here as a starting point for their 

own research. Likewise, in Chapter 3 we explored the details of the theoretical simulations that 

corroborate various aspects of the experimental results in Chapters 4 through 6. These simulations 

can also be performed by readers using our OREOS software package (located at the cited GitHub 

repository230). 

In Chapter 4, we leveraged two-dimensional electronic spectroscopy and femtosecond 

stimulated Raman spectroscopy to investigate the role of steric hindrance between chromophores 

in driving changes to vibronic and vibrational coherences in a series of substituted perylenediimide 
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(PDI) cyclophane dimers. We report significant differences in the frequency power spectra from 

the cyclophane dimers versus the corresponding monomer reference. We attribute these 

differences to distortion of the PDI cores from steric interactions between the substituents. These 

results highlight the importance of considering structural changes when rationalizing signatures of 

vibronic coupling in multichromophoric systems. 

In Chapter 5, we report our observation of mixed singlet and correlated triplet pair states 

giving rise to sub-50 fs singlet fission (SF) in a linear terrylene-3,4:11,12-bis(dicarboximide) 

(TDI) dimer with perpendicular π systems. We observed the transfer of low-frequency coherent 

wavepackets between the initial predominantly singlet states to the product triplet-dominated states, 

which suggests that nonadiabatic couplings are involved with SF in this dimer. We interpret our 

experimental results in the framework of a modified Holstein Hamiltonian (Section 3.3.3), which 

predicts that vibronic interactions between low-frequency singlet modes and high-frequency 

correlated triplet pair motions lead to mixing of the diabatic electronic states. This work highlights 

how vibronic coupling can shape the complex potential energy landscape underlying ultrafast SF. 

In Chapter 6, we focused on the information content of 2DES quantum beatmaps, which 

are well-known to provide direct insight into the intra- and interchromophoric couplings within a 

chemical system. We built upon traditional beatmap interpretations, which frequently consider 

only one nuclear coordinate, by simulating 2DES spectra and beatmaps with vibronic 

Hamiltonians dressed with multiple vibrational modes. By comparing the simulations directly to 

experimental 2DES results from two organic semiconductors and biomedical dyes, we show that 

coupling between purely harmonic vibrational wavepackets can have significant and prevalent 

effects on experimental 2DES results. Moreover, we demonstrated that users of standard 
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assumptions to separate ground- and excited-state vibrational coherence signatures from 2DES 

data should be wary of the complications that interactions between harmonic wavepackets can 

create. 

The work discussed in this dissertation contributes understanding of the factors that can 

impact vibronic coupling in multichromophoric systems and the influence that vibronic coupling 

may have on photophysical dynamics in organic molecular assemblies. Moreover, the analytical 

and theoretical tools that we developed here serve as quality starting points for researchers that are 

utilizing nonlinear spectroscopy to investigate coherence phenomena in chemistry. 

7.2. Outlook 

While nature boasts mechanisms for capturing solar energy that have been evolutionarily 

optimized over billions of years, humans have the unique opportunity to borrow intuition from 

nature to improve artificial light harvesting. Used in combination with the knowledge gained from 

studies of quantum coherence in natural photosynthesis (Section 1.6), the limitless tunability of 

synthetic materials offers unprecedented opportunities to understand and exploit vibronic coupling 

in molecular electronics and devices.  

The subset of findings described by this thesis and the references therein are but a fraction 

of the progress that has been made. Ongoing developments of third-order techniques, such as two-

dimensional electronic-vibrational (2DEV)108, 111, 123, 265, 316, 317, 344, 345 and two-dimensional 

vibrational-electronic (2DVE)111, 124 spectroscopies, as well as fifth-order techniques such as two-

dimensional impulsive stimulated Raman spectroscopy (2D-ISRS),130, 131, 311 are opening doors to 

increasingly detailed pictures of vibronic phenomena. Pulse shaping technologies have been 

shown to dramatically expand the accessibility of advanced spectroscopic techniques,51-53, 57, 224, 
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346-348 such as multidimensional infrared and electronic spectroscopies, therefore enabling a 

broader range of labs to address questions surrounding vibronic coupling. 

The arenas of synthetic and materials chemistry are also progressing research of coherence 

phenomena. Several recent studies have demonstrated handles for modulating excitonic and/or 

vibronic couplings. For example, Alvertis and coworkers provided extensive evidence for solvent-

enabled control over the transition between coherent and incoherent singlet fission exhibited by a 

tetracene dimer.46 Wang et al. developed a molecular heterodimer platform to “switch on” vibronic 

coupling by tuning the electronic energy gap between the monomer moieties and restricting 

intramolecular rotations.144 Hart and coworkers demonstrated independent control over excitonic 

couplings and system-bath interactions using a DNA-based platform integrated with cyanine 

chromophores.307 

Recently, exciting developments have been made in using machine learning to process and 

decipher complex spectroscopic signals. For instance, Ren et al. taught a convolutional neural 

network to recognize protein secondary structures with high accuracy using simulated two-

dimensional UV spectra as inputs.349 Work in this direction may enable more accurate and efficient 

interpretation of experimental nonlinear spectra.  

The example studies discussed in this section bode well for those who are interested in 

harnessing vibronic coupling and/or other coherence phenomena to steer chemistry. As research 

continues to become increasingly interdisciplinary, collaborations that effectively span 

experiment, synthesis, and theory will hold the greatest promise for progress in leveraging 

molecular characteristics for desirable macroscopic outcomes. It is important to acknowledge, 

however, that fields of research surrounding coherence effects in chemistry have faced a non-
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negligible amount of controversy over the past two decades.1, 16, 188, 350-352 Recent review articles1, 

16 have assigned some responsibility for this controversy to issues with interdisciplinary 

communication (among other issues that are beyond the scope of the present discussion). We 

reiterate the importance of bearing in mind the societal factors that impact the funding and 

execution of STEM research. In light of hurdles that these fields have faced, the collective 

knowledge, tools, and collaborations that have emerged from studies of coherence phenomena in 

chemistry hopefully have set the stage for substantial progress in years to come. 
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Appendix A: Supplementary Information for Chapter 4  

A.1 Synthesis and characterization 

Synthetic procedures for the 4-t-butyltetraphenoxy bay-substituted perylenediimide para-

cyclophane (p-PDI) and the monomeric reference (PDI-Ref) compound can be found in previous 

literature.247, 353 

Synthesis of meta-cyclophane (m-PDI): 

1,6,7,12-tetra(4-t-butylphenoxy)perylene-3,4:9,10-tetracarboxylic acid dianhydride 

(100mg, 0.1mmol), 1,3-bis(aminomethyl)benzene (1.4 mL of a solution of 0.1mL diamine in 

10mL toluene, 0.1mmol), imidazole (1 g, 15 mmol), pyridine (10 mL, 124 mmol), and toluene 

(200 mL) were mixed. The mixture was heated to 115°C for 18 hours. After cooling to room 

temperature, 250 mL of 2M HCl was added. The organic layer was collected and washed with 

water. The remaining aqueous layer was extracted with DCM, and the organic layer was collected. 

The solvent was removed from the combined organic layers under reduced pressure. The crude 

product was purified via column chromatography (DCM, silica) and HPLC to yield 23 mg of 

m-PDI (6%). 1H NMR was collected at 363K on a Bruker Avance III 600 MHz system. Mass 

spectrometry was performed on a Bruker IMPACT II to generate high-resolution HR-APPI-MS 

spectra at the Integrated Molecular Structure Education and Research Center (IMSERC) at 

Northwestern University. All solvents and reagents were purchased from commercial suppliers 

and used without purification. Column chromatography was performed using silica gel from 

Macherey-Nagel and HPLC was performed on a Shimadzu HPLC. 

1H-NMR (600 MHz, 363K, C2D2Cl4): δ =  8.08 (s, 8H), 7.45 (d, J=7.74 Hz, 4H), 7.32 (t, J=7.74 

Hz, 2H), 7.28 (bs, 2H), 7.23 (d, J=8.22 Hz, 16H), 6.73 (bs, 16H), 5.24 (s, 8H), 1.33 (s, 72H) ppm. 
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HRMS (APPI, positive mode, DCM): m/z: calculated for C144H129N4O16: 2169.9398 [M+H] +, 

found: 2169.9349. 

A.2. Laser pulse characterization 

 

Figure S4.1 shows a typical chirp-corrected pulse spectrum, centered at 17540 cm-1 (570 

nm), spanning 16500 to 18600 cm-1 with a ~926 cm-1 full-width at half-maximum (FWHM). Group 

velocity and third-order dispersions were compensated for using the pulse shaper.  Example SHG-

FROG traces are provided in Figure S4.2A and B. The measured pulse width of the 2DES pump 

pulse was ~28 fs.  
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Figure S4.1. A typical pump pulse spectrum. Fitting 
to a single Gaussian yields a FWHM of 926 cm-1. 
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A.3 Femtosecond Stimulated Raman Spectroscopy (FSRS) 

For experiments probing the ground state, the Raman pump was centered near 600 nm and 

focused at the sample with 2 μJ/pulse and parallel polarization to the probe for the measurements. 

For excited-state experiments, the actinic pump (573 nm, 1 μJ/pulse) was used in conjunction with 

a 710 nm Raman pump. Polarization of the actinic pump was set at 54.7° (magic angle) relative to 

the Raman pump/probe to negate rotational effects.  

A.4 Computational details 

All DFT calculations were performed using the Q-Chem 5.0 software package at the level 

of B3LYP/6-31G* in vacuo. To lower the computational cost, the tert-butyl groups of the phenoxy 

substituents were substituted with methyl groups. The fully optimized geometry of PDI-Ref was 

confirmed by ensuring no imaginary frequencies were present in the final frequency output.  

A.5 2DES Population analysis 

To isolate coherent dynamics in these studies, we fit population dynamics at each (ω1, ω3) 

coordinate using two exponential functions, as described in Section 2.5.3 (approach 1). Only 

Figure S4.2. (A) SHG-FROG trace of the typical pump pulse employed in these experiments and (B) a single 
time-domain slice of the FROG trace overlaid with a Gaussian fit (FWHM = ~40 fs). The average pulse duration 
determined via six FROG traces was ~28 fs. 
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waiting times after 100 fs were considered so as to avoid influence from pulse overlap effects. 

Examples fits for the higher energy Sn ← S1 transition for each compound are shown in Figure 

4.4A-C of the main text. Figure S4.3 shows additional fits for the ground-state bleach 

(GSB)/stimulated emission (SE) and excited-state absorption (ESA) features of p-PDI and the 

resultant power spectra. 

 

A.6 Determination of Coulombic coupling 

Figure S4.3. Representative (A and B) bi-exponential fits and (C and D) resultant power spectra for single (ω1, 
ω3) coordinates on the GSB/SE (top) and ESA (bottom) features for p-PDI. 
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 Simulations using a previously described Frenkel-Holstein Hamiltonian formalism160 were 

conducted to estimate the dipolar coupling in these dimeric systems. Spectral linewidths were 

imposed by applying a Gaussian windowing function to the linear response and the absorption 

spectrum was obtained via a Fast Fourier transform. In these simulations, we included the primary 

vibration noted from the vibronic structure in the experimental absorption spectra of frequency 

~1250 cm-1. We first fit the monomer spectrum to extract a Huang-Rhys parameter of ~0.56. 

Employing these parameters in the dimer absorption spectra simulations, we calculated dipolar 

coupling values of ~180 and ~270 cm-1 for p-PDI and m-PDI, respectively. The results of these 

simulations are shown in comparison to the experimental absorption spectra in Figure S4.4. 

 

A.7. Additional two-dimensional electronic spectroscopy 

Figures S4.5-S4.7 illustrate 2D spectra for PDI-Ref, p-PDI, and m-PDI as a function of 

the waiting time across the time range of interest to this work. For clarity, all 2DES spectra shown 

in this manuscript were smoothed with an 11th order moving average. Contours near zero signal 

magnitudes are suppressed for clarity. Figure S4.7 illustrates that m-PDI undergoes symmetry-

Figure S4.4. Experimental (solid) and simulated (dashed) absorption spectra for PDI-Ref, p-PDI, and m-PDI. 
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breaking charge transfer (ω1 = 17500 cm-1, ω3 = 12800 cm-1), but to a negligible amount (<5%) 

within the temporal window of interest to this work (1.5 ps). 

 

 

 

Figure S4.5. Absorptive 2DES spectra for PDI-Ref at waiting times of (A) 100, (B) 500, and (C) 1500 fs obtained 
in THF at 295 K and normalized to absolute maximum signal at 100 fs. 

Figure S4.6. Absorptive 2DES spectra for p-PDI at waiting times of (A) 100, (B) 500, and (C) 1500 fs obtained 
in THF at 295 K and normalized to absolute maximum signal at 100 fs. 
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A.8 Additional quantum beating analyses 

 To confirm the quantum beating signatures shown in Figures 4.4 and 4.5 were not impacted 

by laser fluctuations and/or solvent impurities, we conducted these experiments numerous times 

on different days with different solvent aliquots and laser alignments. A compilation of the 

replicate power spectra for each compound is shown in Figures S4.8-S4.10. The data shown in the 

main text are from scan 1. Furthermore, Figure S4.11 illustrates the results from a control 

measurement on neat-THF using the same experimental parameters and post-processing. 

 

Figure S4.7. Absorptive 2DES spectra for m-PDI at waiting times of (A) 100, (B) 500, and (C) 1500 fs obtained 
in THF at 295 K and normalized to absolute maximum signal at 100 fs. 
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Figure S4.8. Normalized replicate Frobenius norms calculated across the PDI-Ref (A) GSB/SE and (B) ESA 
spectral features. 
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Figure S4.9. Normalized replicate Frobenius norms calculated across the p-PDI (A) GSB/SE and (B) ESA spectral 
features. All scans were collected on separate days, except scans 1 and 1_2 which were performed on the same 
day, but with different sample batches. 
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 To investigate any influence the benzyl linker has on the power spectra in these studies, we 

conducted identical 2DES experiments on a monomeric compound with propyl groups on the 

imide positions. A direct comparison of excited-state power spectra for the monomeric compounds 

is shown in Figure S4.12; we observe no significant differences. 

Figure S4.10. Normalized replicate Frobenius norms calculated across the m-PDI (A) GSB/SE and (B) ESA 
spectral features. All scans were collected on separate days, except scans 1 and 1_2 which were performed on the 
same day, but with different sample batches. 
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Figure S4.11. Frobenius norms calculated across the p-PDI (A) GSB/SE and (B) ESA region for the both p-PDI 
and the corresponding neat THF solvent scan. The power spectra are normalized to the maximum Fourier 
magnitude in the respective p-PDI power spectrum. 
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 To further confirm that the weaker quantum beating signatures around 400 cm-1 in these 

compounds was not an artifact of noise, we produced beating amplitude maps for PDI-Ref and 

p-PDI, as shown in Figure S4.13. For both samples, the amplitude of this frequency does not 

simply follow the lineshapes of the GSB and SE optical features. Instead, the peaks in the beatmaps 

occur at positions expected for a vibrational coherence, or vibronic in the case of the dimer. It 

should be noted that drawing insight about vibronic coupling from these beatmaps is complicated 

by the significant Stokes shift in these systems (vide infra), which results in the excited-state 

coherence amplitude smearing in the probe dimension below the diagonal. This notion is further 

supported by the presence of strong quantum beating near the fluorescence maximum in both 

compounds. 

Figure S4.12. ESA Frobenius norms for the monomeric PDI control compounds. 
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A.9. High-frequency coherences 

To investigate influence from the resonance conditions employed for the main text 

experiments and any differences in high-frequency coherences in these systems, we conducted 

further experiments with our 2DES pump pulse centered near 18000 cm-1 (~555 nm) to enforce 

more resonance with higher-lying vibronic states. This pump spanned 17000 to 19100 cm-1 with a 

~940 cm-1 FWHM. Figure S4.14 shows the spectra of the pulses employed as well as SHG-FROG 

characterization of the pump. All samples were prepared as described in Section 4.2. 

Figure S4.13. Quantum beating amplitude maps at a frequency near 400 cm-1 for (A) PDI-Ref and (B) p-PDI. 
Absorption and emission spectra for both compounds are included. 
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 An identical procedure as described for the ~17540 cm-1 (~570 nm) 2DES pump 

experiments was used to obtain excited- and primarily ground-state power spectra for each 

compound, as shown in Figure S4.15. As mentioned in the main text, the excited-state signals 

cannot be completely removed from the latter. Despite increased resonance with any higher-lying 

vibronic states, no appreciable peaks can be observed above ~1000 cm-1, with the exception of the 

weak peak near ~1500 cm-1. All low frequency results for this experiment agree with the trends 

discussed in the main text and corroborate the relative enhancement of certain quantum beating 

signals from the p-PDI compound in relation to the other samples. Figure S4.16 illustrates the 

magnitude of these beating signals from p-PDI in comparison to that obtained from the 

corresponding spectral regions of a neat-THF 2DES blank scan. 

 

Figure S4.14. (A) Normalized steady-state absorption spectra of PDI-Ref, p-PDI, and m-PDI obtained in THF at 
room temperature. Pump and probe pulses for the 2DES measurements are superimposed. (B) Raw pump spectrum 
fit to a Gaussian (~940 cm-1 FWHM) and (C) a SHG-FROG summed across all wavelengths and fit to a Gaussian 
(~40 fs FWHM, corresponding to a ~28 fs pulse duration). 
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A.10. Frobenius norm region selection 

Frobenius norms are used here to avoid bias in selecting a region of the 2D spectrum to 

analyze coherences as well as for improving the signal-to-noise ratio. All frequency-domain 

Figure S4.15. Frobenius norms calculated in the frequency domain across a 300 x 400 cm-1 region on the (A-C) 
GSB/SE feature near the diagonal and (D-F) the higher energy Sn ← S1 ESA feature for each system listed. 
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Frobenius norms span 400 and 300 cm-1 in the pump and probe dimensions, respectively, and cover 

~350 points in the 2D maps. These regions were selected to be located near the maximum beating 

amplitude of the ~430 cm-1 oscillation since a signature near this frequency was observed in all of 

these compounds, whereas the common ~180 cm-1 oscillation shows very broad features in the 

frequency amplitude domain and complicates selection of the center. In cases where the signal-to-

noise ratio for this mode was too low, we centered the Frobenius norm near the ~250 cm-1 feature 

amplitude maximum. In principle, all of these coherence frequencies should have similar 

maximum amplitude coordinates within data for each respective compound. Figure S4.17 

illustrates representative time- and frequency-domain spectra for p-PDI with the norm regions 

superimposed. Similar Frobenius norms conducted in the time domain are shown in Figure 4.4A-

C, but these traces were constructed over a region containing only ~18 points (centered at the 

specified coordinates) to avoid destructive interference of the time-domain oscillations. 

 

Figure S4.17. (A) Time-domain and (B and C) frequency-domain spectra illustrating region selection for 
Frobenius norms for p-PDI. The frequency amplitude maps reflect the magnitude of oscillatory signals near (B) 
257 and (C) 439 cm-1. Cyan rectangles indicate the approximate regions over which the coherence analysis was 
performed. 
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A.11. Influence from the dynamic Stokes shift  

 Figure S4.18 shows a closer comparison of the absorption and fluorescence spectra for 

PDI-Ref, p-PDI, and m-PDI. Stokes shifts of ~850, ~1000, and ~1200 cm-1, respectively, are 

observed. In order to understand how the coherences on the ground versus excited state will 

manifest themselves in the frequency-domain beatmaps due to this shift, we characterized the 

timescale of the dynamic Stokes shift in PDI-Ref. Considering that the excited-state coherences 

stem from coherently produced wavepackets, theory predicts a π phase flip where the wavepacket 

traverses the minimum of the excited-state potential energy surface.146, 354 This node in the signal 

can be used to characterize the timescale of the Stokes shift.145, 355 Figure S19D shows the 

oscillatory residuals for PDI-Ref after removing the population dynamics from a transient 

absorption dataset using a function containing two exponential terms convoluted with a Gaussian. 

The phase jump and amplitude node for the intense ~180 cm-1 mode is clearly seen near 16500 

cm–1 (607 nm). However, at the earliest time point shown, the node is located near 16950 cm–1 

(590 nm), which is the initial vertical energy between the ground state and the displaced excited 

state. The node transiently shifts and arrives at its final position after ~150 fs. This shift directly 

represents the timescale of the dynamics Stokes shift for PDI-Ref in THF at room temperature. 

The origin of this rapid shift is likely inertial solvent dynamics.145, 355 In the dimers, this is 

convoluted with relaxation between exciton states.227 
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A.12. Additional femtosecond stimulated Raman spectroscopy details and data 

Calibration of the CCD array for all FSRS data was performed with at least four neat 

solvent peaks (DCM, DMF, and THF) and the Rayleigh line. The ground-state FSRS spectra 

presented in Figure 4.5D-F were obtained via dispersing onto the CCD array with a 2400 gr/mm 

grating and averaging 100 one-second exposures. Broad optical absorption baselines were 

Figure S4.18. Comparison of absorption and fluorescence spectra for (A) PDI-Ref, (B) p-PDI, and (C) m-PDI 
in THF at room temperature and (D) residuals from a transient absorption scan of PDI-Ref post removal of 
population dynamics. The superimposed dotted line illustrates the approximate location of the amplitude node 
in the oscillatory signals. 
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removed via a cubic fit. The spectra were smoothed with adjacent averaging over a 7-point range 

for clarity. 

Figure S4.19 compares cubic baseline-subtracted, unsmoothed, and unnormalized FSRS 

spectra for each compound compared to that of neat-THF. 

 

We conducted excited-state time-resolved FSRS on all three of the compounds studied here 

to complement the power spectra extracted from the 2DES ESA features (Figure 4.4D-F). 

Figure S4.20 shows FSRS spectra 0.5 ps after photoexcitation via a 573 nm actinic pump. The 710 

nm Raman pump here minimizes resonance with stimulated emission while maximizing that with 

the higher energy Sn ← S1 transition in these compounds. Raw data were collected using a 1200 

gr/mm grating. The spectra in Figure S4.20 were each generated by averaging 100 one-second 

exposures, subtracting the corresponding -5 ps trace, removing the broad transient absorption 

background with a spline fit, and adjacent averaging over a 3-point range for clarity. Despite the 

Figure S4.19. Unnormalized and unsmoothed FSRS spectra for PDI-Ref, p-PDI, and m-PDI in THF at room 
temperature compared to that of neat-THF. 
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lower signal-to-noise ratio, the peak trends between PDI-Ref, p-PDI, and m-PDI mostly follow 

those observed in the 2DES ESA power spectra (Figure 4.4D-F). 

 

A.13. Normal mode analysis 

Figure S4.21A illustrates the computed Raman frequency spectrum from the PDI-Ref DFT 

normal mode analysis. The spectrum was broadened (Gaussian FWHM = 10 cm-1) for ease of 

comparison to the experimental data and the frequency axis is scaled in accordance with our choice 

of basis set (x0.96). Figure S4.21B-D provide further depictions of the nuclear motions potentially 

associated with the peaks observed via 2DES and FSRS. However, the lack of inclusion of the 

resonance condition in these calculations complicates precise assignment of these modes. 

 

Figure S4.20. Unnormalized time-resolved FSRS spectra for PDI-Ref, p-PDI, and m-PDI in THF at room 
temperature 0.5 ps after photoexcitation. 
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A.14. Computed Values 

Table 4.5.1 PDI-Ref, methyl on phenoxy group instead of tert-butyl 
ATOM X Y Z 

O 2.16803 -5.6741 -0.70312 
O -2.19034 -5.67213 0.67877 
O 2.19415 5.67703 0.6616 
O -2.16824 5.67678 -0.70759 
O -3.42461 0.75858 -1.08321 
O -3.42923 -0.73202 1.07166 
O 3.43219 0.73686 1.06366 
O 3.42485 -0.75684 -1.08777 
N -0.01821 -5.67232 -0.00926 
N 0.02012 5.6761 -0.02042 
C 2.30638 -2.85939 -0.70644 
C 2.34446 -1.45581 -0.62459 
C 1.23678 -0.71922 -0.15757 

C -0.004 -1.41988 -0.00723 
C -0.00879 -2.84321 -0.00712 
C 1.16486 -3.54984 -0.34993 
C -1.24019 -0.71089 0.14285 
C -2.35331 -1.43907 0.61051 
C -2.32501 -2.84297 0.69225 
C -1.1879 -3.53994 0.33551 
C -1.20376 -5.02052 0.35997 
C 1.17712 -5.03209 -0.37909 
C 1.24197 0.71498 0.13905 
C 0.00557 1.42372 -0.00984 
C -1.23548 0.72282 -0.15637 
C 2.3561 1.44387 0.60321 
C 2.32845 2.84798 0.68138 

Figure S4.21. (A) Computed Raman spectrum for PDI-Ref and nuclear motions associated with vibrational 
frequencies of (B) ~190, (C) ~252, and (D) ~439 cm-1 (scaled by 0.96). 
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C 1.19045 3.54425 0.32587 
C 0.01035 2.84705 -0.01239 
C -1.16415 3.55309 -0.35365 
C -2.30648 2.86204 -0.70656 
C -2.34401 1.45859 -0.62261 
C 1.20663 5.02491 0.34688 
C -1.1764 5.03531 -0.38537 
C 0.05833 7.14176 -0.0165 
C -0.05612 -7.13797 -0.00198 
C -4.66886 1.37076 -1.20228 
C -5.31877 1.92206 -0.0966 
C -6.59656 2.45154 -0.25565 
C -7.24735 2.43388 -1.49874 
C -6.57317 1.86558 -2.58508 
C -5.28801 1.3379 -2.44772 
C 4.67496 1.34879 1.2026 
C 5.26375 1.33775 2.4654 
C 6.53951 1.87531 2.62752 
C 7.23915 2.43027 1.54721 
C 6.62027 2.42682 0.29072 
C 5.34798 1.88613 0.10688 
C -7.24226 -2.41823 1.53376 
C -4.6727 -1.34358 1.2053 
C -5.3384 -1.88601 0.10575 
C -6.61262 -2.42107 0.28072 
C 7.24049 -2.44787 -1.5068 
C 6.59388 -2.4568 -0.26222 
C 5.31859 -1.92039 -0.10126 
C 4.66817 -1.37095 -1.20683 
C 5.28553 -1.34271 -2.45392 
C 6.56737 -1.87653 -2.59304 
C -6.55397 -1.85336 2.61416 
C -5.27349 -1.32059 2.46072 
C -8.63061 3.02183 -1.65555 
C 8.62607 3.00034 1.73512 
C -8.61195 -3.03026 1.71444 
C 8.61262 -3.05903 -1.67117 
H 3.17183 -3.41862 -1.0392 
H -3.1942 -3.39717 1.02387 
H 3.19865 3.40288 1.00917 
H -3.17284 3.42047 -1.03842 
H 0.83093 7.49339 -0.70474 
H -0.92136 7.49926 -0.32524 

H -0.82991 -7.49137 -0.68799 
H 0.92307 -7.49596 -0.31174 
H -7.10221 2.8777 0.60784 
H -7.05568 1.83702 -3.55902 
H -4.76409 0.89958 -3.29148 
H 6.99522 1.8697 3.61513 
H 7.14294 2.84953 -0.56384 
H 4.88136 1.87436 -0.87263 
H -4.86533 -1.87483 -0.87068 
H -7.13088 -2.84163 -0.57789 
H 7.09996 -2.88296 0.60093 
H 4.8329 -1.91318 0.869 
H 4.76184 -0.90325 -3.29724 
H 7.04795 -1.852 -3.56814 
H 4.71789 0.91425 3.30282 
H -4.8302 1.92057 0.87225 
H -7.02165 -1.83307 3.59564 
H -4.73815 -0.88587 3.29916 
H -0.29852 -7.49675 1.00138 
H 0.30265 7.50282 0.98558 
H 8.94145 3.57954 0.86162 
H 9.36828 2.20611 1.88923 
H 8.67381 3.65939 2.60978 
H 9.13311 -2.64659 -2.54164 
H 8.55025 -4.14632 -1.81191 
H 9.23793 -2.88325 -0.78883 
H -9.07593 2.74122 -2.61514 
H -8.60765 4.11842 -1.61026 
H -9.3034 2.68098 -0.85992 
H -9.23221 -2.89405 0.82185 
H -9.14054 -2.58655 2.5646 
H -8.54388 -4.11048 1.90002 
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Table 4.5.2. PDI-Ref, Raman frequencies 
FREQUENCY 

(CM-1) 
RAMAN 

ACTIVITY 
(ARB. UNITS) 

11.79 0.356 
13.81 0.801 
15.04 5.642 
17.33 3.645 
25.41 5.986 
26.79 5.103 
28.03 1.852 
35.31 2.705 
37.77 9.793 
43.75 0.996 
46.93 2.744 
52.88 10.495 
54.67 7.681 
56.31 4.598 
57.2 6.49 
58.99 1.198 
62.47 0.447 
65.15 0.97 
67.69 1.373 
79.36 0.299 
86.83 0.504 
91.67 1.785 
92.51 0.471 

94 12.377 
110.73 0.948 
114.59 1.21 
121.68 0.244 
131.13 6.835 
132.51 0.16 
135.5 0.019 

143.52 0.007 
149.09 1.247 
150.18 2.678 
155.47 0.3 
160.82 1.523 
188.99 0.093 
198.61 31.696 
210.08 1.714 
212.89 9.521 
230.83 1.663 
238.6 8.538 

241.82 0.156 
262.14 7.759 
283.9 0.064 

287.16 0.069 
295.52 20.763 
309.34 10.198 
312.18 2.438 
313.61 17.427 

316 0.768 
329.41 0.485 

333.19 0.175 
336.03 7.949 
351.58 0.488 
352.85 2.731 
364.35 3.864 
376.84 0.699 
382.26 67.775 
390.28 0.303 
405.04 0.72 
406.94 3.239 
412.14 1.09 
421.44 0.769 
425.97 24.822 
427.78 11.996 
428.13 17.7 
428.48 7.697 
429.42 4.621 
430.07 8.062 
435.51 4.798 
441.75 29.197 
456.84 4.022 
463.2 0.238 

472.92 0.235 
483.36 16.976 
498.57 0.68 
501.47 36.474 
502.85 15.236 
509.95 2.001 
524.25 12.823 
530.92 1.255 
535.05 105.404 
542.4 0.456 

543.17 2.568 
548.16 0.183 
558.22 9.746 
570.21 0.108 
588.3 1.766 

602.98 2.481 
607.95 0.16 
622.87 83.77 
625.94 2.41 
645.47 6.694 
645.92 2.795 
655.08 17.233 
656.49 7.434 
657.91 3.571 
658.74 3.241 
665.29 2.562 
684.39 0.074 
711.05 113.849 
713.48 8.711 
718.28 1.782 
718.98 2.433 
721.4 105.417 

725.22 2.115 
737.59 30.203 
738.21 13.663 
743.36 4.09 
743.42 9.629 
748.3 0.908 

755.15 6.135 
755.75 8.489 
756.38 2.771 
770.28 3.899 
770.56 8.706 
774.58 32.697 
788.18 11.744 
791.82 1.368 
797.41 0.144 
818.85 2.018 
823.46 14.248 
843.51 19.876 
843.69 16.007 
845.9 10.861 

846.59 0.249 
848.62 10.889 
849.2 0.511 
851.6 63.012 
857.1 0.201 
859.5 3.438 

863.52 135.148 
888.74 25.707 
894.91 2.233 
915.45 7.835 
924.6 135.253 
925.4 6.336 

925.66 61.844 
926.34 3.802 
957.12 4.998 
958.21 3.491 

959 1.626 
960.33 1.973 
965.44 1.171 
966.47 2.74 
966.6 0.785 

966.92 3.254 
997.54 95.046 
998.59 70.438 

1019.74 4.068 
1020.18 2.279 
1021.39 2.253 
1021.71 2.711 
1022.5 3.274 

1039.57 4.431 
1039.94 1.641 
1040.21 9.566 
1040.6 1.65 

1043.83 26.067 
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1066.41 0.145 
1076.18 1.044 
1076.21 1.098 
1076.45 0.364 
1079.98 1.486 
1092.72 202.514 
1141.54 0.699 
1141.61 8.118 
1142.05 0.615 
1142.21 2.442 
1147.83 10.03 
1153.4 4.968 

1157.39 3.624 
1159.83 515.341 
1165.84 3.913 
1165.86 3.165 
1201.11 2.019 
1201.33 10.138 
1202.17 5.861 
1203.33 97.345 
1204.08 5.687 
1222.41 85.447 
1223.12 1.195 
1238.6 5.293 
1238.9 3.437 

1239.42 0.471 
1239.93 92.277 

1245 71.82 
1247.89 1.417 
1254.87 13.364 
1258.71 45.757 
1259.95 531.334 
1280.5 379.672 

1309.97 176.475 
1317.22 26.738 
1319.46 415.373 
1324.51 35.487 
1337.18 10.742 
1338.51 347.091 
1339.29 5.188 
1339.45 6.45 
1348.54 18.006 
1348.97 12.852 
1349.11 82.654 
1349.6 37.873 

1350.82 9.741 
1366.13 314.704 

1372.88 8.001 
1382.9 8.158 

1384.81 9299.586 
1392.88 270.085 
1423.89 743.917 
1434.06 12.837 
1445.02 52.112 
1445.85 43.832 
1446.3 99.504 

1447.05 81.834 
1449.62 37.341 
1452.81 50.157 
1455.12 19.829 
1457.53 172.82 
1457.86 55.97 
1459.82 1149.911 
1460.33 36.941 
1462.58 72.65 
1471.74 3.067 
1485.06 2132.431 
1516.84 26.048 
1517.64 25.713 
1518.24 26.056 
1519.13 27.725 
1523.92 26.388 
1523.96 23.345 
1525.67 14.267 
1525.78 25.937 
1525.89 35.851 
1526.93 23.785 
1529.77 19.56 
1529.81 134.659 
1553.56 30.367 
1553.76 5.397 
1555.4 5.324 

1559.86 175.179 
1561.42 36.756 
1561.91 2.96 
1581.21 7853.347 
1605.52 3.649 
1632.19 51.564 
1633.22 72.85 
1641.41 2232.713 
1641.92 2843.171 
1643.53 70.546 
1644.04 709.425 
1644.78 57.289 

1649.87 1237.739 
1669.22 42.833 
1669.76 565.362 
1670.5 60.287 

1670.69 598.306 
1737.94 31.797 
1738.03 215.902 
1770.08 2.396 
1773.35 1514.181 
3042.6 254.888 

3043.19 123.445 
3043.22 520.902 
3043.98 357.377 
3087.49 75.188 
3087.56 510.651 
3097.7 112.61 

3097.97 102.102 
3099.99 100.135 
3100.72 101.974 
3126.85 62.223 
3127.19 79.735 
3127.56 29.793 
3127.62 110.609 
3149.79 106.931 
3149.85 99.177 
3183.96 127.488 
3185.92 148.414 
3185.94 103.252 
3186.36 122.855 
3187.06 94.715 
3187.46 87.443 
3187.7 111.237 

3190.56 93.635 
3213.45 38.691 
3213.47 43.586 
3217.08 73.95 
3217.82 80.94 
3218.13 56.405 
3218.17 72.382 
3221.85 65.662 
3221.9 78.078 

3222.42 34.104 
3222.71 40.026 
3249.48 79.754 
3249.57 114.413 
3249.85 91.019 
3250.25 97.696 
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Appendix B: Supplementary Information for Chapter 5 

B.1. Linear and two-dimensional electronic spectroscopy 

Solutions of each analyte (less than 150 μM) in chlorobenzene were prepared with optical 

densities ranging from 0.2 to 0.5 in glass cuvettes with a 1 mm pathlength. The 2DES experiments 

conducted for this work employed pump pulses centered near 16650 cm-1 (600 nm), spanning 

approximately 4000 cm-1 baseline-to-baseline (Figure S5.1). These pulses were 21 fs in duration, 

as characterized by SHG-FROG (Figure S5.2). The pump and probe were parallel in polarization 

and the pump energy at the sample was 8 nJ/pulse. 2DES spectra as a function of the inter-pump 

time delay (t1) were collected in the rotating frame with a rotation frequency of 13500 cm-1 from 

t1 = 0 to 189 fs with a 3 fs step size for the data discussed in the main text. Scan-specific changes 

in these parameters are outlined below when applicable. Data were averaged between 2500 and 

7500 laser cycles for each 2D spectrum. To evaluate quantum beating signatures, a series of spectra 

were collected as a function of t2. This delay was scanned with a range of small waiting timesteps 

(5, 7, 8, and 10 fs) for laboratory noise analysis (vide infra). Experiments were conducted several 

times on different days with different solvent aliquots to ensure results were not correlated to laser 

fluctuations or solvent impurities. 

B.2. Laser pulse characterization 
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Figure S5.1 shows a typical chirp-corrected pulse spectrum, centered at 16650 cm-1 (600 

nm) with a 2260 cm-1 full-width at half-maximum (FWHM). Example SHG-FROG traces are 

provided in Figure S5.2A and B. The measured pulse width of the 2DES pump pulse was 

approximately 21 fs. 

         PG-FROG measurements were performed to determine the frequency-dependent 

instrument response function between the pump and probe pulses under similar experimental 

Figure S5.1. A typical pump pulse spectrum. The approximate width at half of the maximum pulse intensity is 
2260 cm-1. The baseline-to-baseline coverage is approximately 3720 cm-1. 

Figure S5.2. (a) SHG-FROG trace of the typical pump pulse employed in these experiments and (b) the summation 
of the FROG data over the wavelength dimension overlaid with a Gaussian fit (FWHM = 30 fs). The pulse duration 
was thus approximately 21 fs. 
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conditions to those shown in the main text. Both the pump and probe beams were spatially and 

temporally overlapped in a 1 mm cuvette filled with neat chlorobenzene solvent. Figure S5.3A and 

B show the PG-FROG signal (pre-time zero signal subtracted) obtained for the regions of interest 

to the molecular systems in this study. Fitting the data near ω3 = 15000 and 16500 cm-1 to a 

gaussian response convoluted with a single exponential, which captures the average quantum 

beating that ensues beyond gaussian response, we extracted instrument response function (IRF) 

values of 60 and 42 fs, respectively. 

Figure S5.3. (a) Normalized PG-FROG signal across the probe range of interest in this work and time-
domain slices near (b) ω3 = 15000 and (c) ω3 = 16500 cm-1 with the corresponding Gaussian-exponential 
convolution fits (FWHM of 60 and 42 fs, respectively) superimposed. 

FWHM = 42 fs FWHM = 60 fs 

a 

b c 
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B.3. Femtosecond Stimulated Raman Spectroscopy (FSRS) 

Calibration of the CCD array for all FSRS data was performed with at least four neat 

solvent peaks (DCM, DMF, and THF) and the Rayleigh line. Broad optical absorption baselines 

were removed via a cubic fit.  

B.4. Computational details 

All DFT calculations were performed using the Amsterdam Density Functional software 

package. To lower the computational cost, the C15 swallowtail end groups were substituted with 

methyl units. Resonance Raman cross sections were computed using the BP86 functional with a 

DZP basis set in vacuo. Prerequisites to this calculation were geometry optimization and normal 

mode analysis outputs, where we employed the latter to gauge the accuracy of the former based 

on the condition of no high-frequency (> 100 cm-1) imaginary modes. To combat the presence of 

these modes, we scaled the system geometry by an arbitrary percentage of the imaginary mode 

motion and re-conducted the geometry optimization and frequency analysis. To compute the 

electronic structure of TDI1 and TDI2 in chlorobenzene, we employed the ωb97X-D functional 

with a DZP basis set. We accounted for solvation effects by using the SOLVENT command in 

ADF with dielectric and radius values of 5.62 and 3.54 Å, respectively. S1 and T1 energies in both 

the monomeric and dimeric systems were determined by TDDFT vertical excitation energy 

calculations from the optimized ground-state geometries. 

B.5. Data Analysis 

To avoid contamination from cross-phase modulation at early times, we cut each vector in 

the t2 dimension to near t2 = 90 fs prior to fitting population dynamics (approach 1 in Section 

2.5.3). We employed three exponential functions here to capture rapid, sub-200 fs dynamics, likely 
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stemming from inertial solvent response and SF, in the case of TDI2, as well as longer relaxation 

processes occurring on the order of >1 ps. Example time-domain data, fits, isolated quantum beats, 

and resulting power spectra averaged over a 40 × 40 cm-1 window within the magenta rectangles 

in Figure 5.2 in the main text are shown in Figure S5.4. Generation of 2DES spectra in the 

frequency domain for the pump (ω1) and probe (ω3) axes requires Fourier transformation of the 

data with respect to the coherence time delay, which is performed using an in-house MATLAB 

package described in Section 2.5.  

 

 

After isolation from population kinetics, Fourier analysis of quantum beating traces with 

respect to the population time follows a similar procedure for that of the coherence time delay and 

are zero-padded to a length of 210. Since data between t2 = 0 and near-90 fs are truncated, we offset 

Figure S5.4. Time domain data and multiexponential fit (top panel), isolated quantum beat signals (middle 
panel), and the frequency power spectrum (bottom panel) for (a) TDI1 and (b) TDI2. These data were averaged 
over a 100 x 100 cm-1 window within the regions highlighted by magenta rectangles in Figure 5.2. 

a b 
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the data within the padded vector by a corresponding number of zeros to ensure no systematic 

frequency shifts when comparing datasets. For the data discussed in the main text, the unpadded 

data traces range from 88 to 2504 fs with a timestep of 8 fs, which yields a frequency resolution 

of about 14 cm−1 in the Fourier power spectra. Frequency resolutions for replicate scans are 

discussed below. To remove bias in representation of the quantum beat signals, all power spectra 

presented here were calculated by performing frequency-domain Frobenius norms on 400 × 400 

cm-1 windows in the pump and probe dimensions. These power spectra thus capture quantum beats 

within this entire region of the data. 

B.6. Time-dependence of two-dimensional electronic spectra 

Figures S5.5-S5.6 illustrate 2D spectra for TDI1 and TDI2, respectively, at additional 

waiting times for the dataset shown in Figure 5.2 in the main text. Prior to plotting, all 2DES 

spectra in this work were smoothed with an 11th order moving average, arcsinh scaled after 

amplifying the signals by a factor of 100, and normalized to their respective absolute value change 

in ΔA. Contours are displayed at 10% intervals unless otherwise stated. 
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Figure S5.6. 2DES spectra for TDI2 in room-temperature chlorobenzene at waiting times of 
approximately (a) 9.8 ps, (b) 80 ps, and (c) 155 ps. 

a b c 

Figure S5.5. 2DES spectra for TDI1 in room-temperature chlorobenzene at waiting times of approximately (a) 
9.8 ps, (b) 80 ps, and (c) 155 ps. 
 

a b c 
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B.7. Quantum beating control measures 

 We performed a control 2DES measurement on neat, room temperature chlorobenzene to 

distinguish impulsively excited solvent Raman modes from the coherences probed from the 

analytes. Figure S5.7 compares the Frobenius norms for TDI2 compared to the corresponding norm 

for neat chlorobenzene, generated using the same procedure as described above over similar (ω3, 

ω1) coordinates. The power spectra are normalized to the common peak near 730 cm-1. This 

comparison indicates that the quantum beating features discussed in this work indeed originate 

from the TDI1 and TDI2 analytes.  

As an additional control measure, we performed 2DES experiments on TDI1 and TDI2 

with several different waiting time step sizes. This procedure offers a method of determining true 

analyte features, as compared to peaks originating from laboratory noise. As the step size increases 

in magnitude, noise features will be detected at lower frequencies, while real analyte features will 

remain nearly constant in frequency (within the resolution of the ω2 dimension). Power spectra 

from these experiments are shown in Figure S5.8. We find the signals below approximately 1050 

cm-1 are attributable to real quantum beat signatures from both analytes and chlorobenzene solvent, 

Figure S5.7. Power spectra calculated for TDI2 and neat chlorobenzene. Spectra are normalized to the solvent 
feature near 730 cm-1. 
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while a persistent noise feature is present in the high-frequency regime. Since we do not observe 

strong analyte signals above 1050 cm-1, we restrict the x-axes of our power spectra here and in the 

main text to exclude the feature originating from laboratory noise. 

  

B.8. Replicate quantum beating analyses 

         To confirm the quantum beating signatures we observed were not impacted by laser 

fluctuations and/or solvent impurities, we conducted replicate measurements on different days 

with different solvent aliquots and beamline alignments. Any notable differences in experimental 

parameters are provided in Table 5.1. In addition to the datasets discussed in the main text (Figure 

5.3), Figure S5.9 shows replicate power spectra for both compounds with several different waiting 

time step sizes. While the relative amplitudes of the features somewhat vary, the peak frequencies 

remain robust across datasets for both compounds. Using these datasets in conjunction with those 

presented in the main text, we tabulated average values and standard deviations for the peak 

frequencies of interest, which are shown in Table 5.2. We find that the standard deviation for each 

Figure S5.8. Comparison of power spectra for (a) TDI1 and (b) TDI2 at several waiting time step sizes. Peaks 
with frequencies not significantly dependent on the time step are indicated as “real,” while features that shift 
substantially are identified as “noise.”  

a b 
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peak is less than the minimal frequency resolution of the ω2 dimension (Table 5.1), which we 

accordingly assign as the primary source of uncertainty in the peak frequencies. 

 

Figure S5.9. Replicate 2DES power spectra for both compounds at waiting time step sizes of (a) 7 fs, (b) 7 and 
10 fs for TDI1 and TDI2, respectively, and (c) 8 fs. Solvent peaks are marked with asterisks. Additional data-
specific experimental parameters are given in Table 5.1.  

a b 

c 
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Table 5.1. Notable differences in experimental parameters for each of the datasets presented 
in Figure S5.9. 
 

Figure # 
(sample name) 

Rotating 
frame 
(cm-1) 

Δt1 
(fs) 

Final t1 
value (fs) 

Δt2 
(fs) 

Final t2 
value 
(fs) 

ω2/2πc 
resolution 

(cm-1) 

Phase 
cycling 
scheme 

S5.9a (TDI1) 14000 4 280 7  1505 23 1 
S5.9a (TDI2) 14000 4 280 7 1505 23 1 
S5.9b (TDI1) 14800 4 300 7 1505 23 2 
S5.9b (TDI2) 14200 4 300 10 2000 17 1 
S5.9c (TDI1) 13500 3 93 8 2504 14 2 
S5.9c (TDI2) 13500 3 93 8 2504 14 2 

 

Table 5.2. Statistical results for the four 
quantum beating datasets presented for both 
TDI1 and TDI2. 
 

TDI1 
mean frequency ± 

std. dev. (cm-1) 

TDI2 
mean frequency ± 

std. dev. (cm-1) 
148 ± 3 78 ± 3 
304 ± 4 234 ± 3 
542 ± 9 548 ± 5 

 

Figures S5.10 and S5.11 show the corresponding replicate beatmaps for the data shown in 

Figure S5.9a and S5.9c. Our observation of additional quantum beating intensity near the 1(T1T1) 

ESA feature in the TDI2 data as compared to that of TDI1 remains consistent across replicate 

measurements and different waiting time step sizes (Δt2 = 7 and 8 fs). 
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Figure S5.10. Replicate quantum beatmaps for TDI1 for the (a) 149 and (b) 554 cm-1 and TDI2 at for the (c) 223 
and (d) 544 cm-1 oscillation frequencies. These beatmaps are calculated from the datasets shown in Figure S9a. 
The frequency-domain data were smoothed with a 11th order moving average for clarity. Green and purple dashed 
lines indicate the probe frequencies that correspond to the (0-0) S1 ← S0 and 1(TnT1) ← 1(T1T1) transition energies, 
respectively. 
 

a b c d 

Figure S5.11. Replicate quantum beatmaps for TDI1 for the (a) 151 and (b) 533 cm-1 and TDI2 at for the (c) 236 
and (d) 542 cm-1 oscillation frequencies. These beatmaps are calculated from the datasets shown in Figure S5.9c. 
The frequency-domain data were smoothed with a 7th order moving average for clarity. Green and purple dashed 
lines indicate the probe frequencies that correspond to the (0-0) S1 ← S0 and 1(TnT1) ← 1(T1T1) transition energies, 
respectively. 
 

a b c d 
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B.9. Replicate early-time two-dimensional electronic spectra 

Figures S5.12 and S5.13 show example replicate 2DES spectra for both compounds at 

obtained with Δt2 = 7 and 8 fs, respectively.  

 

 

Figure S5.12. Replicate 2DES spectra for TDI1 at a waiting time of (a) 84 fs and (b) 1.5 ps and TDI2 at a waiting 
time of (c) 84 fs and (d) 1.5 ps using a 7 fs waiting time step size and a pulse alignment independent from the other 
measurements. Contours are displayed at 5% intervals to clarify weaker signals. 

a b c d 

Figure S5.13. Replicate 2DES spectra for TDI1 at a waiting time of (a) 88 fs and (b) 1.5 ps and TDI2 at a waiting 
time of (c) 88 fs and (d) 1.5 ps using an 8 fs waiting time step size and a pulse alignment independent from the other 
replicate measurements. 

a b c d 
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B.10. 2DES measurements using benzonitrile solvent 

 To elucidate any appreciable contribution of the CT state to the electronic structure of the 

states populated by SF, we collected 2DES spectra of both compounds in benzonitrile solvent (ε = 

25.2) where the CT state energy should be significantly lower compared to the measurements with 

chlorobenzene solvent. Figures S5.14a and b show 2DES spectra for TDI2 at waiting times of 1.5 

and 33 ps, respectively. We observe the appearance of the 1(T1T1) ESA within 1.5 ps after 

photoexcitation, while the S1 SE remains. These features resemble those observed for TDI2 in 

chlorobenzene, suggesting vibronic coupling yields mixed states in higher dielectric environments 

as well. At later waiting times, we observe population transfer to the CT state, which is primarily 

identified by the ESA from the anionic species near w3 = 13100 cm-1. The disappearance of the S1 

and 1(T1T1) features suggests the CT state does not mix with these states strongly. 

 

 

Figure S5.14. 2DES spectra for TDI2 in room-temperature benzonitrile at waiting times of approximately (a) 1.5 
ps, (b) 33 ps. 
 

a b 
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B.11. Resonance Raman computations 

Figure 5.4a in the main text illustrates the computed resonance Raman spectra for TDI1 

and TDI2. These spectra were broadened (Gaussian FWHM = 10 cm-1) for ease of comparison to 

the experimental data and the frequency axis was scaled in accordance with our choice of 

functional.288 Figure S5.15 provides further depictions of the nuclear motions potentially 

associated with the peaks observed via 2DES and FSRS. The 78 cm-1 vibration is readily observed 

in both the 2DES power and FSRS spectra. As discussed, the high-frequency 1261 cm-1 mode is 

not observed strongly in the 2DES power spectra but is observed via FSRS. The large Raman cross 

section for this mode in relation to the other calculated motions suggests this mode is primarily 

responsible for the vibronic progression observed in the linear absorption spectrum for TDI2. 

 

B.12. Calculation of Jeff 

Electron- and hole-transfer integrals, VLL and VHH respectively, were calculated using ADF 

with ωb97X-D functional/DZP basis set. The transfer integrals were calculated at the optimized 

system geometry as determined using the same functional/basis set combination. We calculated 

Figure S15. Additional normal mode assignments for the notable peaks that appear in the 2DES power and FSRS 
spectra for TDI2. 

 78 cm-1 

1261 cm-1 
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Jeff using Eq. 36, which is formulated in the perturbative limit since the energy gap between the 

CT and S1 state is larger than the computed transfer integrals.232 

 
𝐽𝐽𝑒𝑒𝑒𝑒𝑒𝑒 = −

2(𝑉𝑉𝐿𝐿𝐿𝐿𝑉𝑉𝐿𝐿𝐿𝐿 − 𝑉𝑉𝐻𝐻𝐻𝐻𝑉𝑉𝐻𝐻𝐻𝐻)
[𝐸𝐸(𝐶𝐶𝐶𝐶) − 𝐸𝐸(𝑇𝑇𝑇𝑇)] + [𝐸𝐸(𝐶𝐶𝐶𝐶) − 𝐸𝐸(𝑆𝑆1)]

 
Eq. 36 

where ES1, ECT, and ETT correspond to the electronic energies as calculated at the dimeric geometry. 

B.13. Additional simulation details 

 We propagate the system over an inter-pulse time delay range of 0 to 256 fs with a 1 fs 

step size. Spectral linewidths were imposed by multiplying the time-domain linear response by a 

Gaussian windowing function. The width of this windowing function was held constant for all the 

dimeric systems. The absorption spectrum was obtained via fast Fourier transformation of equation 

S5.9 after windowing and zero-padding to a vector length of 210. 

 

We reduced the number of vibronic coupling parameters by defining λ for the 550 and 240 

cm-1 modes in comparison to λ for the 1300 cm-1 using their relative intensities in the experimental 

FSRS spectrum. By first comparing simulated linear response of TDI1, we calculated Huang-Rhys 

Figure S5.16. (a) Comparison of simulated and experimental linear absorption spectra and (b) the full 
compositional analysis of the nuclear modes contributing to each eigenvalue discussed in Figures 5.5 and 5.6 in 
the main text. 

a b 
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factors of 0.420, 0.1270, and 0.0242 for the 1300, 550, and 240 cm-1 vibrations, respectively. We 

then used these factors to simulate the linear response of TDI2 and calculate the coulombic 

coupling between the transition dipoles of the monomeric constituents. Figure S5.16a shows a 

comparison between the experimental and simulated absorption spectra. We determined J = -245 

cm-1 for TDI2, in agreement with the J-type orientation of the transition dipoles.59 Figure S5.16b 

provides a complete view of the composition analysis we performed to disentangle nuclear 

contributions to the eigenstates discussed in the main text. 

B.14. Control simulations 

 We performed several simulations to explore a range of parameter spaces and confirm 

the trends discussed in the main text were robust to changes in parameters. Namely, we 

investigated changes in Jeff and the nuclear offset, relative to S0, for S1 (𝜆𝜆𝑆𝑆1𝑎𝑎𝑎𝑎𝑎𝑎 𝜔𝜔) versus 1(T1T1) 

(𝜆𝜆𝑇𝑇1𝑇𝑇1𝑎𝑎𝑎𝑎𝑎𝑎 𝜔𝜔) vibrations. Figure S5.17 shows calculated linear response and eigenstate composition for 

calculations performed with the parameters listed above, but with any changes highlighted. 

Similarly, Figure S5.18 provides the corresponding nuclear composition analysis for each 

simulation, where applicable. Figures S5.17a and S5.18a plot the same data shown in Figures 5.5 

and 5.6 of the main text, respectively, and represent the starting point for our exploration of 

parameter spaces. Figure S5.17b shows the corresponding results for a simulation performed with 

no displacement between the diabatic harmonic potentials. We observe that with no linear vibronic 

coupling and only weak electronic coupling present, mixing between the S1 and 1(T1T1) is 

negligible.  

 The displacement between the S1 and 1(T1T1) states for TDI-based compounds remains 

unclear. Based on previous works using a similar Hamiltonian, we made the assumption of 
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equivalent offset from the S0 state for both the S1 and 1(T1T1) states.205 In contrast, another study 

assumed the 1(T1T1) state to have zero displacement from the S0 state.158 Figures S5.17c and S5.18b 

show the results of our simulation with this assumption made. We observe that mixing between 

the diabatic states underlying SF becomes more prevalent in this case. Moreover, the non-

negligible contribution of both low- and high-frequency vibrations to the final eigenstates remains 

observable. Lastly, we conducted these simulations for the intermediate coupling regime between 

S1 and 1(T1T1) by setting Jeff = 100 cm-1. Figures S5.17d and S5.18c shows the mixing of electronic 

and nuclear degrees of freedom is intensified as the effective electronic coupling increases. 
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A B a 

b 

c 

d 

Figure S5.17. Linear response (left) and diabatic contributions (right) for control simulations for the following 
situations: (a) main text parameters, (b) no linear vibronic coupling, (c) no linear vibronic coupling for the 
1(T1T1) state, and (d) intermediate electronic coupling between the S1 and 1(T1T1) states. 
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B.15. Computed geometries and frequencies 

Table 5.3. Optimized coordinates for TDI1 at level of BP86/DZP. 
ATOM X Y Z 

O -0.62858 1.516237 1.717298 
O -0.64128 -1.49926 -1.7427 
O -16.3603 -1.65052 -1.58532 
O -16.3491 1.685275 1.568293 
N -0.63576 0.010589 -0.00465 
N -16.3548 0.014022 -0.01596 
C 0.830146 0.035548 0.014873 
C -1.28239 0.831407 0.934134 
C -1.27903 -0.8145 -0.94678 
C -2.76315 0.817359 0.918233 
C -2.76148 -0.80642 -0.91611 
C -3.46261 -1.60105 -1.81318 
C -3.46356 1.607465 1.819499 
C -3.4707 0.003287 0.002589 
C -4.85755 -1.62704 -1.80048 
C -4.85878 1.625695 1.812835 
C -4.90181 -0.00056 0.00572 
C -5.60231 -0.85819 -0.89556 
C -5.60293 0.853661 0.910004 

C -7.06115 -0.90626 -0.84194 
C -7.06215 0.897037 0.859425 
C -7.79667 -1.81899 -1.60296 
C -7.79895 1.807314 1.622173 
C -7.77443 -0.00488 0.00854 
C -9.18491 -1.83188 -1.58994 
C -9.18717 1.819532 1.607827 
C -9.21341 -0.00523 0.007817 
C -9.92459 -0.92866 -0.82115 
C -9.92565 0.918177 0.835752 
C -11.3856 -0.91481 -0.8434 
C -11.3867 0.907916 0.851861 
C -12.1316 -1.76721 -1.66893 
C -12.1342 1.76261 1.673508 
C -12.0866 -0.00177 0.002136 
C -13.5266 -1.75478 -1.67152 
C -13.5291 1.757307 1.666372 
C -13.5184 0.001928 -0.00271 
C -14.2265 -0.88505 -0.84709 
C -14.229 0.89256 0.836284 

Figure S5.18. Eigenstate nuclear compositions for control simulations for the following situations: (a) main text 
parameters, (b) no linear vibronic coupling for the 1(T1T1) state, and (c) intermediate electronic coupling between 
the S1 and 1(T1T1) states. States A through F refer to their respective labels in Figure S5.17. 

a b c 
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C -15.7073 -0.89598 -0.86778 
C -15.7116 0.919526 0.849144 
C -17.8206 -0.00073 -0.04691 
H 1.182648 1.050292 -0.20087 
H 1.186009 -0.25249 1.009791 
H 1.181758 -0.66553 -0.74414 
H -2.89773 -2.20513 -2.52259 
H -2.89832 2.214912 2.525913 
H -5.36266 -2.25945 -2.52667 
H -5.36451 2.255345 2.540985 
H -7.28556 -2.55296 -2.22142 

H -7.28894 2.540706 2.242206 
H -9.69148 -2.57363 -2.20253 
H -9.69472 2.560001 2.221127 
H -11.6287 -2.46148 -2.33752 
H -11.6327 2.454242 2.345842 
H -14.0918 -2.42515 -2.31847 
H -14.0947 2.430369 2.309983 
H -18.1663 0.214686 -1.06375 
H -18.1725 0.759006 0.653213 
H -18.1829 -0.99369 0.241054 
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Table 5.4. Computed frequencies for TDI1 at level of BP86/DZP 
 

FREQUENCY 
(CM-1) 

IR 
ABSORPTION 

CROSS 
SECTION 

(ARB. UNITS) 
2.112 0.00E+00 
13.28 0.00E+00 
38.119 5.06E-03 
41.905 1.24E-03 
60.714 1.90E+00 
64.511 2.15E-03 
73.627 1.12E-02 
74.903 1.03E+00 
76.272 3.11E+00 
89.685 8.03E-01 

118.525 2.07E+00 
120.009 4.07E+00 
146.917 4.44E-01 
154.829 5.44E-01 
164.565 1.11E+00 
166.667 1.09E-01 
167.772 1.62E+01 
177.654 1.09E+00 
238.643 2.04E-01 
240.952 2.85E-02 
257.285 1.85E-01 
262.003 2.48E-03 
271.6 6.51E-03 

307.781 4.95E-01 
314.471 1.62E+00 
318.383 3.08E-01 
318.682 3.86E-01 
350.131 2.25E+01 
356.262 8.37E-02 
366.811 2.51E-02 
377.554 1.27E-03 
398.016 1.38E+02 
399.274 2.77E+01 
413.97 1.21E+01 

419.014 8.80E+00 
422.097 8.24E-02 
438.045 4.75E-02 

447.274 2.08E-03 
448.871 6.95E-02 
455.634 9.14E-03 
460.956 1.73E-02 
467.221 3.07E+00 
479.915 2.97E+00 
480.297 2.08E-02 
513.949 4.94E+01 
537.159 1.29E-02 
540.508 8.50E-04 
554.274 1.05E-03 
566.262 1.94E+00 
567.517 2.10E+01 
577.143 2.43E-01 
588.209 4.35E-04 
611.912 1.36E-03 
613.578 6.28E-01 
616.618 9.93E-03 
620.372 7.97E-02 
661.211 8.03E-01 
673.918 1.41E+01 
675.032 2.79E+00 
677.181 2.48E+00 
705.364 2.87E-03 
709.74 5.82E+00 

719.525 3.92E+01 
722.835 9.63E+00 
728.947 1.94E-02 
733.657 7.09E-01 
750.043 4.44E-02 
783.267 8.64E-02 
785.319 3.82E+01 
788.104 9.53E+01 
797.48 4.72E-03 

805.082 4.06E-02 
809.806 2.45E+00 
813.391 6.75E+00 
817.24 1.61E+00 

818.387 1.21E+00 
820.769 7.72E+01 

823.323 2.91E-01 
828.108 6.00E+00 
834.49 1.10E+00 

878.017 2.61E-03 
879.956 1.27E-04 
913.555 4.26E-01 
914.312 1.96E-02 
928.676 6.98E+00 
938.361 2.32E+01 
939.774 5.74E-01 
940.943 2.84E+00 
943.555 7.89E-02 
944.526 9.75E-01 
977.89 6.07E-03 

1001.45 3.43E-02 
1027.356 1.70E+02 
1034.546 2.15E+02 
1037.376 3.37E-01 
1069.977 2.36E+01 
1079.911 9.78E-03 
1115.142 1.15E-02 
1115.505 1.56E-01 
1138.705 2.94E-02 
1142.596 1.99E-01 
1145.071 8.02E+00 
1149.335 1.14E+01 
1164.952 4.44E-02 
1178.678 1.16E-01 
1186.015 1.63E+00 

1198.7 7.40E+01 
1209.86 1.41E+00 

1216.802 2.54E-02 
1219.766 1.33E-01 
1227.297 7.75E+00 
1250.045 8.24E-01 
1252.464 1.08E+02 
1259.725 2.99E-02 
1273.184 3.03E-03 
1283.219 5.49E+00 
1292.21 7.68E+01 
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1299.162 1.96E-02 
1306.886 3.23E+02 
1309.553 2.27E+00 
1328.343 8.67E-01 
1338.077 6.48E+02 
1338.989 5.54E-01 
1343.336 1.97E-02 
1357.874 1.85E+00 
1370.205 1.33E+02 
1373.409 5.79E-01 
1388.906 2.18E+02 
1392.882 1.73E+00 
1400.032 2.45E-02 
1410.741 2.87E+02 
1433.902 9.24E-02 
1439.494 4.03E+00 
1440.891 5.24E-04 
1447.812 1.69E+01 
1448.062 8.86E+00 

1448.952 4.38E-01 
1452.439 4.42E+00 
1458.917 2.66E-01 
1459.031 2.43E+01 
1497.186 5.93E+01 
1504.521 2.77E-01 
1526.39 2.82E+00 

1537.206 5.59E-03 
1552.767 6.59E+00 
1556.107 1.48E+02 
1557.726 1.71E+00 
1563.943 2.18E-02 
1569.207 9.05E+02 
1583.719 1.01E+00 
1588.322 6.22E-02 
1588.815 2.42E-02 
1643.946 355.5519 
1644.719 410.3664 
1679.816 966.8055 

1682.173 27.73824 
2991.79 4.017736 

2991.875 86.1785 
3070.026 7.111136 
3070.099 0.452504 
3122.406 4.714071 
3122.501 12.0607 
3126.067 1.685295 
3126.495 1.434423 
3128.511 1.720486 
3128.906 2.621448 
3132.918 9.764446 
3133.008 0.141406 
3141.251 0.065343 
3141.302 0.314649 
3147.012 0.664093 
3147.208 0.727989 
3153.136 0.797779 
3153.427 3.027098 
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Table 5.5. Computed resonance Raman cross sections for TDI1 at level of BP86/DZP 
FREQUENCY 

(CM-1) 
RESONANCE 

RAMAN 
CROSS 

SECTION AT 
670 NM (ARB. 

UNITS) 
60.71 4.68E-33 
64.51 7.85E-33 
73.63 2.78E-31 
74.9 4.28E-32 
76.27 1.29E-31 
89.69 4.28E-33 

118.53 1.12E-32 
120.01 3.56E-34 
146.92 9.64E-33 
154.83 7.28E-33 
164.56 1.48E-32 
166.67 1.77E-29 
167.77 1.11E-31 
177.65 1.43E-32 
238.64 7.50E-35 
240.95 8.70E-33 
257.29 2.82E-35 

262 6.23E-34 
271.6 1.05E-31 

307.78 5.39E-32 
314.47 8.19E-34 
318.38 3.28E-33 
318.68 1.07E-32 
350.13 3.11E-34 
356.26 1.05E-32 
366.81 3.47E-33 
377.55 2.57E-32 
398.02 1.28E-32 
399.27 5.14E-32 
413.97 1.22E-35 
419.01 2.27E-35 
422.1 1.89E-32 

438.05 1.85E-33 
447.27 4.91E-31 
448.87 1.94E-34 
455.63 2.28E-33 
460.96 1.67E-33 

467.22 4.10E-34 
479.92 5.96E-32 
480.3 1.98E-30 

513.95 5.58E-34 
537.16 2.78E-30 
540.51 2.22E-29 
554.27 2.39E-33 
566.26 5.63E-34 
567.52 2.83E-33 
577.14 9.03E-36 
588.21 1.18E-30 
611.91 4.03E-34 
613.58 9.87E-35 
616.62 4.48E-33 
620.37 1.02E-31 
661.21 5.39E-34 
673.92 4.71E-35 
675.03 1.29E-33 
677.18 1.77E-34 
705.36 1.95E-30 
709.74 4.11E-34 
719.52 7.57E-34 
722.84 1.44E-33 
728.95 1.52E-32 
733.66 1.97E-32 
750.04 2.95E-34 
783.27 1.88E-34 
785.32 9.67E-34 
788.1 1.86E-33 

797.48 2.29E-31 
805.08 3.23E-31 
809.81 2.79E-34 
813.39 1.76E-35 
817.24 1.52E-33 
818.39 7.52E-33 
820.77 4.79E-35 
823.32 1.30E-31 
828.11 1.93E-34 
834.49 1.47E-33 
878.02 5.15E-31 
879.96 2.59E-32 

913.55 7.61E-33 
914.31 3.46E-33 
928.68 1.30E-33 
938.36 1.50E-34 
939.77 4.08E-33 
940.94 2.34E-33 
943.55 7.39E-33 
944.53 2.67E-33 
977.89 2.17E-30 

1001.45 5.63E-33 
1027.36 2.94E-35 
1034.55 3.30E-33 
1037.38 1.64E-33 
1069.98 2.85E-35 
1079.91 1.01E-30 
1115.14 7.26E-36 
1115.51 2.64E-36 
1138.7 3.79E-33 
1142.6 1.69E-32 

1145.07 4.78E-35 
1149.34 1.33E-34 
1164.95 3.92E-33 
1178.68 4.06E-33 
1186.02 1.06E-34 
1198.7 8.69E-34 

1209.86 1.14E-34 
1216.8 2.97E-30 

1219.77 1.35E-30 
1227.3 5.24E-33 

1250.05 4.92E-31 
1252.46 1.25E-32 
1259.72 3.94E-29 
1273.18 1.38E-28 
1283.22 8.86E-34 
1292.21 1.88E-31 
1299.16 1.04E-32 
1306.89 7.36E-33 
1309.55 1.62E-34 
1328.34 5.70E-30 
1338.08 3.34E-33 
1338.99 5.43E-30 
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1343.34 5.42E-32 
1357.87 4.67E-35 
1370.2 1.36E-31 

1373.41 2.23E-29 
1388.91 2.02E-32 
1392.88 5.98E-30 
1400.03 3.47E-31 
1410.74 1.50E-33 
1433.9 4.52E-30 

1439.49 6.07E-32 
1440.89 1.59E-32 

1447.81 2.85E-33 
1448.06 6.21E-33 
1448.95 4.50E-33 
1452.44 7.13E-34 
1458.92 2.65E-31 
1459.03 3.86E-33 
1497.19 2.70E-35 
1504.52 4.01E-33 
1526.39 2.22E-33 
1537.21 1.40E-28 
1552.77 9.82E-31 

1556.11 3.51E-31 
1557.73 1.28E-29 
1563.94 2.96E-32 
1569.21 3.98E-33 
1583.72 6.15E-34 
1588.32 8.76E-31 
1588.82 2.97E-31 
1643.95 2.60E-32 
1644.72 2.19E-32 
1679.82 2.40E-32 
1682.17 8.38E-31 
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Table 5.6. Optimized coordinates for TDI2 at level of BP86/DZP 
ATOM X Y Z 

N -16.38557 0.02055 -0.01541 
C -17.85161 0.00223 -0.04057 
H -18.20885 -0.98349 0.27571 
H -18.20247 0.78134 0.63829 
H -18.20311 0.18918 -1.06121 
C -15.74085 0.98373 0.78294 
C -15.73960 -0.94100 -0.80907 
C -14.25798 0.95499 0.77063 
O -16.37681 1.79749 1.44816 
C -14.25843 -0.92966 -0.79110 
O -16.39355 -1.73992 -1.47541 
C -13.54844 0.01046 -0.00806 
C -13.55691 1.87571 1.53698 
C -13.56013 -1.85542 -1.55344 
C -12.11670 0.00583 -0.00411 
H -14.12145 2.59703 2.12684 
C -12.16198 1.87413 1.54998 
H -14.12658 -2.57241 -2.14695 
C -12.16502 -1.86258 -1.55874 
C -11.41571 0.95581 0.79899 
C -11.41729 -0.94864 -0.80368 
H -11.66012 2.61609 2.16584 
H -11.66413 -2.60714 -2.17230 
C -9.95441 0.93809 0.81206 
C -9.95574 -0.93820 -0.81064 
C -9.24335 -0.00140 0.00175 
C -9.21442 1.82657 1.59731 
C -9.21652 -1.83000 -1.59290 
C -7.80423 -0.00371 0.00351 
C -7.82658 1.80400 1.62089 
H -9.71967 2.56136 2.21891 
H -9.72254 -2.56296 -2.21609 
C -7.82846 -1.81162 -1.61342 
C -7.09076 0.89746 0.85303 
C -7.09147 -0.90664 -0.84476 
H -7.31765 2.52784 2.25250 
H -7.32032 -2.53655 -2.24446 
C -5.63123 0.85476 0.90194 
C -5.63177 -0.86588 -0.89274 
C -4.92829 -0.00566 0.00454 

C -4.89040 1.63488 1.79979 
C -4.89121 -1.64594 -1.79088 
C -3.49543 -0.00548 0.00410 
C -3.49671 1.61295 1.81309 
H -5.39637 2.27393 2.51899 
C -3.49744 -1.62431 -1.80441 
H -5.39749 -2.28371 -2.51103 
C -2.79323 -0.82521 -0.91406 
C -2.79298 0.81452 0.92181 
H -2.93402 2.22426 2.51778 
H -2.93513 -2.23449 -2.51039 
C -1.31592 -0.84418 -0.95528 
C -1.31577 0.83414 0.96200 
O -0.65269 -1.51218 -1.73142 
N -0.69262 -0.00437 0.00281 
O -0.65236 1.50244 1.73761 
N 0.69257 -0.00389 0.00301 
C 1.31582 0.96486 -0.82399 
C 1.31594 -0.97038 0.83253 
C 2.79327 0.93363 -0.79453 
O 0.65242 1.74183 -1.49125 
C 2.79336 -0.93747 0.80474 
O 0.65263 -1.74870 1.49834 
C 3.49547 -0.00160 0.00545 
C 3.49671 1.84042 -1.57521 
C 3.49676 -1.84353 1.58624 
C 4.92863 -0.00054 0.00665 
H 2.93443 2.54084 -2.19176 
C 4.89064 1.85577 -1.56460 
H 2.93444 -2.54436 2.20229 
C 4.89068 -1.85672 1.57810 
C 5.63183 0.96537 -0.77643 
C 5.63184 -0.96530 0.79109 
H 5.39619 2.58094 -2.19721 
H 5.39627 -2.58097 2.21173 
C 7.09190 0.99763 -0.72750 
C 7.09199 -0.99644 0.74361 
C 7.80465 0.00043 0.00780 
C 7.82930 1.98442 -1.38757 
C 7.82929 -1.98235 1.40507 
C 9.24368 -0.00003 0.00716 
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C 9.21712 2.00741 -1.35517 
H 7.32167 2.77223 -1.93875 
H 7.32162 -2.76920 1.95758 
C 9.21701 -2.00649 1.37110 
C 9.95586 1.03756 -0.67190 
C 9.95558 -1.03841 0.68524 
H 9.72363 2.80555 -1.89235 
H 9.72357 -2.80469 1.90816 
C 11.41655 1.06514 -0.63557 
C 11.41598 -1.06951 0.64398 
C 12.11675 -0.00356 0.00247 
C 12.16292 2.10284 -1.21026 
C 12.16185 -2.10907 1.21575 
C 13.54831 -0.00632 -0.00140 
C 13.55811 2.10275 -1.19394 
H 11.66053 2.94364 -1.68228 

C 13.55683 -2.11421 1.19165 
H 11.65926 -2.94811 1.69067 
C 14.25795 -1.07344 0.59848 
C 14.25732 1.05828 -0.60562 
H 14.12373 2.91745 -1.64509 
H 14.12114 -2.93151 1.63951 
C 15.74086 -1.10598 0.60031 
C 15.73846 1.07708 -0.61465 
O 16.37761 -2.02804 1.10399 
N 16.38468 -0.01315 -0.00985 
O 16.39225 1.98661 -1.12009 
C 17.85094 0.01096 -0.02991 
H 18.20249 0.03015 -1.06723 
H 18.20763 0.91455 0.47580 
H 18.20164 -0.88678 0.48205 
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Table 5.7. Computed vibrational frequencies for TDI2 at level of BP86/DZP 
FREQUENCY 

(CM-1) 
IR 

ABSORPTION 
CROSS 

SECTION 
(ARB. UNITS) 

-20.414 -5.49E-03 
1.581 0.00E+00 
3.274 0.00E+00 
16.064 0.00E+00 
17.931 0.00E+00 
20.802 2.60E-03 
23.139 1.33E-02 
27.257 3.11E-04 
36.628 9.01E-03 
41.153 8.48E-03 
45.501 1.56E-01 
57.939 1.38E+00 
62.135 1.35E+00 
67.408 5.62E-01 
69.003 3.68E-02 
72.76 3.52E-02 
73.759 5.50E-01 
74.352 3.36E-01 
75.825 7.05E-02 
76.316 2.18E+00 
86.483 2.46E+00 
89.767 8.75E-03 
99.934 2.84E-02 

103.835 9.39E-02 
112.116 3.05E+00 
113.87 3.21E+00 

150.499 1.72E+00 
151.116 2.62E+00 
160.176 2.98E+00 
161.075 4.70E+00 
164.633 5.16E+00 
167.499 1.11E+01 
170.819 4.61E-02 
173.789 8.04E+00 
175.073 5.72E-01 
185.993 4.58E-02 
186.711 3.25E-01 
218.365 1.11E-03 

238.602 7.02E-04 
240.141 1.18E-03 
248.342 1.90E-01 
249.274 2.65E-01 
262.181 1.02E-01 
262.848 3.82E-01 
269.496 4.40E-02 
270.884 9.37E-03 
302.167 1.74E+00 
304.428 2.51E+00 
306.832 1.40E-01 
307.757 1.28E-02 
322.079 3.18E+00 
325.873 3.79E+00 
327.638 3.92E+00 
329.62 1.78E-02 

353.449 1.38E+00 
353.847 5.61E-01 
357.331 1.51E+01 
358.915 3.45E+00 
375.675 7.25E-01 
375.849 1.32E+00 
396.32 1.21E+01 

396.702 1.78E+01 
398.421 7.81E-01 
399.972 1.13E+01 
402.887 5.47E+02 
414.583 6.08E+00 
415.142 1.18E+00 
418.142 9.26E+00 
418.395 3.52E+00 
420.743 1.67E+00 
422.559 4.52E-02 
427.22 4.40E-02 

436.439 8.51E-01 
437.272 6.12E-02 
450.191 3.47E-02 
450.574 3.46E-02 
456.796 5.98E-02 
458.418 3.13E-02 
459.606 7.51E-02 

460.932 1.52E-01 
462.255 8.56E+01 
464.54 2.50E+00 
473.31 2.06E+01 

476.517 4.85E-03 
478.153 1.12E-01 
479.436 1.10E+00 
479.681 1.85E+00 
509.256 6.68E+01 
509.537 1.48E+02 
534.255 5.71E-02 
535.471 2.80E-02 
536.84 3.56E-02 

538.158 1.60E+00 
538.913 6.53E-02 
552.464 1.12E-02 
553.378 1.47E-02 
566.405 8.43E-01 
566.462 1.24E+00 
577.16 6.94E-02 

578.182 3.08E-01 
578.857 4.66E+01 
581.716 2.25E-01 
611.937 2.09E-02 
612.498 3.02E+00 
612.63 4.08E-01 

614.417 3.98E-01 
616.711 4.87E-02 
617.406 2.10E-02 
618.689 5.21E-04 
619.845 4.43E-02 
650.331 2.11E+02 
660.259 2.78E-01 
661.771 9.29E-01 
670.337 9.97E+00 
671.993 9.64E+00 
672.056 3.36E+00 
674.209 4.32E+01 
679.484 5.86E+00 
679.842 4.92E+00 
702.887 4.36E-04 
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707.472 2.17E+00 
708.534 2.90E-04 
714.276 2.23E+01 
715.183 2.53E+01 
716.111 1.22E+02 
719.065 6.36E+01 
721.44 1.56E+01 

721.984 1.67E+01 
730.197 7.30E-01 
732.408 2.88E-01 
734.478 2.44E-01 
755.772 1.80E+00 
756.194 1.42E+00 
782.349 1.03E+00 
783.114 3.79E+00 
784.835 8.11E-01 
785.11 8.75E+01 

785.702 1.37E+02 
787.551 8.01E+01 
796.977 2.13E-03 
798.381 3.97E+00 
799.216 4.21E-02 
803.3 7.84E-02 
809.02 2.49E+00 

809.121 3.25E+00 
817.152 2.60E-01 
818.76 1.16E+01 

819.572 7.83E+01 
819.947 8.94E+00 
820.117 4.14E+01 
820.515 5.01E+01 
821.146 1.25E+00 
821.684 4.14E-01 
822.616 2.01E+00 
822.995 3.36E+00 
827.968 1.36E+01 
828.448 5.50E+00 
833.989 6.64E-01 
834.574 3.83E-01 
875.573 5.59E-03 
886.788 2.28E+01 
892.233 7.68E+00 

892.462 4.94E+00 
908.613 8.87E-03 
909.323 1.55E-02 
912.26 1.94E-02 

912.907 3.79E-02 
938.094 2.53E-02 
940.845 3.31E-02 
941.166 9.86E-03 
941.546 1.92E+00 
941.686 3.47E+00 
943.137 7.00E-01 
943.382 8.15E-02 
943.645 1.04E+01 
944.106 1.40E+01 
944.451 4.70E+00 
944.575 8.79E+00 
955.944 6.96E+00 
983.162 4.68E-03 

1009.403 5.67E+01 
1009.423 2.93E+01 
1018.603 3.54E+02 
1033.772 5.18E+01 
1033.984 5.31E+01 
1042.73 4.01E-02 

1069.025 1.60E+01 
1069.115 1.71E+01 
1073.796 4.64E+01 
1085.376 3.66E-02 
1114.967 1.51E-01 
1115.472 6.41E-02 
1123.907 6.39E+01 
1125.104 5.99E+01 
1138.061 3.62E+00 
1138.19 2.94E+00 

1138.942 7.56E+01 
1143.126 1.41E+00 
1144.873 6.62E+01 
1147.215 5.28E-01 
1150.435 2.65E+01 
1150.463 3.03E+01 
1166.724 5.97E+00 
1167.045 5.36E+00 

1179.223 6.66E+00 
1179.472 7.94E+00 
1181.185 2.47E+02 
1186.658 1.85E+00 
1186.813 1.29E+00 
1198.78 5.47E+01 

1199.724 5.71E+01 
1212.786 2.78E+00 
1214.301 1.58E+01 
1218.557 4.47E+00 
1218.87 5.32E+00 

1227.697 5.12E+00 
1228.72 4.82E+00 

1230.984 7.96E-02 
1251.411 6.06E+01 
1251.753 3.42E+01 
1255.988 1.25E+02 
1260.965 8.84E-01 
1271.983 1.12E+01 
1273.845 5.74E-01 
1282.192 5.31E+00 
1282.754 5.27E+00 
1289.994 1.04E+03 
1292.223 1.23E+02 
1297.513 1.23E+03 
1297.681 7.50E-01 
1298.985 3.54E-03 
1303.971 4.90E-01 
1309.759 1.96E+00 
1310.476 2.06E+00 
1323.278 1.52E+02 
1325.082 9.47E-01 
1335.663 2.02E+03 
1338.302 3.98E-01 
1338.904 1.12E+01 
1340.084 1.41E+00 
1342.107 7.94E-01 
1342.264 1.05E+00 
1357.192 1.71E+00 
1357.619 1.68E+00 
1368.435 3.34E+02 
1368.913 3.95E+00 
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1374.144 2.68E+00 
1374.25 9.93E+01 

1391.199 3.45E+00 
1391.952 1.69E+01 
1393.032 3.77E+01 
1393.175 4.38E+01 
1407.007 4.18E+00 
1407.235 4.89E+02 
1430.601 4.39E-01 
1431.432 6.58E+00 
1438.332 5.80E-01 
1438.678 9.15E-01 
1440.946 5.10E-02 
1440.986 5.67E-02 
1447.977 1.38E+01 
1448.115 1.21E+01 
1448.975 9.67E-02 
1449.252 1.03E-01 
1451.779 2.69E+00 
1451.86 2.67E+00 

1458.309 1.25E+01 
1458.485 1.27E+01 
1497.707 5.80E+01 
1498.002 5.95E+01 
1504.811 1.60E+00 
1505.036 8.57E-01 
1526.563 3.59E+00 
1526.707 3.23E+00 

1536.762 3.30E+00 
1536.912 2.37E+00 
1552.657 1.78E+01 
1552.908 1.01E+01 
1556.369 4.03E+02 
1556.562 3.22E+01 
1558.713 4.31E+01 
1559.135 3.16E+00 
1563.947 5.88E-01 
1564.094 5.42E-01 
1568.523 2.62E+03 
1570.335 1.28E+01 
1583.198 1.17E+00 
1583.271 9.92E-01 
1588.497 1.08E+01 
1588.679 2.47E+00 
1588.833 2.58E+00 
1589.02 2.63E+00 

1643.948 3.78E+02 
1644.213 3.82E+02 
1680.546 1.22E+03 
1681.086 1.67E+02 
1682.941 3.07E+02 
1684.401 3.06E+02 
1695.802 9.42E+02 
1721.734 8.32E-01 
2991.489 5.02E+01 
2992.935 5.42E+01 

3070.015 3.71E+00 
3072.432 3.68E+00 
3120.306 7.88E+00 
3121.635 9.73E+00 
3125.119 9.39E+00 
3125.347 1.49E+00 
3128.019 2.86E+00 
3128.334 1.17E+00 
3129.584 1.24E+00 
3129.628 1.90E+00 
3129.852 2.79E+00 
3130.251 2.75E+00 
3132.342 3.36E+00 
3133.007 2.61E+00 
3134.362 9.14E+00 
3134.767 5.52E+00 
3140.197 9.08E-01 
3140.479 9.68E-01 
3142.791 2.42E-01 
3143.072 2.60E-01 
3147.348 1.29E+00 
3147.459 2.58E+00 

3148.9 1.46E+00 
3149.096 1.45E+00 
3150.486 2.61E+00 
3150.599 1.43E+00 
3154.749 1.82E+00 
3154.984 2.11E+00 
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Table 5.8. Computed resonance Raman cross sections for TDI2 at level of BP86/DZP 
FREQUENC

Y 
(CM-1) 

RESONANCE 
RAMAN CROSS 

SECTION AT 
670 NM (ARB. 

UNITS) 
62.13 2.24E-32 
67.41 7.09E-32 
69.00 1.78E-33 
72.76 1.09E-31 
73.76 6.31E-31 
74.35 4.28E-31 
75.83 2.08E-29 
76.32 1.07E-30 
86.48 7.64E-33 
89.77 1.07E-30 
99.93 1.95E-32 

103.83 2.29E-32 
112.12 2.12E-33 
113.87 2.23E-34 
150.50 2.70E-33 
151.12 2.98E-33 
160.18 1.58E-32 
161.07 3.17E-33 
164.63 7.38E-33 
167.50 9.86E-33 
170.82 2.29E-32 
173.79 2.10E-32 
175.07 1.48E-32 
185.99 6.01E-33 
186.71 3.08E-33 
218.37 2.11E-29 
238.60 5.00E-32 
240.14 5.84E-32 
248.34 5.41E-34 
249.27 7.61E-34 
262.18 2.34E-33 
262.85 2.81E-34 
269.50 5.72E-33 
270.88 2.60E-32 
302.17 3.04E-33 
304.43 6.08E-33 
306.83 5.51E-32 
307.76 4.96E-31 

322.08 3.92E-33 
325.87 3.57E-33 
327.64 6.20E-33 
329.62 4.81E-31 
353.45 1.59E-33 
353.85 1.01E-33 
357.33 8.77E-33 
358.92 8.06E-33 
375.68 2.96E-32 
375.85 2.60E-32 
396.32 3.60E-32 
396.70 2.02E-32 
398.42 1.09E-31 
399.97 4.14E-34 
402.89 5.91E-33 
414.58 1.78E-35 
415.14 5.05E-33 
418.14 4.18E-34 
418.39 8.82E-34 
420.74 8.86E-34 
422.56 5.02E-33 
427.22 1.72E-30 
436.44 4.68E-34 
437.27 4.39E-33 
450.19 3.26E-34 
450.57 2.84E-34 
456.80 1.41E-34 
458.42 5.32E-33 
459.61 3.74E-33 
460.93 2.07E-33 
462.25 1.56E-34 
464.54 1.14E-31 
473.31 1.46E-32 
476.52 3.21E-30 
478.15 9.99E-32 
479.44 4.17E-32 
479.68 1.35E-31 
509.26 3.73E-31 
509.54 1.79E-31 
534.25 6.11E-30 
535.47 8.56E-30 

536.84 6.85E-32 
538.16 1.74E-30 
538.91 4.65E-29 
552.46 3.36E-33 
553.38 2.32E-33 
566.40 8.54E-33 
566.46 1.33E-34 
577.16 5.59E-34 
578.18 7.78E-34 
578.86 8.81E-33 
581.72 2.51E-30 
611.94 1.55E-33 
612.50 4.02E-33 
612.63 1.27E-33 
614.42 2.36E-32 
616.71 5.44E-34 
617.41 1.84E-33 
618.69 2.36E-33 
619.85 3.10E-32 
650.33 1.26E-33 
660.26 2.53E-33 
661.77 3.70E-33 
670.34 4.14E-34 
671.99 2.09E-35 
672.06 7.64E-34 
674.21 4.56E-34 
679.48 1.49E-33 
679.84 1.75E-33 
702.89 3.75E-30 
707.47 3.95E-33 
708.53 2.97E-31 
714.28 4.29E-34 
715.18 1.34E-33 
716.11 1.49E-34 
719.07 3.10E-34 
721.44 4.69E-34 
721.98 5.79E-34 
730.20 2.87E-33 
732.41 3.46E-33 
734.48 1.49E-31 
755.77 1.44E-33 
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756.19 8.78E-34 
782.35 4.14E-34 
783.11 4.80E-34 
784.84 7.25E-32 
785.11 2.47E-34 
785.70 4.11E-34 
787.55 2.33E-35 
796.98 2.50E-31 
798.38 4.80E-33 
799.22 2.49E-33 
803.30 1.10E-31 
809.02 4.10E-35 
809.12 8.67E-35 
817.15 4.34E-32 
818.76 1.96E-32 
819.57 7.90E-35 
819.95 4.95E-32 
820.12 1.16E-32 
820.51 9.30E-34 
821.15 1.77E-31 
821.68 2.53E-31 
822.62 1.42E-34 
823.00 5.33E-35 
827.97 9.76E-35 
828.45 2.69E-34 
833.99 1.76E-33 
834.57 1.94E-33 
875.57 1.92E-30 
886.79 3.53E-35 
892.23 6.23E-33 
892.46 3.08E-33 
908.61 1.82E-32 
909.32 2.76E-33 
912.26 3.36E-32 
912.91 3.83E-33 
938.09 6.99E-32 
940.85 5.99E-35 
941.17 2.10E-33 
941.55 5.60E-34 
941.69 2.35E-34 
943.14 5.28E-33 
943.38 1.10E-32 

943.64 6.64E-34 
944.11 1.01E-32 
944.45 4.20E-33 
944.58 1.50E-33 
955.94 8.26E-34 
983.16 9.11E-30 

1009.40 1.68E-33 
1009.42 7.59E-34 
1018.60 8.48E-35 
1033.77 1.40E-33 
1033.98 1.46E-33 
1042.73 1.02E-30 
1069.03 3.28E-34 
1069.12 1.47E-34 
1073.80 1.52E-33 
1085.38 2.39E-30 
1114.97 3.54E-35 
1115.47 2.86E-36 
1123.91 8.49E-34 
1125.10 1.26E-33 
1138.06 6.51E-33 
1138.19 6.59E-33 
1138.94 8.47E-34 
1143.13 1.83E-32 
1144.87 1.75E-34 
1147.21 1.96E-31 
1150.43 1.62E-33 
1150.46 1.22E-33 
1166.72 6.09E-33 
1167.05 4.52E-33 
1179.22 4.33E-34 
1179.47 2.15E-34 
1181.18 1.16E-33 
1186.66 4.64E-34 
1186.81 5.49E-34 
1198.78 8.76E-34 
1199.72 5.10E-34 
1212.79 2.82E-30 
1214.30 4.92E-31 
1218.56 8.02E-32 
1218.87 8.67E-32 
1227.70 2.42E-33 

1228.72 2.35E-33 
1230.98 1.23E-29 
1251.41 7.93E-32 
1251.75 3.95E-31 
1255.99 2.68E-32 
1260.96 1.30E-28 
1271.98 1.89E-30 
1273.85 3.52E-28 
1282.19 7.16E-34 
1282.75 5.24E-34 
1289.99 9.69E-33 
1292.22 2.66E-31 
1297.51 1.84E-33 
1297.68 1.02E-32 
1298.98 1.05E-32 
1303.97 2.36E-31 
1309.76 2.63E-34 
1310.48 2.66E-34 
1323.28 1.09E-32 
1325.08 1.96E-29 
1335.66 9.95E-33 
1338.30 5.30E-30 
1338.90 1.55E-31 
1340.08 1.08E-29 
1342.11 1.72E-32 
1342.26 2.92E-32 
1357.19 2.41E-33 
1357.62 3.25E-33 
1368.43 7.73E-32 
1368.91 8.05E-30 
1374.14 6.71E-29 
1374.25 1.95E-30 
1391.20 8.95E-30 
1391.95 6.66E-31 
1393.03 3.62E-30 
1393.17 2.23E-30 
1407.01 2.58E-31 
1407.23 3.27E-34 
1430.60 8.07E-30 
1431.43 4.44E-32 
1438.33 5.63E-31 
1438.68 4.37E-31 
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1440.95 1.68E-32 
1440.99 1.91E-32 
1447.98 1.32E-32 
1448.12 3.05E-33 
1448.97 3.78E-33 
1449.25 2.52E-33 
1451.78 6.39E-33 
1451.86 4.29E-33 
1458.31 1.77E-31 
1458.48 1.40E-31 
1497.71 1.65E-34 
1498.00 3.74E-34 
1504.81 4.70E-33 
1505.04 5.92E-33 

1526.56 6.91E-33 
1526.71 2.71E-33 
1536.76 1.63E-28 
1536.91 2.15E-28 
1552.66 6.06E-32 
1552.91 2.13E-32 
1556.37 1.32E-30 
1556.56 4.62E-30 
1558.71 3.62E-30 
1559.13 3.42E-29 
1563.95 6.19E-33 
1564.09 1.11E-32 
1568.52 1.14E-31 
1570.34 3.29E-30 

1583.20 1.88E-33 
1583.27 2.05E-33 
1588.50 2.41E-31 
1588.68 5.30E-31 
1588.83 5.59E-31 
1589.02 2.61E-31 
1643.95 2.29E-32 
1644.21 2.30E-32 
1680.55 1.35E-31 
1681.09 9.94E-31 
1682.94 1.54E-32 
1684.40 1.54E-32 
1695.80 1.62E-33 
1721.73 4.32E-30 
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Table 5.9. Optimized coordinates for TDI1; Level of theory: ωb97X-D /DZP, SOLVENT (radius 
= 3.54 Å, dielectric = 5.62)

ATOM X Y Z 
N -16.27068 -0.06292 0.09882 
C -17.72751 -0.11549 0.10832 
H -18.05352 -1.05298 0.54978 
H -18.09167 0.71939 0.69164 
H -18.10148 -0.05234 -0.90990 
C -15.63225 0.97592 0.76010 
C -15.62535 -1.07561 -0.59031 
C -14.15496 0.98310 0.72427 
O -16.26365 1.83750 1.33686 
C -14.15046 -1.04816 -0.61459 
O -16.27004 -1.94317 -1.14401 
C -13.44776 -0.02308 0.04243 
C -13.46832 1.98171 1.36322 
C -13.46242 -2.02886 -1.27871 
C -12.03424 -0.00460 0.01738 
H -14.01659 2.75555 1.88182 
C -12.07423 2.00153 1.35339 
H -14.00907 -2.81618 -1.77852 
C -12.06878 -2.01366 -1.31562 
C -11.34214 1.02928 0.70263 
C -11.34028 -1.02180 -0.69071 
H -11.58283 2.80669 1.87611 
H -11.57478 -2.80917 -1.85056 
C -9.87339 1.02469 0.70463 
C -9.87281 -0.98395 -0.73713 
C -9.17113 0.02583 -0.02365 
C -9.14952 1.97214 1.39187 
C -9.14948 -1.91214 -1.45057 
C -7.75048 0.03752 -0.03963 
C -7.75925 1.94788 1.42124 
H -9.64521 2.75609 1.94250 
H -9.64483 -2.69849 -1.99793 
C -7.76078 -1.86598 -1.50948 
C -7.04424 0.98692 0.74548 
C -7.04610 -0.90013 -0.84038 
H -7.25430 2.71760 1.98461 
H -7.25654 -2.62414 -2.08888 
C -5.58134 0.91788 0.82467 
C -5.58507 -0.81736 -0.93914 

C -4.88604 0.05141 -0.05983 
C -4.86011 1.67151 1.72892 
C -4.86838 -1.56485 -1.85203 
C -3.47260 0.05280 -0.06442 
C -3.46812 1.63335 1.75351 
H -5.36190 2.29988 2.44817 
C -3.47669 -1.52365 -1.88583 
H -5.37357 -2.19366 -2.56851 
C -2.78058 -0.74649 -0.99558 
C -2.77631 0.85298 0.86277 
H -2.92177 2.22718 2.47293 
H -2.93395 -2.11548 -2.60963 
C -1.31253 -0.74764 -1.03700 
C -1.30822 0.84723 0.90305 
O -0.64830 -1.37464 -1.82473 
N -0.69095 0.04889 -0.06758 
O -0.64054 1.46980 1.69140 
N 0.68005 0.03873 -0.06191 
C 1.31126 1.05902 -0.78212 
C 1.28897 -0.99074 0.66511 
C 2.77923 1.03518 -0.73972 
O 0.65525 1.87913 -1.37556 
C 2.75732 -0.98724 0.64039 
O 0.61453 -1.80173 1.25033 
C 3.46524 0.01940 -0.04531 
C 3.48167 2.01494 -1.39238 
C 3.43845 -1.97544 1.30301 
C 4.88052 0.01044 -0.03596 
H 2.94455 2.78903 -1.92225 
C 4.87318 2.01865 -1.37441 
H 2.88499 -2.74276 1.82592 
C 4.82978 -1.99626 1.30404 
C 5.58844 1.04107 -0.71122 
C 5.56593 -1.02854 0.64945 
H 5.37653 2.81287 -1.90168 
H 5.31674 -2.79499 1.83982 
C 7.05634 1.03785 -0.68232 
C 7.03380 -1.04360 0.64259 
C 7.75011 -0.00623 -0.01302 
C 7.78868 2.02828 -1.29483 
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C 7.74439 -2.04555 1.26203 
C 9.17289 -0.01380 -0.00029 
C 9.17816 2.02608 -1.27524 
H 7.30117 2.84075 -1.80986 
H 7.23951 -2.85597 1.76335 
C 9.13379 -2.05831 1.26693 
C 9.88919 1.03215 -0.64389 
C 9.86621 -1.06797 0.65483 
H 9.68317 2.83527 -1.77855 
H 9.62152 -2.87618 1.77320 
C 11.35791 1.03383 -0.62297 
C 11.33474 -1.08349 0.66434 
C 12.03993 -0.02805 0.02813 
C 12.09911 2.03529 -1.21720 
C 12.05443 -2.09118 1.27420 
C 13.45359 -0.03478 0.04265 
C 13.49311 2.02403 -1.19308 
H 11.61552 2.85865 -1.71830 

C 13.44852 -2.09380 1.27711 
H 11.55364 -2.90895 1.76742 
C 14.14782 -1.08296 0.67207 
C 14.16916 1.00626 -0.57392 
H 14.04949 2.82071 -1.66673 
H 13.98733 -2.89640 1.76064 
C 15.62493 -1.10851 0.68714 
C 15.64441 1.00866 -0.55771 
O 16.24504 -2.01242 1.20877 
N 16.27675 -0.04535 0.07972 
O 16.30001 1.89128 -1.07348 
C 17.73414 -0.01481 0.08730 
H 18.10687 -0.05904 -0.93253 
H 18.07336 0.90698 0.55094 
H 18.08673 -0.86859 0.65001 
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Appendix C: Supplementary Information for Chapter 6 

C.1. Additional experimental details 

During pulse shaping, masks to compensate for the frequency-dependent Bragg angle223 

were employed to help compress the pulse (Figure S6.1). To minimize the detrimental effects of 

spatial chirp and walk-off on observing wavepacket signatures, we fixed the angle between the 

pump and probe beamlines to less than three degrees. Example 2DES spectra for each signal 

contribution, which were separated as described in Section 2.5.1, are shown in Figures S6.2 and 

S6.3. Replicate experiments (vide infra) were conducted on different days with different solvent 

aliquots to ensure results were not correlated to laser fluctuations or solvent impurities. A 

representative SHG-FROG trace is shown in Figure S6.1, where the measured pulse width was 

approximately 10 fs. Across all experimental trials, the pulse duration ranged between 

approximately 10 and 15 fs. 

 

Figure S6.1. An example SHG-FROG trace at 313 nm for the pump pulse overlaid with a Gaussian fit (FWHM = 
14.7 fs), indicating a pulse duration of approximately 10 fs. 
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C.2. Additional theoretical details 

Based on our extraction of Huang-Rhys factors using comparisons between the simulated and 

experimental absorption spectra (vide infra), we defined λ for the 550 cm-1 mode in relation to that 

of the 1350 cm-1 vibration using their relative intensities in the experimental femtosecond 

stimulated Raman spectroscopy (FSRS) data. Using the methods described in Chapter 3, we 

simulated the linear response of TDI (Figure 6.3a) and extracted Huang-Rhys factors of 0.42 and 

0.13 for the 1350 and 550 cm-1 vibrations, respectively. Table 6.1 shows a summary of all 

parameters used to dress the model Hamiltonians and calculate response functions. 

Table 6.1. An overview of the parameters employed in these simulations 
Hamiltonian 
Parameter 

Value Response calculation 
parameter 

Value/range 

𝜀𝜀𝑆𝑆1 15125 cm-1 t1, t3 0 to 186 fs 
𝜀𝜀𝑆𝑆𝑛𝑛 26625 cm-1 t2 0 to 1000 fs 
ω 550, 1350 cm-1 ∆t 3 fs 

𝜆𝜆550,𝑆𝑆1  0.356 ∆ (t1, t3 evolution) 2000 cm-1 
𝜆𝜆1350,𝑆𝑆1  0.648 tc (t1, t3 evolution) 40 fs 
𝜆𝜆550,𝑆𝑆𝑛𝑛  0.712 ∆ (t2 evolution) 100 cm-1 
𝜆𝜆1350,𝑆𝑆𝑛𝑛  1.296 tc (t2 evolution) 300 fs 

 

Figure S6.2. A comparison of two simulated linear absorption spectra for TDI and an experimental spectrum. One 
simulation (gray) included solely the 1350 cm-1 vibration (λ2 = 0.497), while the second (red) included both the 
1350 (λ2 = 0.420) and 550 cm-1 (λ2 = 0.127) vibrations. 



Chapter 6: Harmonic vibrational couplings in quantum beat spectra 279 
 

 
 

Figure S6.3 illustrates schematics for an example multiple-DHO model for two arbitrary 

vibrations, α and β. Allowing a maximum of two vibrational quanta for each mode, the basis set 

for this system has ten kets, where each is color-coded to indicate which vibration they describe. 

Both α (red) and β (blue) vibrations are characterized by three configurations on the both the 

electronic ground and excited states. Importantly, both vibrations share global zero-point kets on 

these two electronic states, which are highlighted in purple. Translating this basis set into a 

multiple-DHO Hamiltonian (Equation 20, Section 3.3.1) generates the matrix on the right of Figure 

S6.3, which uses the same color-coded scheme to indicate non-zero entries (except for the diagonal 

value for site 1 which serves as a reference point with energy equal to zero). Sites one through five 

correspond to electronically ground-state configurations, making this block of the Hamiltonian 

diagonal since the ground electronic surface is unshifted in the nuclear coordinate system. In 

contrast, the block encompassed by sites six through ten contains off-diagonal elements that arise 

from the linear vibronic coupling, or rather the shifted nature of the electronically excited state. 

Importantly, while the α and β vibrations are defined to be independent in the site basis, both have 

off-diagonal coupling elements with the global zero-point vibrational configuration on the 

electronic excited state (|1,0,0⟩), as indicated by the black arrows originating from the |1,1,0⟩ and 

|1,0,1⟩ kets (and the H.C. bras). The values of these matrix entries are equivalent to 𝜔𝜔𝑚𝑚𝜆𝜆𝑚𝑚 for 

vibration m. When 𝜔𝜔𝛼𝛼𝜆𝜆𝛼𝛼  and 𝜔𝜔𝛽𝛽𝜆𝜆𝛽𝛽 are both greater than zero, meaning that both oscillators have 

non-zero HR factors, diagonalization of the Hamiltonian in Figure S3 results in eigenstates of 

mixed vibrational character, with the degree of mixing dependent on both λα and λβ. 
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C.3. Data Analysis 

We achieved pump energy resolution (ω1) and isolated quantum beating signatures as 

described in Section 2.5. In our use of approach 2 for subtracting population kinetics, we included 

oscillatory components below a threshold frequency of 150 cm-1 within our fit. This was done to 

combat the occasional tendency of rapid population dynamics to be fit as quickly dephasing, low-

frequency oscillations. We additionally truncated each vector in the t2 dimension to near t2 = 100 

fs to avoid contamination from cross-phase modulation and offset the data by a corresponding 

number of zeros to ensure no systematic frequency shifts when comparing datasets. We zero-

padded time-domain quantum beats to either twice the original vector length, in the case of 

quantum beatmaps, or 210 for calculation of the Frobenius norm power spectra. For the data 

discussed in the main text, the unpadded data traces ranged from 100 to 1600 fs with a timestep of 

Figure S6.3. A schematic illustrating an example multiple-DHO basis set (two vibrations with two quanta each) 
and site-basis Hamiltonian. The diagrams are color coded with red and blue signifying the 550 and 1350 cm-1 
vibrational coordinates, respectively, while purple indicates relevance to both vibrations. The colored indices in 
the Hamiltonian indicate non-zero values, except for the diagonal purple entry for site 1 which is set to zero as a 
reference point for all other entries. 
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8 fs, which implies a frequency resolution of about 21 cm-1 in the Fourier power spectra. We 

calculated all experimental 2DES power spectra using a Frobenius norm over a 200 x 200 cm-1 

window in the pump and probe frequency dimensions. This window was centered at the location 

of the maximum beating amplitude of the 543 cm-1 oscillation. This approach avoids bias in the 

representation of power spectra from the 2DES dataset and additionally increases the signal-to-

noise ratio. 

C.4. Additional and replicate 2DES spectra  

Figure S6.4 illustrates an expanded view of Figure 6.3b, showing the ESA features of the 

experimental and simulated 2DES spectra. Figure S6.5 provides additional time-domain 2DES 

spectra for TDI in THF from two different experimental trials. Figure S6.6 shows the rephasing 

and non-rephasing contributions to the absorptive signals shown in Figures S6.5b and S6.5c. 

 

a b 

Figure S6.4. (a) Experimental and (b) simulated 2DES spectra at a waiting time t2 = 100 fs. Contours are plotted 
at 5% intervals with 10% contour lines darkened. The spectrum in (a) is smoothed with an 11th order moving 
average with a Gaussian filter. 
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Figure S6.5. Absorptive TDI (in THF) 2DES spectra for (a) the dataset discussed in the main text and (b and c) 
a replicate trial at waiting times of (a) 1496, (b) 100, and (c) 1500 fs. All spectra are smoothed in the probe 
dimension with a gaussian filtered moving average. 

a b c 
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C.5. Additional power spectra 

Figure S6.7 shows a power spectrum from a replicate measurement of TDI in THF. Despite 

the difference in t2 step size (∆t2 = 5 fs), the prominent features remain near within the frequency 

Figure S6.6. Real (a) Rephasing and (b) non-rephasing 2DES spectra for TDI in THF at waiting times near 100 
and 1500 fs. All spectra are smoothed in the probe dimension with a gaussian filtered moving average.  
 

a b 

Figure S6.7. A replicate experimental power spectrum for TDI in THF. These data were collected with a t2 time 
step size of 5 fs. 
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resolution of the peaks observed from the power spectrum obtained with ∆t2 = 8 fs (Figure 6.4a). 

We note that the peaks near 865 and 1260 cm-1 likely correspond to the 800 and 1300 cm-1 modes 

in Figure 6.4a. Similarly, the dataset shown in Figures S6.5 and S6.6 identify these peaks near 800 

and 1270 cm-1. The frequency differences between these results may originate from the frequency 

resolution in the ω2 domain and/or variations in experimental conditions between the independent 

measurements. We expect excited-state signatures, such the 800 cm-1 beat frequency, to be 

particularly sensitive to the latter explanation due to their more rapid dephasing and lesser 

amplitude relative to quantum beats from ground-state vibrational coherences. In addition to the 

impact from the aforementioned factors, the window over which the power spectra are calculated 

(ω1 and ω3 ranges for 2DES, ω3 range for TA) may drive the observed differences in relative 

amplitude of the feature between 800 and 860 cm-1. We do not concentrate on variations in relative 

amplitude because the conclusions from this work do not rely significantly on the relative 

amplitude of quantum beats. 

 To further confirm that the Fourier features observed in our 2DES measurements were not 

the product of laboratory noise, we examined the quantum beating signatures in three consecutive 

transient absorption measurements with ∆t2 = 5, 6, or 7 fs (Figure S6.8). Importantly, no features 

were observed to vary significantly in frequency as a function of the step size, indicating that the 

quantum beats originate from solute and/or solvent coherences.356 Moreover, Figure S6.9 verifies 

that all peaks, with exception to the feature near 900 cm-1, originate from the TDI solute. 
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Figure S6.8. Power spectra for TDI in THF obtained from transient absorption scans ranging from 100 to 2500 fs 
in waiting time domain with step sizes of 5, 6, or 7 fs. Each trace was obtained by integrating the FFT signals 
across the probe region between ω3 = 13000 and 16000 cm-1. 
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C.6. Additional and replicate quantum beatmaps 

 
Figure S6.10a illustrates the single-DHO picture for both the 550 and 1350 cm-1 vibrations in 

the case that their wavepacket motions are completely independent. The experimental absorptive 

quantum beatmap for the 550 cm-1 oscillation frequency of TDI is shown in Figure S6.10b, which 

is in good agreement with our previous experimental work.157 In line with our discussions of the 

rephasing beatmaps in Figure 6.5, we find that the single-DHO model is unable to predict several 

features of the experimental beatmap, particularly those located far from the diagonal line. In 

contrast, the beatmap obtained from the multiple-DHO simulation (Figure S6.10d) reproduces 

many of these features, as highlighted by the colored circles in both Figures S6.10b and S6.10d. 

Figure S6.9. Experimental power spectra for TDI in comparison to a neat THF blank.  
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In the case of the comparison denoted by the purple circles, we attribute the difference in probe 

frequencies between the peaks to the ~300 cm-1 Stokes shift characteristic of TDI in THF,157, 283 

which is not included within the simulation. Additional differences between the positions of the 

identically colored circles between Figure S6.10b and S6.10d are attributed to imperfections of the 

theory, primarily the fact that we only treated two of the several FC-active vibrations of TDI. 

Another possible factor is the large linewidth associated with electronic transitions. In the absence 

of an ab initio treatment of the system-bath interactions, additional deviations between the center 

locations of the experimental and theoretical beatmap features are possible. 

 
 

While the separation of rephasing and non-rephasing signals from experimental 2DES data 

collected in the pump-probe geometry is a well-established process,50, 224 analysis of quantum 

Figure S6.10. Absorptive quantum beatmaps from (a) a schematic picture of individual 550 and 1350 cm-1 
vibrations, (b) experimental 2DES data, and third-order signals simulated with the (c) single-DHO and (d) 
multiple-DHO Hamiltonians. The solid green lines indicate the 0-0 singlet electronic transition energy for all 
vibrations. Dotted lines are color-coded to match the code used in the titles (blue = 550 cm-1 mode, red = 1350 
cm-1 mode) and indicate energies that represent either one or two frequency quanta away from the 0-0 singlet 
transition energy in either the pump (vertical lines) or probe (horizontal lines) axis. Colored circles in (b) and (d) 
highlight features that are not accounted for within the single-DHO approximation. 

a b c d 
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beating signatures in these signal components is less common. To this end, Figure S6.11 shows 

two absorptive quantum beatmaps for the 550 cm-1 mode of TDI collected with both phase cycling 

schemes discussed in Section 2.5.1. The agreement between these beatmaps indicates the ability 

of scheme 2 (Eq. 11) to reproduce absorptive quantum beating signatures as the sum of the real 

rephasing and non-rephasing signals. We believe this result indicates that the separation of 

rephasing and non-rephasing quantum beats via scheme 2 is a valid approach. 

 

 
Figure S6.12 provides the non-rephasing counterparts to the experimental rephasing 

beatmaps presented in the main text, while Figures S6.13 and S6.14 show replicate quantum 

beatmaps for all signal components from two different measurements. In addition, Figure S6.15 

Figure S6.11. Comparison between absorptive TDI beatmaps obtained using the phase cycling schemes detailed 
above each figure. Scheme 1 yields purely absorptive signal while the real portions of the rephasing and non-
rephasing signals from scheme 2 were combined to extract the absorptive signal. 
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provides beatmaps for several additional beat frequencies observed in the power spectrum shown 

in Figure 6.4. 

 
 
 

Figure S6.12. Experimental non-rephasing quantum beatmaps, associated with the data presented in Figures 6.5 
and 6.6 within the main text, at the beat frequencies of -542 (left) and +542 cm-1 (right). These data were collected 
with a t2 time step size of 8 fs. 
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Figure S6.13. Replicate experimental (a) absorptive, (b) rephasing, and (c) non-rephasing quantum beatmaps for 
TDI dissolved in THF at the oscillation frequencies indicated above each plot. These data were collected with a t2 
time step size of 5 fs. 
 
 

a b c 

Figure S6.14. Replicate experimental (a) absorptive, (b) rephasing, and (c) non-rephasing quantum beatmaps for 
TDI dissolved in toluene at the oscillation frequencies indicated above each plot. These data were collected with 
a t2 time step size of 8 fs. 
 

a b c 
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C.7. Additional simulated quantum beatmaps 

Figure S6.16 shows simulated non-rephasing TDI quantum beatmaps using both the single-

DHO (a) and multiple-DHO (b) models. Similar to the insights drawn from the rephasing and 

absorptive beatmaps for these models, the non-rephasing simulations indicate that harmonic 

a 

Figure S6.15. Additional (a) absorptive and (b) rephasing quantum beatmaps for TDI in THF at beat frequencies 
denoted above each plot. 

b 
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coupling between the 550 and 1350 cm-1 modes yields additional features in both the ω2 = -533 

and +533 cm-1 beatmaps. 

 
 
Figure S6.17 shows a decomposition of the multiple-DHO TDI simulation into positive and 

negative beat frequencies for each response function defined by Equations 29-34 (Section 3.4).  

We note that while our analysis here focused predominantly on the GSB and SE response 

functions, we find that vibronic coupling between harmonic oscillators also impacts the beatmaps 

extracted from ESA pathways, as shown in Figures S6.17e and f. Explorations of this influence on 

the ESA beatmaps are ongoing. 

 
 
 
 
 

Figure S6.16. Simulated non-rephasing beatmaps for the (a) single-DHO and (b) multiple-DHO Hamiltonians. 
Beatmaps for both -550 and +550 cm-1 beat frequencies are provided. 
 

a b 
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Figure S6.17. Quantum beatmaps for the multiple-DHO TDI simulation for ω2 = -533 and +533 cm-1 for the (a) 
R1, (b) R2, (c) R3, (d) R4, (e) R5, and (f) R6 portions of the total response function. All spectra are normalized to 
maximum beat signal in the full simulated dataset.  
 

a b 

c d 

e f 
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C.8. Additional experimental and theoretical comparisons 

Figures S6.18 compares the experimental and simulated absorptive beatmaps for the ~800 

cm-1 signal oscillations. While differences are apparent between the two beatmaps, such as the 

broader distribution of amplitude along the ω1 axis in the experimental results, we observe 

qualitative agreement.  

 
 

 

a 

Figure S6.18. (a) Experimental and (b) simulated beatmaps for the ~800 cm-1 signal oscillation observed for TDI. 
Both plots are normalized to their respective maximum amplitude. 

b 



Original Research Proposal  295 
 

 
 

Appendix D: Original Research Proposal 

D.1. Title and abstract 

Disentangling the roles of vibrations in ultrafast photochemistry using resonant fifth-order 

spectroscopy 

 

Many important photochemical reactions have been shown to be mediated by a complex interplay 

of vibrational and electronic degrees of freedom. However, tools the probe excited-state evolution 

along multidimensional potential energy surfaces in real time are scarce. As such, the precise roles 

that vibronic and vibrational couplings play in photochemical processes, such as photosynthesis 

and charge transfer, remain obscure. Two-dimensional impulsive stimulated Raman spectroscopy 

(2D-ISRS) was recently demonstrated to reveal coupling between vibrational coordinates during 

ultrafast photoisomerization of photoactive yellow protein. Owing to the lack of descriptive 2D-

ISRS theories, the physical origin of many features in experimental 2D-ISRS results remains 

unclear. This proposed research aims to develop efficient codes for simulating 2D-ISRS signals 

that emerge from common molecular Hamiltonians. By confirming the ability of the simulations 

to reproduce experimental observations, the insights gained through this research will offer 

valuable guidance for future 2D-ISRS studies. 
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D.2 Introduction, Background, and Significance of the Research 

The functions and possible utility of coupling between electronic and vibrational (vibronic) 

degrees of freedom is of broad interest for improving macroscopic technologies, such as solar 

photovoltaics,238 using quantum mechanical phenomena.222 Vibronic coupling is suggested to have 

profound impacts on important chemical reactions, such as energy and charge transfer in natural13, 

19 and artificial photovoltaics.215 Several theoretical studies have predicted that the spatiotemporal 

delocalization induced by nonadiabatic interactions can enhance the efficiency of energy106, 195 and 

charge155 transport through coupled molecular networks. A previous investigation of a well-

known, high-performing OPV blend, P3HT:PCBM, posited that the ultrafast electron transfer from 

the P3HT donor to the PCBM acceptor is reliant on bridging of the HOMO-LUMO gap by an 

intramolecular vibration.215 There is a clear need to improve our current understanding of vibronic 

phenomena and, in turn, pave the way for establishing vibronic coupling as a tunable design 

parameter. 

The notion that nonadiabatic photochemistry can be enabled by a resonant vibration107, 258 

emerged from expansive research of vibronic coupling in natural photosynthetic organisms.13, 16 

As more focus has been shifted to synthetic molecular aggregates, an increasing number of studies 

are finding that an interplay of multiple vibrational coordinates305, 357 is needed to capture the 

mechanisms of several ultrafast photochemical processes, including singlet fission,157, 159, 165, 203, 

208 and electron transfer.164 However, as even small molecules have an enormous number of normal 

modes (3N-6 with N equal to the number of atoms), separating the roles of reactive vibrations from 

motions that merely “spectate” population evolution is an ongoing challenge.68, 164, 208, 305, 357 This 

challenge is amplified by the tendency of signatures from vibrational couplings to be obscured by 
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single-mode wavepackets in established experimental techniques such as two-dimensional 

electronic spectroscopy (2DES).  

While two-dimensional infrared spectroscopy (2DIR) and two-dimensional electronic-

vibrational (2DEV)108, 111, 124, 358, 359 directly probe couplings between vibrations, the precise 

function(s) of these couplings can remain ambiguous from the perspective of these approaches. In 

contrast, two-dimensional impulsive stimulated Raman spectroscopy (2D-ISRS) is an emerging 

technique that uses multidimensional wavepacket evolution to simultaneously the nature and 

chemical function of coupled nuclear trajectories.130, 360 Experimental 2D-ISRS results were first 

reported in 2019, where Kuramochi and coworkers revealed the presence of low- and high-

frequency vibrational couplings during the excited-state isomerization of photoactive yellow 

protein (PYP).131 However, the sheer complexity of the 2D-ISRS signals precluded interpretation 

of features other than a single cross-peak and therefore obscured the role of these couplings in the 

photoisomerization process. Fully realizing the insight afforded by this technique requires 

descriptive and comprehensive theoretical simulations of spectra for relevant multichromophoric 

systems. To date, theoretical descriptions of 2D-ISRS signals have yet to be developed beyond the 

harmonic oscillator (HO) model.130 

D.3 Scientific Objectives 

  This research proposal aims to study the information content and capacity of 5th-order two-

dimensional impulsive stimulated Raman spectroscopy (2D-ISRS) to reveal chemically reactive 

vibrational coordinates. This overall objective is broken down into three specific aims: 

Phase 1: To develop an efficient theoretical framework for simulating 2D-ISRS signals.  

Phase 2: To explore the predictive power of 2D-ISRS theory by reproducing trends from 
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experiments of ultrafast photoisomerization of photoactive yellow protein (PYP). 

Phase 3:  To simulate 2D-ISRS spectra for a wide range of molecular Hamiltonians and identify 

salient features that most effectively distinguish molecular properties of interest. 

D.4. Previous Work 

2D-ISRS is a newly developed technique that derives from time-resolved impulsive 

stimulated Raman spectroscopy (TR-ISRS), which is a well-established technique that has been 

used to study structural evolution during photochemical processes such as charge transfer,298, 299, 

303 excimer formation,303 singlet fission,203 proton transfer,360 and photoisomerization.361, 362 Figure 

D.1(a) illustrates that both TR-ISRS and 2D-ISRS experiments use actinic pump (AP), Raman 

pump (RP), and probe (P) pulses. As shown by Figure D.1(b), the AP pulse promotes the system 

from the ground state (|𝐺𝐺⟩) to the electronic excited state (|𝐸𝐸⟩ in this example), where vibrational 

coherences may be launched in addition to populations (off-diagonal and diagonal density matrix 

elements, respectively, in the energy-eigenstate basis). This non-equilibrium configuration evolves 

Figure D.1. (a) Pulse schematic for TR-ISRS and 2D-ISRS. (b) Example wave-mixing energy level (WMEL) 
diagram for 2D-ISRS.  
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over the time delay tact, after which a RP pulse (resonant with a En ← E transition) stimulates 

vibrational wavepackets on |𝐸𝐸⟩ that evolve over t2 prior to interacting with the P pulse and emitting 

a signal photon.  

By examining the Fourier power of wavepackets along t2, numerous groups have used TR-

ISRS to measure structural dynamics as a function of tact. The key difference between TR-ISRS 

and 2D-ISRS is that the latter can selectively reveal and correlate wavepacket evolution over both 

tact and t2. Kuramochi and coworkers131 recently used this capability to study the ultrafast trans-to-

cis photoisomerization of p-coumaric acid (pCA), which is embedded in PYP.  By compressing 

both the actinic (ca. 35 fs) and Raman pump (ca. 7 fs) pulses, the authors extracted 2D-ISRS 

quantum beatmaps (Figure D.2A) that correlate pumped (AP) and probed (RP) wavepackets that 

evolve over tact and t2, respectively. Off-diagonal peaks in this representation therefore indicate 

coupling between discrete vibrational modes.131 As indicated by a white arrow in Figure D.2A, 

Figure D.2. (A) 2D-ISRS signal correlating wavepacket motions during tact and t2 for the pCA chromophore 
embedded in PYP. Diagonal features arise predominantly from coherence depletion pathways, while cross-peaks 
indicate couplings between wavepackets. (B)  A schematic of PYP with the pCA chromophore and amino acid 
residues in the foreground. A white arrow in (A) indicates the crosspeak of interest in the report from Kuramochi 
and coworkers, which indicates coupling between the C-O stretch mode of pCA (green glow in B) and low-
frequency intermolecular motions of the anchoring amino acid hydrogen bond network (blue glow in B). Figure 
adapted from Kuramochi, H. et al. Sci. Adv. 2019, 5 (6), eaau4490. 
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Kuramochi and coworkers identified a cross-peak between the phenolic C-O stretch mode of pCA 

and low-frequency intermolecular motions of the anchoring amino acid hydrogen bond network. 

The green and blue glow within Figure D.2B illustrates the relevant atoms within PYP that 

participate in these coupled pCA (green) and hydrogen bond (blue) motions.  

The presence of the cross-peak indicated in Figure D.2A was interpreted as evidence that 

anharmonic coupling between a pCA vibration and low-frequency motion of the hydrogen-bonded 

amino acids may underlie the pCA photoisomerization event in PYP. Considering that numerous 

peaks (diagonal and off-diagonal) in the 2D-ISRS spectrum shown in Figure D.2A were not able 

to be explained by Kuramochi and coworkers, the detailed picture of the potential energy surface 

(PES) that 2D-ISRS may afford appears to be obscured by complex and sensitive experimental 

signatures. Naturally, theoretical simulations based on key molecular models are indispensable in 

such situations, as has been repeatedly demonstrated by studies of 3rd-order quantum beats with 

2DES.107, 158, 160, 161, 187, 206 To the knowledge of the author, the first and only theoretical simulations 

for 2D-ISRS spectra were reported by Fumero and coworkers in 2020.130 The quantum mechanical 

model developed by the authors includes three electronic states that are displaced in nuclear 

coordinate space and each dressed with vibrational modes within the harmonic approximation. 

Figure D.3A and D illustrates two cases within this model with differing Duschinsky rotation 

angles,328 which is a well-known phenomenon that engenders mixing between excited-state 

vibrations (based on projections to the ground-state vibrations).  Fumero and coworkers arrived at 

three main conclusions from this work: (1) Peaks in 2D-ISRS spectra are intricate even for the 

minimal displaced harmonic oscillator model; (2) 2D-ISRS is highly sensitive to Duschinsky 

rotations and resulting vibrational mixings; (3) All diagonal and off-diagonal peaks in 2D-ISRS 
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spectra should be describable to avoid misassignments of spectra to molecular models. Though 

thorough and insightful, the work from Fumero et. al., only scratches the surface of molecular 

models that are routinely used to rationalize signatures from 3rd-order optical spectroscopies.308,160 

Theoretical treatment of 2D-ISRS spectra for molecular aggregates have yet to be addressed in 

any capacity. 

D.5. Proposed Research 

 Theoretical simulations are of paramount importance to studies of ultrafast 

photochemistry.107, 143, 160, 187 Over the past 15 years, widespread controversy1, 16, 188, 352 

surrounding the role of coherence in photosynthesis is attributable to interpretations of complex 

Figure D.3. Potential energy surfaces for displaced harmonic oscillator models with (A) zero and (D) 90o 
Duschinsky rotation angles, alongside the corresponding (B and C) simulated 2D-ISRS spectra. Figure adapted 
from Fumero, G. et. al., Phys. Rev. X 2020, 10, 011051. 
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spectroscopic signals without descriptive theories. It is therefore an opportune time to develop 

descriptive and far-reaching theories for 2D-ISRS spectra, with focus placed on physical 

interpretation of the 5th-order signals as well as guiding experimentation.  

D.5.1. Phase 1 (year one) 

As described in Section D.3, the proposed research is scaffolded into three phases. During 

Phase 1, our team will build upon and connect existing software packages to efficiently develop a 

Python-based 2D-ISRS simulation code. We will employ a similar sum-over-states approach as 

described by Fumero and coworkers, where the total 2D-ISRS signal is obtained by separately 

simulating and then combining all 5th-order Liouville pathways. We will formulate the 5th-order 

molecular response functions using Liouville pathways previously described.363 One example 

pathway for 2D-ISRS of a three-state displaced harmonic oscillator is diagrammed in Figure D.4A, 

Figure D.4. (A) An example Liouville pathway for 2D-ISRS (corresponding to the WMEL diagram in Figure 
D.1.) and (B) the location of the corresponding cross-peak in the 2D-ISRS signal. Density matrix elements that 
are propagated through time in (A) are shaded gray.  
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where the two periods of time evolution (tact and t2) feature different off-diagonal density matrix 

elements and therefore lead to a cross-peak in the corresponding 2D-ISRS plot (Figure D.4B). 

 Python simulations of 2D-ISRS will first be performed on the harmonic oscillator model 

as outlined by Fumero and coworkers.130 We will formulate the basis states using the occupation 

number representation, which enables the system Hamiltonian and transition dipole matrices to be 

easily formulated and tuned by reading the basis set of interest. A total of two time-delays are 

required (tact and t2) to simulate 2D-ISRS signals, which we expect to be computationally tractable 

as simulations of 2DES signals require three time dimensions.152, 160 We will verify the accuracy 

of our simulations by direct comparison to results provided by Fumero and coworkers.130 

To benchmark the computational costs of 2D-ISRS simulations, we will first treat system-

bath interactions phenomenologically in Phase 1. Upon achieving efficient simulations with this 

approach, we will then incorporate system-bath interactions by interfacing our Python code with 

the Quantum Toolbox in Python (QuTip),364 which is well-established and has been used recently 

to simulate ultrafast electron transfer dynamics along a two-dimensional potential energy 

surface.164 We will first use the Redfield master equation module in QuTip, though several other 

methods are available if more or less accuracy (computational cost) is desired. 

Even the minimal displaced harmonic oscillator Hamiltonian will necessitate high-

dimensional basis sets, since all excited electronic states must be dressed with at least two 

vibrations. In turn, we anticipate obstacles involving computational resources will often arise. We 

are prepared with several contingency plans if 2D-ISRS simulations do not converge within the 

timescale of days. Approximations can be made on a model-to-model basis, as we will discuss 

further in the context of Phases 2 and 3. For the displaced harmonic oscillator simulations of Phase 
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1, the number of vibrational quanta for each mode can be tailored to lower the dimensionality of 

the Hamiltonian. Previous studies have also shown that a shifted vibrational basis can be used to 

maintain accuracy while lowering the number of vibrational quanta.160 We additionally can 

parallelize 2D-ISRS simulations over a time delay, such as tact, and/or during the population 

removal procedure to enable significant reduction in computational times. For MATLAB-based 

simulations of 2DES signals, we have found that parallelization over only six cores speeds up 

removal of population dynamics by a factor of five (Figure D.5). 

D.5.2. Phase 2 (year one) 

In Phase 2 of the proposed research, we will benchmark the accuracy of our 2D-ISRS 

simulations for model that include photochemical processes. We will simulate 2D-ISRS spectra 

for the trans-to-cis photoisomerization of pCA embedded in PYP and compare to published 

experimental measurements.131 Previous studies have suggested that this process proceeds via low-

frequency “trigger” and “guiding” vibrations,365 which is supported by the cross-peak identified in 

experimental 2D-ISRS measurements of PYP (Figure D.2A).131 We will therefore formulate a 

Figure D.5. Comparison of computational time required to separate population kinetics from wavepacket 
evolution using series and parallel configurations. Parallelization over six cores shortens the computational time 
by a factor of five compared to the series configuration. 
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model Hamiltonian for this system that contains five electronic states: one ground, two singlet (for 

both the trans- and cis-conformers), and two high-lying singlet states for each conformer. Each 

singly excited state will be dressed with one high- and two low-frequency modes, where one of 

the latter is treated as a non-Condon coordinate that triggers the coupling between the trans and 

cis states. The ground and high-lying singlet electronic states will be dressed with these modes, 

but with minimal vibrational quanta since the Boltzmann population and resonance condition of 

the Raman pump pulse limits the relevant vibrational levels for these states. The 5th-order response 

of this molecular Hamiltonian will be calculated with impulsive light-matter interactions based on 

the experimental resonance conditions. With population dynamics captured with the Redfield 

formalism in QuTip, we will simulate 2D-ISRS spectra for PYP and compare them to the 

experimental results, with specific focus on the presence, or lack thereof, of cross-peaks. The sum-

over-states approach will allow us to isolate which Liouville pathways contribute to the cross-

peaks; the importance of specific molecular parameters can be gauged by changing the nature of 

the vibrational Hamiltonian and examining the effect on the 2D-ISRS spectra.  

We anticipate significant computational cost challenges in Phase 2 and, as such, plan to 

upgrade our 2D-ISRS Python code to run on a cluster managed either by the local academic 

institution or by governmental agencies, such as the United States Department of Energy. This 

approach will allow us to parallelize our simulations across tens to hundreds of computing cores. 

D.5.3. Phase 3 (year two) 

Due to the sensitivity of quantum beats in spectroscopic signals to properties of the 

molecular Hamiltonian,15, 146, 154 there is broad and ongoing interest152, 308, 366 in simulating 3rd-

order quantum beat spectra across a wider range of physical models than are traditionally 
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explored154 (i.e., beyond the HO and electronic dimer). Phase Three of the proposed research 

extends this motivation to the context of 5th-order 2D-ISRS. We will simulate 2D-ISRS spectra 

across a wide range of microscopic models, including those listed in Table D.1. in conjunction with 

specific questions to be answered.  

Table D.1. Pairings of system Hamiltonians and system-bath interactions that will be examined in 
Phase Three, along with key questions to be addressed with each pairing. 

System Hamiltonian System-bath 
treatment 

Key question(s) 

Anharmonic multi-mode 
monomer 

Phenomenological 
Redfield (QuTiP) 

How do purely harmonic versus anharmonic 
couplings between vibrations manifest in 2D-
ISRS spectra? 

Single- and multi-mode 
Frenkel exciton (FE) 
dimer 

Phenomenological 
 

How do changes in the PES from transition dipole 
coupling (JCoul) emerge in 2D-ISRS spectra?  
What salient features indicate H- versus J-
aggregation regimes? 

Single- and multi-mode 
Frenkel exciton dimer 

Redfield (QuTiP) How do the diagonal and anti-diagonal peak 
widths in 2D-ISRS inform upon vibrational 
relaxation processes? 

Single- and multi-mode 
Frenkel exciton-charge-
transfer (FECT) dimer 

Phenomenological 
 

How do short-range charge-transfer couplings 
(JCT) manifest in 2D-ISRS? Can PES distortions 
by JCoul versus JCT be differentiated with 2D-
ISRS? 

Multi-mode FE trimer Redfield (QuTiP) How is the extent of energy transfer impacted by 
selective excitation or suppression of 
wavepackets along tact and t2? 

 

 The system and system-bath pairings listed in Table D.1 are intentionally designed to address 

questions that have historically challenged research endeavors using 3rd-order spectroscopy. The key 

questions seek to address aspects of the molecular potential energy surface (PES) that are often 

obscured or completely invisible to 3rd-order techniques, such as the strength of long-range Coulombic 

versus short-range charge-transfer couplings.59, 65, 67 The final row of Table D.1 describes our aim to 
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characterize and quantify the impacts that wavepackets driven in 2D-ISRS experimentation have on 

the extent of photochemical reactions.  

As the sum-over-states approach for simulating the molecular response is invariant to changes 

in molecular models, transitioning between 2D-ISRS simulations of two different models will require 

(1) formulating the new system, system-bath, and bath Hamiltonians and (2) defining the appropriate 

transition dipole matrices. In this fashion, the workflow for Phase Three is designed to accomplish 

high-throughput screening of molecular models that are ubiquitously used in ongoing research using 

3rd-order spectroscopies. Answers to the questions posed in Table D.1 will guide both experimental 

and molecular design for future implementations of 2D-ISRS, ultimately saving an innumerable 

amount of research hours and taxpayer dollars.  

The success of Phase 3 relies on sufficient computational resources and parallelization 

approaches, as will be established in Phase 2. It may be necessary to explore approximations that 

can simplify the molecular models and/or response simulations without losing significant 

information. For example, implementation of “effective” vibrational modes305, 357 has been shown 

to reduce the dimensionality of multi-mode Hamiltonians while still capturing the emergent 

photophysics from coupled modes. Recent studies have also shown that selective truncation of 

basis sets333 may also reduce cost while maintaining important information. 

D.6. Summary and Conclusions 

The extent to which numerous important photophysical phenomena emerge from a 

complex interplay of vibrational and electronic degrees of freedom is continuing to be realized. 

However, couplings between nuclear coordinates and, in turn, the precise functions of specific 

vibronic couplings in photochemistry remain elusive. Two-dimensional impulsive stimulated 
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Raman spectroscopy (2D-ISRS) is an emerging technique that provides a uniquely detailed picture 

of excited-state evolution along multidimensional potential energy surfaces. Nonetheless, the 

complexity of spectral features in 2D-ISRS experiments has already been shown to preclude 

accurate translation of 2D-ISRS spectra to chemical insight. The proposed research aims to 

develop efficient theoretical frameworks for 2D-ISRS, confirm accuracy through direct 

comparison to experimental data, and explore 2D-ISRS spectra across a wide range of molecular 

models to guide future experiments and molecular design. Timely development of theoretical 

methods alongside emerging experimental progress will expedite the realization of 2D-ISRS as a 

frontrunning probe of molecular dynamics. 
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