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ABSTRACT

Coupled Quantum, Molecular, and Continuum Studies of Graphitic Nanofracture

Roopam Khare

We present several multiscale quantum mechanical (QM), molecular mechanical (MM),
and continuum mechanical (CM) schemes to study the strength properties of carbon nan-
otubes (CNTs) and graphene sheets. A bridging domain method based on overlapping
domain-decomposition schemes using the Lagrange multipliers field is developed to cou-
ple an atomistic domain with a finite element domain. The ONIOM is used to couple
the quantum mechanical model with the molecular mechanical model. We have also
developed a minimal overlap QM/MM coupling scheme, where the part of the region
that is treated by quantum mechanics does not require MM calculations, which makes
the method suitable for systems containing localized regions that cannot be modeled by
available empirical potentials. This method is called quantum to molecular mechanical
overlapping domain (QtMMOD) method.

In these methods, we have scaled the MM potential by a scaling factor which
depends on the applied strain and matches the MM energy to the QM energy to avoid
certain unphysical behavior and match the QM and MM models more closely. Fracture
properties of CNTs with large defects have been calculated and it is suggested that these
large defects were the reason behind the low experimental strengths of CNTs. It was
found that even at nanoscale, the fracture strengths of materials decrease as the flaw size
increases and agree relatively well with the Griffith theory. We have also developed an
extended-finite element method for studying dislocation motion in CNTs to model the
super-plasticity phenomenon observed experimentally at high strain and temperatures.
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CHAPTER 1

Introduction

Since their discovery by Iijima [1], carbon nanotubes (CNTs) have generated great

interest due to their exceptional properties. Their excellent mechanical [2, 3, 4], chemical

[5, 6], electrical [7, 8, 9] and thermal [5, 10, 11] properties offer exciting possibilities in

various applications.

CNTs are single molecules without any grain boundaries, which makes them inter-

esting for the study of fracture as it involves only bond breaking. We have studied the

fracture behavior of CNTs, both brittle and plastic, containing defects such as holes, slits

and dislocations. We have made similar studies on graphene sheets, which possess similar

bonding and properties as CNTs and are more convenient to model.

We have developed coupled quantum mechanics (QM), molecular mechanics (MM),

and continuum mechanics (CM) methods to study the strength of CNTs and graphene

sheets, particularly with defects. A single method is not sufficient to estimate the me-

chanical properties of systems with large defects. The MM and CM methods are compu-

tationally cheap but do not predict the bond breaking phenomenon correctly [4, 12, 13].

QM electronic structure calculations are very accurate but are computationally very ex-

pensive. A large system is required for the study of defected materials, because a defect

influences the electronic structure and the mechanical response over a large neighborhood.
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In the multiscale schemes, the more accurate methods (QM or MM) are used over the

defected region and the faster methods (MM or CM) are applied in the rest of the system.

In the following, some of the literature on multiscale coupling methods is briefly

reviewed. More methods are given in the introduction of the chapters. Then the chapters

are summarized.

Substantial previous work has been done in multiscale MM/CM models. Abraham

et al. [14] and Rudd and Broughton [15] developed the concurrent coupled length scale

methods to couple finite element, molecular dynamics and tight binding models, based

on “handshake” domain methods. In the handshake domain the energy is equipartitioned

among the overlapping models; however, the treatment of the constraints, which was not

described, includes a coupling energy. Xiao and Belytschko [16], in their development

of the bridging domain method, showed that if the coupling is by a Lagrange multiplier

method, then the corresponding coupling energy must vanish. Xu and Belytschko [17]

have shown that the energy and the momentum are conserved in the bridging domain

method. E et al. [18] used heterogeneous multiscale methods to couple atomistic and

continuum length scales, where continuum is solved first and the required continuum

information such as the constitutive laws is obtained by performing local simulations of

the atomistic models by constraining them to be compatible with the local continuum state

of the system. Liu and coworkers used a two-scale decomposition of displacements in the

bridging scale method [19, 20]. The method coupling atomistic and discrete dislocation

plasticity [21] and the homogenization [22] technique are some other methods developed
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recently. Differences in the available coupling methods are the specifics of the coupling

strategies, which have been extensively reviewed elsewhere [23, 24, 25].

Most of these models are applicable only to dynamics studies. In a pioneering

work on coupling static equilibrium MM and CM models, Tadmor et al. [26] developed

a quasicontinuum method for static calculations where compatibility between the coarse

scale model and fine scale model is obtained by selective representation of atomic degrees of

freedom. The energy of representative atom is calculated either by empirical potentials or

a local approximation such as the Cauchy-Born rule. The density of these representative

atom is varied in a continuous fashion from the fine scale to the coarse scale model.

However when coupling a finite element mesh with a discrete lattice it is required that

the finite element nodes match the lattice structure in the transition region, which is

inconvenient.

The bridging domain method of Xiao and Belytschko [16] was extended [27] (this

work is part of the thesis) for static equilibrium calculations that couples the atomistic

models with the continuum mechanics models using Lagrange multipliers. An efficient

version of the method is developed for cases where the continuum can be modeled as a

linear elastic material and thus augmented Lagrange multiplier scheme is not required to

obtain the stationary point of the energy [16]. In this method, the finite element mesh

is present everywhere and the discrete atomic lattice is only used in important regions.

The double counting of energy is avoided by use of proper weight functions. The method
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does not require finite element nodes to match the atomic lattice in the coupling region,

unlike the quasicontinuum methods [26, 28].

The QM/MM coupling methods can be broadly classified into two classes based

on their treatment of boundary atoms: the link atoms based methods [29, 30, 31, 32,

33, 34, 35, 36] and the hybrid orbitals methods [37, 38, 39, 40, 41, 42, 43, 44]. The

main difficulty in implementation of any QM/MM method appears when the QM/MM

boundary separating QM and MM regions cuts covalent bonds between atoms and various

methods differ in their treatment of boundary atoms.

In the hybrid orbital methods, the bonds between QM and MM fragment atoms are

essentially represented by localized bond orbitals. Thery et al. [37] proposed a local-self

consistent field (LSCF) method to treat the QM/MM boundary using a hybrid orbital

technique where the boundary atoms of the QM fragment, called frontier atoms, are

assumed to have only s and p orbitals in their valence shell. The two electrons of the

covalent bond across the boundary are represented by a linear combination of two hybrid

orbitals, each defined on both atoms involved in the bond. The molecular orbitals of

the electrons of the quantum fragment are then built with these atomic orbitals. Gao

et al. [39] developed a generalized hybrid orbital (GHO) method, which does not need

to be reparametrized every time a new system is studied unlike the LSCF method. In

this method two sets of hybrid orbitals are used as basis functions on the boundary

atoms of the MM fragment and only one set is optimized with all the other atomic

orbitals of the QM fragment in the SCF calculations, thus avoiding the calculations of
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any parameters for every new system. Other hybrid orbital methods to be mentioned are

[38, 40, 41, 42, 43, 44].

In the link atom method, which we use here, the valencies of the boundary QM

fragment atoms are satisfied by adding hydrogen atoms, which are called link atoms. The

link atoms may also be pseudo-halogen atoms as in the HYPERCHEM software to mimic

the properties of removed MM fragment atom. Roughly speaking link-atom methods

differ in the following aspects: a) whether the link atom is geometrically optimized, b)

whether the link atom is included in MM calculation or QM calculations and c) whether

the hydrogen atoms or the halogen atoms are used as the link atoms.

Singh and Kollman [29] proposed a method of linking boundary QM fragment

atoms with hydrogen atoms to satisfy their valencies. In this method, the entire molecule

was first energy optimized by MM. The energy of the QM fragment with the valency sat-

isfied by the hydrogen atoms was then calculated by holding the remaining atoms frozen.

The MM energy was added to the QM energy and the combined energy was optimized to

obtain the stable configuration. Another widely used link-atom based QM/MM method

is IMOMM [30], where the coordinates of the MM fragment atoms bonded to the QM

fragment atoms were written in terms of the pure QM atoms and the link atoms to re-

duce the number of degrees of freedom to be optimized. The total energy was written as

the sum of the QM fragment energy and the MM energy of the entire molecule. In the

Addremove link based QM/MM model [35], the position of the link atom is calculated

based on the positions of real atoms involved in the bond without introducing any degrees
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of freedom to the system. Das et al. [34] developed a double link atom method where an

extra link atom was bonded to the MM fragment boundary atom, which was involved in

all the electrostatic energy terms with the MM atoms, but the classically bonded terms

involving the extra link atom and the QM atoms are excluded.

In chapter 2, we have developed the bridging domain method for static equilibrium

calculations. The discrete equations are derived and an efficient algorithm for the linear

elastic continuum models is described. The method is applied to calculate the energetics

of CNTs and the fracture strengths of graphene sheets with defects and is compared to the

pure MM calculations. A method for computing strain in atomistic models and handshake

domains is formulated based on a moving least square approximation. The method gives

exact constant strain for a linear displacement field when a linear basis is used. We also

derive the virial stress expression for an empirical potential containing a three-atom pair

terms. It is shown that the forces due to the angle bending term can be decomposed into

two-atom terms, which allows the stress expression to be written in the standard virial

stress form.

Applications of these methods to the fracture of defected single-layer atomic sheets

and nanotubes are given. Strain and stress contours are calculated for a coupled model

of graphene sheet with crack and results are compared to the elasticity solution.

In chapter 3, we have used a link-atom based coupled QM/MM method, ONIOM

[32], to study the effects of large defects and cracks on the mechanical properties of car-

bon nanotubes and graphene sheets. ONIOM is a widely-used method for coupling in
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QM/MM calculations due to its simplicity of implementation. It is a general framework

that combines layers of computational methods of different levels of accuracy. The po-

sitions of the link atoms are calculated based on the interface atoms and they are not

involved in the geometry optimization. The semi-empirical method PM3 is used to treat

the QM subdomains and a Tersoff-Brenner potential is used for the molecular mechanics;

some of the QM calculations are also done using density functional theory (DFT). The

Tersoff-Brenner potential is scaled so that the modulus and overall stress-strain behavior

of the QM and MM model matches quite closely, is also used to obtain meaningful coupled

calculations of the mechanical properties.

In chapter 4, strategies for coupling QM, MM, and CM methods are described.

For QM/MM coupling, we have developed a new minimal-overlap scheme denoted as the

“quantum to molecular mechanical overlapping domain” (QtMMOD) method, where the

part of the region that is treated by quantum mechanics does not require MM calculations,

which makes the method suitable for systems containing localized regions that cannot be

modeled by available empirical potentials. We describe how the QtMMOD method can

in turn be coupled to a finite element model by the bridging domain method, another

overlapping domain method, yielding a QM/MM/CM model. We also show how the

QtMMOD scheme can be used to couple a finite element model directly with a QM model.

These coupling methods are used to calculate the fracture properties of graphene sheets

containing defects. An extension of an atomistic strain calculation method based on a
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moving least squares scheme, which is applicable to the treatment of material interfaces,

is given.

Chapter 5 presents a study of dislocations in CNTs using extended finite element

method (XFEM). In XFEM [45, 46, 47] the finite element displacement field is enriched

based on a known local feature solution of the given problem under local partition of unity

framework [48]. Problems such as crack propagation [45, 47], shear band [49], two phase

flows [50] etc. have been modeled using XFEM without the requirement of remeshing

[45, 46, 47].

In a continuum framework, dislocation problems are usually studied based on the

superposition of infinite domain solutions [51, 52, 53], which limits these models to small

strains and makes applications to shells difficult. Moreover the linear anisotropic models

are computationally untractable due to lack of a Green’s function. We have used a new

technique of using XFEM for dislocations, which was recently developed [54, 55, 56] for

two dimensional models. We have implemented this method for thin cylindrical shells

based on Kirchhoff-Love theory for modeling CNTs. The energetics of dislocation climb

and glide are compared to molecular mechanics simulations of nanotubes using a modified

Tersoff-Brenner potential.

In chapter 6 the main conclusions of the thesis are given.
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CHAPTER 2

A bridging domain and strain computation method for coupled

atomistic–continuum modeling of solids

2.1. Introduction

Modeling of material failure often involves phenomena simultaneously occurring

at multiple length scales. On the one hand, such behavior cannot be described by con-

tinuum mechanics without resorting to phenomenological descriptions since fracture is

intrinsically a bond breaking phenomenon. On the other hand, computational costs limit

atomistic simulations to small subdomains relative to realistic specimens, even for speci-

mens such as nanotubes and nanorods. It is thus desirable to develop multiscale material

modeling approaches coupling continuum and atomistic models.

Extensive work has been done in the development of multiscale modeling ap-

proaches for linking atomistic with macroscopic models. Among them are the coupled

length scale method [15, 14], the bridging method [19, 20], the bridging-domain method

[57, 16], the method coupling atomistic and discrete dislocation plasticity [21], and ho-

mogenization methods [22]. Despite different treatments in the coupling strategy, these

methods share basic principles, and typically have three components: a finite element
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representation for continuum subdomains where the deformation field is smooth and ho-

mogeneous; a molecular mechanics/dynamics description for atomistic subdomains in

which bond breaking is expected; a strategy to couple these two representations. Differ-

ences in the available coupling methods are the specifics of the coupling strategies, which

have been extensively reviewed elsewhere [23, 24, 25].

We here present extensions of the bridging-domain method of Belytschko and

Xiao [57] and an analysis of some of its properties. We have developed an algorithm for

the finding the stationary point of the total energy of the system when the continuum

response is linear, which is faster than the augmented Lagrange scheme used in [57]. Dhia

et al.[58] originated this method for the purpose of joining finite element meshes and called

it the Arlequin method. These methods are essentially overlapping domain decomposition

methods; they are called “handshake” methods in [14], but in these original methods the

coupling in the handshake domain was rather ad hoc, so it is unclear how continuity was

enforced between subdomains.

For many nanoscale fracture problems, a large portion of the computational do-

main undergoes homogeneous deformation, and bond forming/breaking takes place only

within a small subdomain. The primary function of the continuum domain is to provide

the appropriate boundary conditions for the atomistic subdomain and to suppress the

surface effects. The aim of the proposed multiscale method is to solve coupled molecular

mechanics/continuum mechanics efficiently. This method offers atomistic resolution of
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deformation in subdomains encompassing defects such as vacancies, interstitials, dislo-

cations, and crack tips, and treats the remainder of the domain with crystal elasticity.

Displacement compatibility conditions are imposed in the overlapping subdomain by the

Lagrange multiplier method. The resulting governing equations are coupled through the

internal forces corresponding to Lagrange multipliers. The governing equations can fur-

ther be simplified provided that the continuum subdomain is linear elastic. This method

matches the corresponding results of a fully atomistic model with reasonable accuracy,

and greatly reduces the computational cost.

A nice feature of the method is that it does not require the finite element mesh to

match the lattice spacing of the atomic model. Thus, it is easy to link various atomistic

models, even models of amorphous solids, with finite element models. Furthermore, the

approach allows finite element models to be replaced by atomistic models wherever it is

needed by zeroing the material properties of the target subdomain of finite element mesh

and overlaying the atomistic model on the desired subdomain.

Although the methodology is simple in principle, several issues in the implemen-

tation needed to be addressed. The one that is considered here is the relationship of

the atomistic model discretization to the continuum discretization. It shall be seen that

certain restrictions must be imposed on the element size relative to the lattice spacing.

This issue is discussed in section 2.2.

In addition, a method is presented for obtaining continuous strain fields for discrete

atomistic models. So called “atomistic strains” have previously been developed by Mott
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et al. [59] based on Voronoi tessellations, but they were only defined at the positions

of nuclei. Here we employ a moving least square (MLS) approximation to compute the

atomistic strain. It is shown that this method gives the exact constant strain when the

nuclear positions are specified by a linear displacement field.

We also derive the virial stress expression for an empirical potential containing a

three-body or angle bending term. It is shown that the forces arising due to the angle

bending term can be decomposed into two-atom terms, which allows us to write the stress

expression in the standard virial stress form.

The chapter is organized as follows. Section 2.2 describes the MM/CM coupling

scheme. In particular, discrete equations are obtained and an algorithm for solving these

equations is developed. The MLS strain formulation and the virial stress derivation for

empirical potentials with two-atom and three-atom pair terms are given in Section 2.3.

In Section 2.4, numerical examples are given. Fracture stresses are calculated using the

coupled scheme and the MM method for a graphene sheet containing vacancy defects.

Stress and strain contours are calculated for a graphene sheet with a crack and results

are compared to the elasticity solution. Energy and stress of a coupled model for a CNT

are also calculated as the applied strain is varied and compared to the MM calculations.

Conclusions are given in section 2.5.
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2.2. Method

The coupled method consists of three components: the atomistic model, the con-

tinuum model, and the coupling strategy. Both the atomistic and continuum framework

we adopt here are taken from the literature. Therefore, we will focus on the coupling of

the two models, which is described in the following subsections. For clarity, we use Greek

indices (α, β, γ) to denote atoms, capital indices (I, J,K) to denote the finite element

nodes, and lower-case indices (i, j, k) to denote the components of vectors and tensors.

2.2.1. Coupling

Consider a solid body subjected to prescribed traction t̄0 on the undeformed surface

Γt
0, and prescribed displacement ū on Γu

0. The entire domain is decomposed into three

subdomains: an atomistic subdomain ΩA
0 ; a continuum subdomain, ΩC

0 , and the over-

lapping subdomain, ΩH
0 = ΩA

0 ∩ ΩC
0 , where the atomistic and continuum models overlap,

which is frequently called the handshake domain. The superscripts “C” (continuum) and

“A” (atomistic) identify the associated variables. We assume that Γt
0 is restricted to the

boundary of the continuum subdomain and the atomistic subdomain is traction free. Un-

der external loading, each material point X ∈ ΩC
0 in the initial, undeformed configuration

moves to its current position x according to a deformation map: x = φ(X, t). The initial

position of atom α is denoted by Xα, and its current position is denoted by xα. The total

free energy (Etotal) is sum of the strain energy of the continuum subdomain (ECM), and

the potential energy of atomistic subdomain (EMM), minus the external work (Eext) on
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both subdomains:

(2.1) Etotal = EMM + ECM − Eext,

where

(2.2) EMM =
∑

α∈ΩA
0

[∑

β>α

wA

(
1

2
(Xα + Xβ)

)
Vαβ

]
,

(2.3) ECM =

∫

ΩC
0

wC(X)W (F(φ(X)))dΩ0,

and

(2.4) Eext =

∫

∂ΩC
t

wC(X)t̄0 · udΓ0.

In the above expressions, Vαβ is the atomistic interaction potential between atoms

α and β, W is the strain-energy density function, ∂ΩC
t is the portion of the boundary of

ΩC
0 where the traction t̄0 is applied, u = φ−X is the displacement vector, and F is the

deformation tensor given by

(2.5) F =
∂φ

∂X
= I +

∂u

∂X
,
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and I is the identity tensor. It should be noted that, in order to avoid double counting the

the atomistic and the continuum energies in the handshake domain, these energy terms

are weighted based on the positions at which these values are evaluated. The weight

functions, wC and wA, vary linearly across the handshake domain

(2.6) wC(X) = 1− wA(X) =





1 : X ∈ ΩC
0 \ΩH

0 ,

‖X−XB‖/L : X ∈ ΩH
0 ,

0 : X ∈ ΩA
0 \ΩH

0 .

We assume that the atomistic domain is convex and sufficiently regular so that the

parameter wC can be uniquely determined by the nearest point projection of X onto the

boundary of ΩC
0 , denoted by XB. The variable L is the distance between the inner and

outer boundaries of the handshake domain along the vector X−XB. The boundary ∂ΩC
t

that is overlapped by the atomistic model is a traction-free boundary (t̄ = 0).

Coupling of the atomistic and continuum models is achieved by approximately

enforcing compatibility in the handshake domain by Lagrange multipliers, so the total

energy functional is

(2.7) Π = Etotal +
∑

α∈ΩH
0

∫

Ω0

λ(X) · [φ(X)− xα] δ(X−Xα)dΩ0,
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where λ is the vector of Lagrange multipliers that enforce the constraints and δ(X−Xα)

is Dirac delta function. We leave the above in an integral form because the Lagrange

multipliers will be approximated by fields.

Equation (2.7) can be written in the following form, which is generally adopted in

so called “handshake” methods[14, 23],

(2.8) E = Etotal + EMM/CM,

where EMM/CM is a coupling energy that corresponds to the second term in Eq. (2.7).

Note that by the well-known property of constrained minimization problems, the Lagrange

multiplier term vanishes at the stationary point, so the coupling energy vanishes provided

that the constraints are enforced exactly. In the method described here, the constraints

are usually not satisfied exactly because as will be seen, we use an approximate Lagrange

multiplier field rather than discrete multipliers. This gives rise to a residual interaction

energy in the overlapping domain. The equilibrium configuration of the coupled model is

obtained by determining the stationary point of the total energy functional Π in terms of

φ, xα, and λ, as will be detailed in the next section.

2.2.2. Numerical Implementation

The continuum domain is discretized by approximating the continuum deformation

field and the Lagrange multiplier field by finite element interpolants with nel elements.

Each element is mapped from the undeformed configuration to the current configuration
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through φe. The deformed configuration for element e is expressed by

(2.9) φe(X) =
∑

I

NI(X)φI ,

where NI(X) is the nodal shape function of node I, and φI denotes the current nodal

position. Similarly, the Lagrange multiplier field in the handshake domain is approximated

by mel elements, with

(2.10) λe =
∑

J

Nλ
J (X)λJ ,

where Nλ
J (X) is the shape function of the Lagrange multiplier field, and λJ is the nodal

value. Substituting the above equations to Eq. (2.7) yields the discretized energy

(2.11) Π =
∑

α∈ΩA
0

[∑

β>α

wA

(
1

2
(Xα + Xβ)

)
Vαβ

]
+

∫

ΩC
0

wC(X)W (F(φ))dΩ0

−
∫

∂ΩC
t

wC(X)t̄ · udΓ0 +
∑

α∈ΩH
0

∑
J

Nλ
J (Xα)λJ ·

[∑
I

NI(Xα)φI − xα

]
.

Taking derivatives of the function with respect to xα, λJ, and φI yields the station-

ary condition for Π, which correspond to the equilibrium equations and the constraint:

(2.12)
∂Π

∂φI

= 0, I = 1 · · ·nC,
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(2.13)
∂Π

∂λJ

= 0, J = 1 · · ·nλ,

(2.14)
∂Π

∂xα

= 0, α = 1 · · ·nA,

where nC is the number of finite element nodes, nλ is the number of Lagrange multiplier

nodes, and nA is the number of the atoms in the coupled system. The resulting equations

are

(2.15) f int
I +

nλ∑
J=1

GJIλJ = f ext
I , I = 1 · · ·nC,

(2.16)

nC∑
J=1

GIJuJ = fλ
I ,

(2.17)
∑

α∈ΩA
0

[∑

β>α

wA

(
1

2
(Xα + Xβ)

)
∂Vαβ

∂xα

]
−

∑

α∈ΩH
0

∑
J

Nλ
J (Xα)λJ = 0,

where

(2.18) f int
I =

∫

ΩC
0

wC(X)
∂W

∂F

∂F

∂φI

dΩC
0 ,
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(2.19) GIJ =
∑

α∈ΩH
0

Nλ
I (Xα)NJ(Xα),

(2.20) f ext
I =

∫

∂ΩC
t

wC(X)NI(X)t̄dΓ0,

(2.21) fλ
I =

∑

α∈ΩH
0

Nλ
I (Xα)uα.

where uα denotes the atomic displacement. The continuum forces can be expressed in

terms of the first Piola-Kirchhoff stress P by noting that

(2.22) P =
∂W

∂F
,

and that

(2.23)
∂F

∂φI

=
∂NI

∂X
,

which enables us to write Eq. (2.18) as

(2.24) f int
I =

∫

ΩC
0

wC(X)P
∂NI

∂X
dΩC

0 .

If the corresponding continuum model remains linear, the solution of Eqs. (2.15)

to (2.17) can be simplified. We consider the case where Nλ
I (X) = NI(X) in ΩH. Let dC be

the continuum displacements in the subdomain exclusive of the handshake domain, dH the
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continuum nodal displacements in the handshake domain, dA the atomic displacements,

i.e.

(2.25) dC = {u1, ...,uI , ...,unC}T I ∈ ΩC
0 \ ΩH

0 ,

(2.26) dH = {u1, ...,uI , ...,unH}T I ∈ ΩH
0 ,

(2.27) λT = [λ1, · · ·λnH ],

(2.28) dA = {x1 −X1, ...,xα −Xα, ...,xnA −XnA}T .

For a linear continuum model, we can write

(2.29) f int =





fC

fH





=




KC KCH

KT
CH KH








dC

dH





,

where KC, KCH and KH are submatrices of the stiffness matrix K partitioned according

to the partitioning of d (nodal displacement vector) into dC and dH. Similary, f ext is par-

titioned into f ext
C and f ext

H . We assume that there is no external force applied in handshake
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region. In a the similar way GC and GH are obtained from G, where GC = 0. Thus the

system of Eqs. (2.15-2.17) can be written as

(2.30)




KC KCH 0 0

KT
CH KH 0 GT

H

0 0 0 GT
A

0 GH GA 0








dC

dH

dA

λ





=





f ext
C

0

−f int
A

0





,

where GAJα
= −Nλ

J (Xα) and

(2.31) f int
A =

∑

α∈ΩA
0

[∑

β>α

wA

(
1

2
(Xα + Xβ)

)
∂Vαβ

∂xα

]
.

The nodal displacements dH can be found from the Schur complement of KH,

denoted by K̄H. The result is obtained by a simple rearrangement of the first two rows

of Eq. (2.30)

(2.32) dH = K̄−1
H (KT

CHK−1
C f ext

C + GT
Hλ),

(2.33) K̄H = KT
CHK−1

C KCH −KH.
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Nodal displacements dC can be found in terms of dH, using first row of Eq. (2.30)

which gives

(2.34) dC = K−1
C (f ext

C −KCHdH).

Substituting Eq. (2.32) into the last row of Eq. (2.30) gives

(2.35) Aλ = fλ,

where

(2.36) A = GHK̄−1
H GT

H,

(2.37) fλ = −(GHK̄−1
H KT

CHK−1
C f ext

C + GAdA).

For any given atomic configuration, {dA}, fλ can be calculated using Eq. (2.37).

The Lagrange multipliers λ, and hence the continuum displacement field u can be deter-

mined by Eqs. (2.35) and (2.34), respectively.

For the coupled system under consideration, due to the constraints of the Lagrange

multipliers, the system is not positive definite anymore and the solution is a saddle point.

This makes many iterative methods inappropriate. Here we use a quasi-Newton method
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BFGS(Broyden-Fletcher-Goldfarb-Shanno) [60] to determine the stationary point. Since

the atomistic domain is free of any displacement constraint, a floating-domain problem

is encountered when the calculated internal forces λ are not self-balanced, i.e., in equi-

librium, see Farhat et al. [61, 62]. To overcome this difficulty, the following iteration

procedure is used.

(1) Guess dn
A, for n = 1.

(2) Solve Eq. (2.35) for λn.

(3) Update the finite element nodal positions using Eqs. (2.34).

(4) Search along the minimum direction of Π and update dA and Π.

(5) Check the convergence criterion ||Πn+1 − Πn|| < εΠ and ||∂Π/∂dA||2 < εd. If

both are satisfied, an adequate equilibrium configuration has been obtained, otherwise,

repeat from step (2).

We determine next the sufficient conditions for the regularity of A when Nλ
I (X) =

NI(X). Note that the rank of matrix product is given by

(2.38) rank(A) ≤ rank(GH)rank(K̄H).

We assume that the stiffness matrix K̄H is regular, since this is a standard property

of finite elements. The matrix GH is assembled from element matrices Ge
H given by
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Eq.(2.19), so

(2.39) Ge
H =

ne
α∑

α=1

NT(Xα)N(Xα),

where ne
α is the number of atoms in element e and N = [NI ]. From the above, it follows

that

(2.40) (Ze)
TGe

HZe ≡
ne

α∑
α=1

Ze
INI(Xα)NJ(Xα)Ze

J =

ne
α∑

α=1

Z2(Xα).

The above can vanish for Ze 6= 0 only if there exists a Ze such that

(2.41)

ne
N∑

I=1

NI(Xα)Ze
I = 0 α = 1 to ne

α,

where ne
N is the number of nodes in element e. If ne

α ≥ ne
N, this can occur only if the

locations of the points are degenerate, e.g. for a set of collinear points in a triangular

element. Therefore it follows that

(2.42) (Ze)
TGe

HZe > 0 ∀Ze 6= 0.

Therefore, all eigenvalues of Ge
H must be positive and by the element eigenvalue

inequality [63], the eigenvalues of GH are positive. Thus the rank must equal its dimension,

and A must be regular.
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Note that when the number of atoms in an element is less that the number of nodes

or the positions of atoms are degenerate, the regularity of A is not ensured.

2.3. Stress and Strain in the Coupled System

In coupled continuum-molecular models based on overlapping decomposition meth-

ods, the stress and strain at the interface require careful definitions for consistency of the

energy and smoothness. Mott el al. [59] used Voronoi tessellations to calculate strain

field in the discrete lattice structure. Here we present a method for computing strain that

provides a smooth strain field at the interface. We include both extensional and angle-

bending terms. A method based on homogenization was recently presented by Chen and

Fish [22].

The method is based on MLS approximation [64] of the displacement. In the MLS

approximation, the displacement u(X) at any point X is approximated in the domain by

(2.43) u(X) =
m∑

i=1

pi(X)ai(X),

where m is the number of terms in the basis pi(X) and ai(X) are vector coefficients to be

determined as described subsequently. The basis used here are polynomial so

(2.44) [pi(X)] = [1, X, Y ] for a linear basis,

(2.45) [pi(X)] = [1, X, Y,X2, XY, Y 2] for a quadratic basis,
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(2.46) ai = [a1i, a2i] = [axi, ayi].

The coefficients a at any point X are found by minimizing the weighted L2 norm

q(X) given by

(2.47) q(X) =
∑
αεSX

(pi(Xα)ai(X)− uα)Twmls(Xα −X)(pj(Xα)aj(X)− uα),

where a sum is implied over the repeated indices i and j, wmls(Xα−X) is a weight function

of compact support and SX is the set of nodes within the support of wmls(Xα−X). Various

choices can be made for the weight functions (see [65]). We have chosen a cubic spline

(2.48) wmls(r) =





2
3
− 4r2 + 4r3 for r ≤ 1

2
,

4
3
− 4r + 4r2 − 4

3
r3 for 1

2
< r ≤ 1,

0 for r > 1,

where r = ||X−Xα||/R0 and R0 is the radius of the support circle centered at point X.

The radius of support depends on lattice constant; we have used R0 = 4l0, where l0 is the

equilibrium bond length (lattice constant).

The coefficients ai(X) are found by minimizing q(X) in Eq. (2.47), which can be

accomplished by finding the stationary point of q(X). To develop these equations, we

first adopt the more compact notation piα ≡ pi(Xα), wα ≡ wmls(X − Xα), so Eq. 2.47



45

becomes

(2.49) q(X) =
∑
αεSX

(piαai − uα)Twα(Xα −X)(pjαaj − uα).

The stationary point of the above is then given by

(2.50) 0 =
∂q

∂ak

=
∑
αεSX

pkαpjαwαaj −
∑
αεSX

pkαwαuα = 0,

which is a set of linear equations for aj. We note that the coefficient matrix of the

left-hand side is the Gram matrix [66] Mkj (also called the moment matrix) given by

(2.51) Mkj =
∑
αεSX

pkαpjαwα.

If we define

(2.52) bk =
∑
αεSX

pkαwαuα,

then Eq. (2.50) can be written as

(2.53) Mkjaj = bk.

For a two dimensional problem with a linear polynomial basis, the above is two

systems of three equations in three unknowns.
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The deformation gradient is then given by using its definition in conjunction with

Eqs. (2.43) and (2.44). For a linear basis

(2.54) F = Fij =




1 + ax2 ax3

ay2 1 + ay3


 .

The Green strain can be computed by the standard formula

(2.55) E =
1

2
(FTF− I).

A noteworthy attribute of the MLS strain is that for a linear displacement of the

atoms, the MLS strain gives the correct constant strain state. This may be seen as follows.

Suppose that the displacements of the atoms are given by

(2.56) uα = u(Xα) = pi(Xα)āi.

Then substituting the above expression into the right hand side of Eq. (2.53) and

using Eq. (2.52) gives

(2.57) Mkjaj = bk =
∑
αεSX

pkαwαpiαāi.
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By Eq. (2.51), the expression on right hand side of Eq. (2.57) is equal to Mkiāi, so

that ai = āi is followed. It can be followed from Eqs. (2.54) and (2.55) that E also has the

correct value. This is often called a reproducing condition: the MLS strain reproduces

the strain associated with any displacements of the atoms derived from a linear field.

Similarly, the MLS strain will reproduce the correct strain for any atomic displacements

corresponding to a quadratic field.

In the handshake domain, the strains are obtained by weighing the atomistic strains

and the continuum strains according to the weights in the energetics, Thus

(2.58) E(X) = wC(X)EC(X) + wA(X)EA(X).

The atomic stress is obtained in terms of doublets and triplets for the extensional

and angle bending potentials; the nomenclature is shown in Fig. 2.1 (we depart temporar-

ily from convention of Greek letters for atoms). The total potential W of the atomistic

model is given by:

(2.59) W =
∑
i,j

i>j

W ij
E +

∑

i,j,k

i>j>k

W ijk
B ,

where W ij
E is the extensional bond energy of the bond connecting atoms i and j and W ijk

B

is the bending energy of the triplet of atoms i, j and k
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k 

�
ijk 

rij 

rik 

Figure 2.1. A triplet of atoms showing the bonds and bond angle.

For a hexagonal lattice, a representative unit cell consists of three inequivalent

bonds and two inequivalent nuclei. The strain energy density of a representative unit cell

can be written as

(2.60) W =
1

2Ωn
0




∑
jεSn

W ij
E (rij) +

1

2

∑

j,kεSn

j 6=k

W ijk
B (θijk)


 ,

where Sn is a set of nearest neighbors of atom i in the unit cell. In the above rij is the

length of bond between atoms i and j and θijk is the angle subtended between bonds ij

and ik. In a hexagonal planar lattice, Ωn
0 = 3

√
3r2

0t/4 is the volume occupied by each

atom in the unit cell, where r0 is the bond length (lattice constant) in the unstressed

configuration and t = 3.4 Å is nominal thickness of graphene sheet. Note that the factor

half on the right hand side of the above equation appears due to the fact that the total

energy is divided into two inequivalent nuclei. The other factor of half on the second term

of the right hand side appears due to the double counting on the indices j and k.
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Within the framework of hyperelasticity, the first Piola-Kirchhoff stress P can be

written in terms of the continuum strain energy density WC as

(2.61) P =
∂WC

∂F
= W,F ,

The Cauchy stress σ will then be obtained by a standard transformation

(2.62) σ =
1

det(F)
PFT.

The Cauchy-Born rule [67] gives the following relation for any lattice vector r in

terms of its value in the unstressed configuration r0:

(2.63) r = Fr0.

Using (2.60), (2.61) and (2.63), we now develop expressions for P in terms of the

extensional and bending potentials. For this purpose, we use a simplified notation a = rij

and b = rik. The extensional forces can be written as

(2.64) f ij
E = W ij

E ,a = W ij
E ,a aa = f ij a

a
,
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where f ij = W ij
E ,a; a is the length of the vector a and a/a is the unit vector that is

collinear with that bond.

The angle bending forces are given by

(2.65) f ij
B = W ijk

B ,a = W ijk
B ,C C,a ,

(2.66) f ik
B = W ijk

B ,b = W ijk
B ,C C,b ,

where C = cosθ and we have assumed the usual dependence of the angle bending potential

on the cosine of the angle θ between the bonds. From the formula for the scalar product

abcosθ = ab it follows that

(2.67) C,a =
1

ab

(
b− a · b

a2
a

)
,

(2.68) C,b =
1

ab

(
a− a · b

b2
b

)
.

From (2.60), (2.61) and the chain rule we obtain
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(2.69) P =
1

2Ωn
0




∑
jεSn

W ij
E ,a a,F +

1

2

∑

j,kεSn

j 6=k

(
W ijk

B ,a a,F +W ijk
B ,b b,F

)

 .

From (2.63) it follows that

(2.70) a,F = I⊗ a0,b,F = I⊗ b0.

Using (2.64-2.66), we can rewrite (2.69)as

(2.71) P =
1

2Ωn
0

[
∑
jεSn

f ij
E ⊗ a0 +

1

2

∑

j,kεSn

j 6=k

(
1

ab
W ijk

B ,C (b− a · b
b2

a)⊗ a0

+
1

ab
W ijk

B ,C (a− a · b
a2

b)⊗ b0)].

Using Eqs. (2.62,2.65-2.68), and the transformation Ωn = Ωn
0det(F), where Ωn is

the volume occupied by atom in the representative unit cell in current configuration and

replacing a by rij, b by rik

(2.72) σ =
1

2Ωn




∑
jεSn

f ij
E ⊗ rij +

1

2

∑

j,kεSn

j 6=k

(f ij
B ⊗ rij + f ik

B ⊗ rik)


 .
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The two terms in the second summation on the right hand-side of the above equation

can be combined into one, as

(2.73) σ =
1

2Ωn

[∑
jεSn

f ij
E ⊗ rij +

∑
jεSn

f ij
B ⊗ rij

]
,

which can be seen as the standard virial stress form. As in the computation for the

strain, a continuous stress field in the atomistic subdomain can be constructed using the

MLS interpolation. The stress is computed by same weighting as the energetics in the

handshake domain

(2.74) σ(X) = wA(X)σA(X) + wC(X)σC(X).

2.4. Numerical Examples

In this section, several numerical examples are presented. Although the applica-

bility of this method is not restricted to specific materials, we here choose graphene-like

atomic sheets and carbon nanotubes as examples, because of their importance in engi-

neering applications, as well as the simplicity of their atomic structures. To assess the

performance of the coupled model, a full atomistic model corresponding to each example

is solved independently, and compared with the coupled model.
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2.4.1. Fracture Modeling of Atomic Graphene Sheet

Figure 2.2 shows a coupled model of an atomic sheet containing a double-vacancy

defect in the center. We use a quadratic interatomic potential that consists of a pair-

body term and an angle-bending term:

(2.75) E = Estretch + Eangle.

The pair-body term is piecewise quadratic, with

(2.76) Estretch(r) =





1
2
ka(r − r0)

2 − γ : r < rc,

1
2
kd(r − rf)

2 : rc < r < rf,

0 : r > rf,

where r0 is the equilibrium distance, rc and rf are the bond lengths at which the inter-

atomic force peaks and vanishes, respectively. The parameters ka and kd characterize

the ascending and descending slopes of the force-separation curve, and γ is the potential

energy when stretching the bond to infinite length. The parameters in the potential are

chosen to ensure that the potential is piecewise continuous and differentiable. The inter-

atomic force for this potential is then bilinear. The angle-bending term is of the following

form:
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Figure 2.2. A coupled model of a graphene sheet containing a double-
vacancy defect; a coarse model is shown for clarity.

(2.77) Eangle =
1

2
kθ(θ − θ0)

2[1 + ksextile(θ − θ0)
4].

Young’s modulus and the Poisson’s ratio can be then obtained through the Cauchy-

Born rule [67]. Plane-stress is assumed for the one-atom-thick sheet. The full atomistic

model is set up such that each atom in the atomistic subdomain of the coupled model

coincides with an atom in the full atomistic model. We will use two error criteria

(1) εG, the global error which measures the difference between the complete atomistic

model and the coupled model in the entire domain Ω.

(2) εL, the local error which measures the error in the atomistic subdomain ΩA
0 that

is modeled by molecular mechanics.

Let dA be the atomic displacements as computed by the full atomistic model and

dC the displacements at the atomic positions as computed by the coupled model. Then
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Figure 2.3. A coupled model of a graphene sheet used in patch test.

the global error is defined by

(2.78) εG =
‖dC − dA‖2

‖dA‖2

,

where

(2.79) ‖d‖2 = (
∑

i

d2
i )

1
2 .

The local error is computed by taking the restrictions of dA and dC to the subdo-

main ΩA
0 (which are denoted by dAL and dCL, respectively) and is given by

(2.80) εL =
‖dCL − dAL‖2

‖dAL‖2

.
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To ensure the edge atoms in the overlapping subdomain at the continuum-atomistic

interface are properly coordinated, several additional rows of atoms are introduced. These

additional atoms are often called virtual atoms or pad atoms[68]. Because of the angle-

bending term in the potential, the pad thickness must be slightly larger than the cutoff

radius of the atomistic covalent interaction. During the simulation, the positions of the

pad atoms are determined by the continuum deformation field through interpolation by

the finite element nodal displacements.

As a measure of the effectiveness of the coupling, a patch test is performed by

applying a linear displacement field to the outside boundaries of a coupled model. In

particular we let

(2.81) uXI = ax1 + ax2XI + ax3YI ,

(2.82) uY I = ay1 + ay2XI + ay3YI ,

where axi and ayi are arbitrary constants. According to Eq. (2.54), the deformation

gradient should then be constant. The Green strain is computed by Eq. (2.55). This

test is applicable to arbitrary materials as long as the continuum material properties

are consistent with the atomistic potentials within the framework of the Cauchy-Born

hypothesis.
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In our studies of the patch test, we avoided some of the difficulties in matching

nonlinear atomistics with continua by using a harmonic potential and a Kirchhoff material

with small prescribed displacements. Specifically, we used ax = [0.5 0.02 0.02] and ay =

[0.5 0.02 0.02]. The error norm (2.78), with dA equal to the exact displacements by (2.81)

and (2.82), was used to evaluate the performance of the method in the patch test.

The model is shown in Fig. 2.3; the ratio of the lattice constant rL to the largest

dimension of the elements in the overlapping subdomain h, rL/h = 0.25, the error εL

equals to 0.2%, which is higher than expected. Most of the error comes from the handshake

domain, where the strain differs as much as 1% from the prescribed value. In the atomistic

domain, the maximum error in the strain is only 0.4%. This is adequate for most purposes,

but indicates there is room for improvement in the method.

In the next example the size of the atomistic domain is varied while the size of

the entire computational domain is fixed. Specifically, three sizes, small (39.3 Å× 22.7

Å), medium (98.4 Å× 56.8 Å), and large (157.4 Å× 90.9 Å) atomistic domains are con-

sidered. The global and critical-subdomain errors are computed at around 75% of the

fracture strain. For each model, the sheet is stretched in the y-direction by prescrib-

ing displacements to the nodes (or the atoms for the full atomistic model) on the edges

(y = ±h). At each prescribed displacement, the system is relaxed to its equilibrium con-

figuration, and the corresponding applied tensile force is calculated. In the simulations,

ka = 23.1 nN/Å, kd = −10.6 nN/Å, γ = 2.22 eV, r0 = 1.42 Å, rc = 1.73 Å, and rf = 2.41



58

Table 2.1. Results for the coupled model and the full atomistic model for
the fracture of defected graphene sheets; σfrac and εfrac are the fracture
stress and strain, respectively, εG and εL are the global and local errors as
given in Eqs. (2.78) and (2.80), respectively.

Model #atoms # nodes εG εL σfrac (GPa) εfrac

Coupled model I 360 528 0.026 0.189 59.5 17.8
Coupled model II 2174 477 0.030 0.062 56.8 16.7
Coupled model III 5544 366 0.028 0.033 57.8 16.7
Fully atomistic 10440 0 0.000 0.000 57.6 16.8

Å. The resulting Young’s modulus and Poisson’s ratio for the continuum are 326.8 GPa

and 0.167, respectively.

Table I summarizes the results obtained by the coupled model and the full atom-

istic model. In calculating the stress, the nominal thickness of 3.4 Å for graphene is

used. Our simulations show that with increasing size of atomistic domain, the local error

progressively decreases, while the global error remains of the same order of magnitude.

Except for the coupled model with the smallest atomistic domain, the other two coupled

models yield fracture stresses and strains very close to those of the full atomistic model.

Running time for five steps of 0.1% strain increment varied from 33.7 seconds to 65.2

seconds from coupled model I to coupled model III, whereas fully atomistic model took

235.7 seconds for same amount of calculations.

We also studied the effects of finite element size on the accuracy of the computa-

tional results. An atomic sheet with dimensions of 393.52 Å× 227.20 Å is used for this

study. The size of atomistic subdomain is 196.76 Å× 113.06 Å. In the simulations, four
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Figure 2.4. Contour of εyy around a crack tip for (a) coupling model
(b)linear elastic solution.
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Figure 2.5. Contour of equivalent stress (in TPa) around a crack tip for (a)
coupling model (b) linear elastic solution.
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Figure 2.6. Strain along the crack calculated using coupling method and
elasticity solution for a K-field.

different finite element sizes are chosen, namely, 4, 5, 10, and 20 lattice spacings. The

corresponding local errors are 8.63×10−3, 8.82×10−3, 1.08×10−2, 1.77×10−2.

To illustrate the stress and strain computed by Eqs. (2.58) and (2.74), we consider

an atomic sheet with a crack as an example. The dimensions of the sheet are 2262.75

Å×1136.00 Å. The atomistic subdomain is 196.76 Å×112.18 Å in size. An initial crack

of 100 lattice spacings is introduced at the center of the sheet with the crack surface

perpendicular to the loading direction (y−direction). Due to the symmetry, only half of

the sheet (x ≥ 0) is modelled. The stress and the strain are calculated at the prescribed

strain εyy = 1%. Figure 2.4 shows the contour of the strain component εyy, and figure

2.5 shows the contour of the equivalent stress (plane-stress condition is assumed for the

continuum subdomain). Both the contours for the strain component and the equivalent

stress agree well with those of the crack-tip fields based on continuum fracture mechanics.

Strain calculated using coupling method for a K-field of strength 3 MPa
√

m along the
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crack is also plotted in Fig. 2.6 for a better comparison with the linear elastic closed form

solution and it can be seen that the error in the strain is quite small.

2.4.2. Fracture of CNTs

Next, we apply the coupled method to study the mechanical response of defected CNTs

and multiwalled carbon nanotubes (MWCNTs) with different loading conditions (uniaxial

tension and twisting). The modified second-generation Brenner potential [69] is used to

describe interatomic interactions. Under applied load, the CNTs are deformed beyond

the linear regime, so the continuum domain in the coupling method is characterized by

a nonlinear constitutive law established through the exponential Cauchy-Born rule [70].

This nonlinear constitutive law has been used to study the collapse of CNTs [27, 71]. Note

that the algorithm discussed in Section 2.2.2 is only valid when the continuum response of

material is linear. Therefore, we use the augmented Lagrange multiplier scheme described

in [57].

Figure 2.7 shows the coupled model of a single-walled [50,0] CNT containing a

double vacancy defect in the center. Fracture of small nanotubes containing such a defect

has also been studied quantum mechanically[4]. The atomistic domain contains 1898

atoms, while the continuum domain consists of 1040 finite element nodes. The tube is

142 Å in length, the atomistic domain is 39.15 Å long and the overlapping subdomain is

11.36 Å long. Thus, the overlapping boundary is far enough away from the defect so that
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Figure 2.7. Coupled model for a [50,0] CNT; (ΩC
0 = ΩCL

0 ∪ ΩCR
0 and ΩH

0 =
ΩC

0 ∩ ΩM
0 ).

the displacement field of the continuum domain can be accurately characterized by the

finite element model. The full atomistic model of the tube consists of 6698 atoms.

For the continuum domain in the coupled nanotube model, the subdivision finite

elements based on Loop’s scheme [72] are used. The deformation field within each tri-

angular element depends not only on the nodal displacements of its three nodes, but

also on those of its first neighboring nodes. For subdivision elements difficulties arise for

the triangular elements at the continuum/atomistic interfaces, for they lack neighboring

elements. Thus, in the coupled model, besides adding pad atoms, virtual finite element

nodes are needed to ensure that the edge nodes at the continuum/atomistic interfaces

are appropriately coordinated. Thus extra row of elements extends into the continuum

domain. The finite element nodal positions of these virtual elements are determined by
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minimizing the difference between the atomistic displacement and the interpolated con-

tinuum displacement:

(2.83) η =
∑

α

‖
∑

I

NI(Xα)φI − xα‖2,

for all nodes I in the pad elements. Note that the energy associated with the pad atoms

and pad elements is not accounted for in the total free energy of the coupled system.
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Figure 2.8. Energetics (a) and stress-strain curves (b) of stretched [50,0] CNT.

Figure 2.8 shows the results for the nanotube stretched to fracture. Figure 2.8(a)

shows the energy evolution of the tube as a function of applied tensile strain. At small

strains, the internal energies provided by these two models are almost indistinguishable.

As the applied strain increases, the total energy predicted by the coupled model deviates

slightly from the atomistic model. Figure 2.8(b) shows stress-strain curves obtained by

these two methods, which are almost indistinguishable.
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Figure 2.9. Energetics of twisted [50,0] CNT.

Figure 2.9 shows the energy evolution of the CNT twisted up to 20o by rotating its

ends in opposite directions with respect to the axis of the tube. As in uniaxial tension,

the energetics predicted by the two models is almost identical at small rotation angles,

and deviates only slightly from each other at large strains. Figure 2.10 compares the

configurations predicted by these two models at 15o rotation. It can be seen that the

coupled calculation captures all of the features of the result of the full atomistic model.

The next example serves to illustrate how the atomistic model can easily be moved

around once a model has been constructed. Figure 2.11 shows a three walled carbon

nanotube in which the atomistic model has been replaced in two locations, first in the

center of the tube, next near the support. In each case, the finite element model is modified

by setting the material properties of the domain to be overlaid to zero. Note that the

mesh of the finite element model is unchanged. Thus, once the finite element model has
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Figure 2.10. Configuration of twisted [50,0] CNT.

 

Figure 2.11. A MWCNT with two defects.

been constructed, defects in various locations of the model can easily be studied. Details

of how the van der Waals forces between adjacent continuum and continuum/atomistic

models are treated are given in [3].

2.5. Concluding Remarks

A coupling method for bridging molecular mechanics and finite element meth-

ods has been presented. The method is based on an overlapping domain-decomposition

scheme. Displacement compatibility conditions in the overlapping subdomain are enforced
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by Lagrange multipliers. A faster formulation has been developed for the case where the

continuum domain is linear elastic. An important advantage of the method is that it does

not require the finite element nodes to match the atoms at the interface. Such matching

is a requirement in many handshake methods, i.e. [14, 19], and is inconvenient for the

finite element implementation. In this method, a crystal lattice with an arbitrary lattice

constant can be linked to any finite element mesh, although of course, the disparity be-

tween the mesh and lattice size should not be too large. This facilitates the placement of

the atomistic model in any part of the body: to replace the continuum model anywhere

by an atomistic model, it is only necessary to zero the material constants in a subdomain

and superimpose the atomistic model.

A method has also been presented for computing strains based on an MLS ap-

proximation. The method exactly reproduces a strain state one order lower than the

polynomial basis. Thus for a linear basis, the method gives the exact strain for atoms

in a linear displacement field. In contrast to the Mott et al. [59] atomistic strain, this

method does not require a Voronoi tessellation, so it is much easier to implement.

A patch test has been performed for the coupling method. The performance of

this proposed coupling method in the patch test was adequate, but certain irregularities

were noted in the strain in the overlapping domain. The discrepancy in the energy for the

“patch” test was less than 0.1 %, which is adequate for the most scientific and engineering

studies.
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Numerical examples studying the mechanical responses of defected atomic sheets

and carbon nanotubes are presented. Comparisons between the coupled models and the

corresponding fully atomistic models show very good agreement, suggesting the adequacy

of the method.

Even though molecular mechanics is more accurate in modeling mechanical behav-

ior of atomic structures than the continuum methods, it still does not model the bond

breaking phenomenon accurate enough when compared to quantum mechanics (QM) elec-

tronic structure calculations. Troya et al. [12] have shown that the MM predicts incorrect

fracture mechanism for CNTs and in [4] it was found that the MM gives much smaller

fracture stresses and strains for nanostructures with defects than quantum mechanical

calculations. However, the QM methods are computationally very expensive, so we have

developed coupled QM/MM schemes in the next chapter to model CNTs and graphene

sheets containing defects.
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CHAPTER 3

Coupled quantum mechanical/molecular mechanical modeling of

the fracture of defective carbon nanotubes and graphene sheets

3.1. Introduction

Electronic structure calculations [73, 74, 12, 75, 76, 4, 77] of the mechanical behav-

ior of pristine CNTs predict fracture strengths in the range of 75−135 GPa and ultimate

strains of as much as 30%. However, manufacture of mass-quantities of perfect CNTs

or graphene sheets may prove challenging; in practice, mechanical properties will often

be limited by the presence of defects−in many cases of substantial size. Oxidative pu-

rification treatments [78, 79, 80] are commonly used in the production of CNTs and we

have suggested [4, 81] that these can result in pitting, which provides a plausible expla-

nation for the deviations between the CNT strength measurements of Yu et al. [2] and

theoretical predictions. One route for the exfoliation of graphene sheets involves thermal

exfoliation of graphite oxide [82]. During this process approximately 30% of the carbon

atoms are lost as CO2; thus, the resulting sheets are expected to be highly defected. A

detailed understanding of the consequences of such defects may be crucial to the effective

utilization of these materials.
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Previous electronic structure calculations of defected CNTs were limited to small

defects because of the high computational cost of QM calculations; the studies [4, 3]

of larger defects were restricted to MM calculations. However, the modified [69, 83]

second generation [84] Tersoff-Brenner (MTB-G2) potential employed in those calculations

tends to systematically underestimate the strength of both pristine and defected CNTs as

compared to QM calculations, and has been shown [12] to predict qualitatively different

mechanisms for the fracture of defected CNTs. Thus, a better understanding of the role

of defects in CNTs necessitates electronic structure calculations.

One way to treat a system of large molecules is to adopt linear scaling QM meth-

ods, which reduce the order of computation to O(N), where N is the total number of

orbitals. However, these methods are generally not accurate for covalent bonds and their

convergence for systems with defects is problematic. Another approach to treating large

systems is to couple a QM method to an MM method so that the important regions of

the system are treated quantum mechanically and MM interactions are used elsewhere.

In fracture studies, only part of the system, such as the vicinity of defects, requires an

accurate treatment of bond breaking; for such systems QM methods can be used for these

regions and MM methods can be applied to the rest of the system. Although the MM

potential does not need to be able to model bond fracture accurately, it must still predict

stiffnesses and strengths that are consistent with the QM results; in the following we

will present a simple scaling scheme to improve the compatibility of the QM and MM

mechanical properties.
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Here we describe a coupled quantum mechanical/molecular mechanical (QM/MM)

method. We report the results of calculations of the fracture of CNTs with defects of

moderate size and the fracture of graphene sheets. We also consider the effect of lattice

trapping [85, 86, 87, 88] on fracture strength by calculating the energy release rate of a

crack in a QM/MM model of a graphene sheet using the J-integral [89] method.

The rest of this chapter is organized as follows. Section 3.2 gives an overview of

the coupling method and its implementation. In Sec. 3.3 the results of fracture in the

presence of defects such as one- and two-atom vacancy defects as well as nanosized holes

and slits are presented. Section 3.4 describes the results for lattice trapping in graphene

sheets. Conclusions are given in Sec. 3.5.

3.2. Method

The coupled QM/MM method adopted here is a two-layer ONIOM scheme [32].

The MM interaction potential is a modified [69] version of a second generation Tersoff-

Brenner [84] potential; in particular, the cutoff function is removed and instead interac-

tions are only retained for atom-atom pairs that are separated by less than 2 Å in the initial

(unstrained) configuration. The name MTB-G2 will be used to distinguish this version of

the potential from the standard second generation reactive empirical bond order (REBO)

potential, which retains the cutoff function. Fracture studies with REBO potentials in

which the cutoff function is retained leads to qualitatively inaccurate behavior.
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Two types of QM interactions are considered: semi-empirical (PM3) calculations

obtained with the GAMESS software package [90] and DFT calculations. The DFT

calculations were performed using the Spanish initiative for electronic simulations with

thousands of atoms (SIESTA) package. [91, 92] The Perdew-Burke-Ernzerhof (PBE) GGA

functional, a double-ζ plus polarization basis set, and Troullier-Martins [93, 94] pseudopo-

tentials were used. Core radii of 1.15 and 1.25 a0 were used for carbon and hydrogen,

respectively, and a non-linear exchange-correlation correction pseudocore radius of 1.50

a0 was used for carbon. Periodic boundary conditions were employed for the calculation

of the surface energy density, whereas cluster calculations were used for the remaining

DFT calculations. The Γ point was used for Brillouin zone sampling and diagonalization

to solve the Kohn-Sham equations. We used spin-restricted QM calculations for all of

the work presented here. Spin unrestricted calculations are generally more accurate, but

they are more time consuming, difficult to converge, and are subject to issues of spin

contamination which would need to be carefully assessed before they could be used. For

our present goals, spin-restricted calculations were deemed adequate.

ONIOM [32] is a widely-used method for coupling in QM/MM calculations due

to its simplicity of implementation. It is a general framework that combines layers of

computational methods of different levels of accuracy. In the two-layer ONIOM scheme

employed here, the energy is given by

(3.1) E = EMM + EQM
F − EMM

F ,
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where EMM is the MM energy of the entire system, and EQM
F and EMM

F are, respectively,

the QM (higher level) and MM (low level) energies of a special subdomain, hereafter

usually just referred to as either the QM subdomain or simply the “fragment”, within

which accurate treatment of bond behavior is desired. The complement of this region will

occasionally be referred to as the MM subdomain. We have parenthetically added “low

level” and “high level” to MM and QM, respectively, since QM method is obviously a

higher level approach which will be applicable where bond breaking takes place.

In calculations for the fragment we employed hydrogen link atoms to saturate

the dangling bonds created by cutting covalent bonds that straddle the interface. The

link atoms were positioned to lie 1.09 Å along the vector connecting a boundary QM

atom and its nearest neighbor across the boundary. The positions of the link atoms

were not included in the degrees of freedom of the molecule and were not part of the

geometry optimization. The use of hydrogen link atoms to terminate the dangling bonds

of a fragment domain consisting of a conjugated graphitic network significantly alters the

bond orders of the C-C bonds near the boundary and this can alter properties further

inside the domain. To judge the errors introduced by this complication, we repeated our

calculations with larger fragments and only report results where the error due to domain

truncation is less than 10%.

The energy is minimized by a variable-metric function-minimization routine [95]

to obtain the optimized geometry. In the computations reported here, the end carbon

atoms of the model were displaced axially with a strain increment of 0.5% until fracture
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occurred. The end carbon atoms were constrained to a plane. The tensile strain is defined

as

(3.2) ε =
∆l

l
,

where l is the initial length of the specimen and ∆l is the change in the length. Note that

this definition, which corresponds to engineering strain, is not an appropriate general

definition of strain for the large deformations obtained here; but because we are only

concerned with axial deformation, it is adequate (see Belytschko et al. [63]). At each

strain increment the tube configuration was optimized.

The numerical procedure at each strain increment can be summarized as follows:

(1) Calculate the MM energy of the full system.

(2) Calculate the QM and the MM energy of the fragment capped with the link atoms.

(3) Calculate the energy of the system using Eq. (3.1).

(4) Check the convergence criterion, max|gradient| < ε. If the convergence criterion is

satisfied, the configuration is considered an equilibrium configuration, otherwise update

the atomic positions and repeat from (1).

Where possible, we made use of approximate Hessian information and starting

orbitals for the QM energy evaluations that were available from the prior strain steps.

Once the geometry is optimized at a certain applied strain, the tensile stress in the tube

is calculated as the sum of the axial components of the forces on the carbon atoms at one



74

end of the CNT divided by the cross-sectional area:

(3.3) σz =

∑m
α=1 Fαz

πDt
,

where m is the number of carbon atoms at one end of the tube, Fαz is the axial force

on atom α, D is the current diameter of the tube, and t = 3.4 Å is a nominal value

of the thickness of the CNTs (taken to be the interlayer spacing in graphite). Note

that all of our calculations are for the true stress, so the diameter is a strain dependent

parameter. Wherever possible, we obtained the value of the CNT diameter from an

undefected region of the fragment subdomain because the QM and MM methods predict

significantly different Poisson’s ratios and the goal of the QM/MM calculations is to match

the results of pure QM calculations as closely as possible. Assuming a nominal thickness

to define stress is a standard procedure for monolayer atomic sheets such as graphene

and CNTs; a more unambiguous definition is based on a force per linear dimension, see

Arroyo and Belytschko. [96, 67]

It is crucial in coupled QM/MM simulations of fracture that the MM model

matches the QM model over a large range of strains; the upper end of this range should

be near the fracture stress. Otherwise, various types of spurious phenomena occur which

are simply a result of strength and stiffness mismatch between the QM and MM models.

For example, if the strength of the MM model is less than that of the QM model, fracture

can occur in the MM subdomain, even if the MM subdomain does not contain a defect
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and the QM subdomain does. Another consequence of such a mismatch occurs when a

crack attempts to grow into a QM fragment from the MM subdomain: the crack can be

deflected back into the MM model if the QM model is stiffer than the MM model.

These mismatches are of concern here because the standard MTB-G2 potential is

significantly less stiff and weaker than the PM3 model. For example, for a [5,5] CNT

containing a Stone-Wales(SW) defect [97] as reported in Mielke et al. [4], the fracture

stress calculated by pure QM calculations is 115 GPa, whereas the fracture stress of a

[5,5] pristine tube obtained by MM calculations is 105 GPa. Consequently, if a QM/MM

method is used with a QM treatment around the SW defect, the pristine part of the CNT

will fail before the defective QM fragment.

To avoid these anomalies, the MTB-G2 energy was scaled so that the low-strain

Young’s modulus for a CNT closely matches that obtained from a QM calculation. For

the armchair CNTs, the scaling factor was chosen to be 1.4 and for the zigzag CNTs the

scaling factor was chosen to be 1.2. Similarly, the scaling factor for a graphene sheet was

chosen to be 1.4 for QM(PM3)/MM calculations and 1.2 for QM(DFT)/MM calculations.

Our main justification for the scaling is that it matches the MM model more

closely to the QM model at lower stresses. Since the fracture properties of the tube are

governed by the region encapsulating the defect, which is treated quantum mechanically,

the calculated strength is not affected much by the scaling of the MM potential. Another

justification for the scaling is the fact that we have found for the quantum fragments

used here, the results converge (i.e., the difference between successively larger fragments
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decrease). Furthermore, the results of the QM/MM calculations tend to the results of the

pure QM calculations. However, we were not able to establish this trend for the largest

models we used because pure QM calculations for these were beyond our resources.

Griffith’s criterion [98] for fracture in brittle materials states that a crack will

extend when the strain energy released by such extension exceeds the energy needed to

create a newly fractured surface. This is a thermodynamic criterion and can be used to

predict a rigorous lower bound for the fracture stress as a function of the crack length.

For the special case of a linear elastic material, the fracture stress for a crack in a thin

finite sheet of width w is given by [99]

(3.4) σf =

√
2Eγ

πa
cos

(πa

w

)
,

where a is the size of the defect (half-length of the crack) and a << w, E is Young’s

modulus, and γ is the surface energy density. Note that graphene is nonlinear, so Eq.

(3.4) is only an approximation to the Griffith stress.

The appropriate γ to use [86] in calculations of the Griffith formula is the work per

unit area needed to reversibly separate the fracture surfaces. Thus, it includes contri-

butions from relaxation of the fragments. The unrelaxed surface energy density for such

calculations has been used previously [100, 101, 102], and may provide a better estimate

of the true fracture stress because of cancelation of errors. However, the relaxed surface
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energy provides the proper basis from which to judge the contributions of lattice trapping

effects. Our values of γ are obtained by dividing the difference between the energy of a

pristine material at its optimized geometry and the energy of the two fragments after they

are fractured along the desired surface, separated to infinity, and subsequently optimized

to yield their equilibrium geometries, by twice the surface area (where the factor of two

is included because fracture leads to two surfaces).

3.3. Results and Discussion

3.3.1. Small defects

We begin by studying the effects of small defects, one- or two-atom vacancy defects

and a Stone-Wales defect, [4] on the mechanical strength of small CNTs: [5,5] armchair

and [10,0] zigzag tubes. The purpose of these computations was to examine how well the

QM/MM calculations reproduce the results of pure QM calculations. The QM results were

therefore considered as “benchmark” results, with the difference between the QM/MM and

the QM computation indicating errors due to coupling. QM/MM methods are ubiquitous

in many areas of chemistry but they are much less common for the study of fracture,

[88, 15, 14, 103, 104, 105, 106, 107] and quantitative comparisons of these methods to full

QM methods are needed to explore their effectiveness in modeling fracture.

The QM/MM nanotubes were approximately 85.0 Å in length. The [5,5] nanotubes

contained 700 atoms, the [10,0] contained 820 atoms. In both cases, the ends of the tubes

were capped by hydrogen atoms. The two-atom vacancy defect was created by removing
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Figure 3.1. (a) Two-atom and (b) one-atom vacancy defects shown on a
graphene sheet.

(a)

(b)

two adjacent atoms and the resulting 14 atom ring reconstructs to form one octagon and

two pentagons as shown in Fig. 3.1(a). Two-atom vacancy defects can be produced in

CNTs by irradiation with energetic ions or electrons [108, 109]. Figure 3.2 shows the QM

fragment in the center of a [10,0] CNT surrounding the two-atom vacancy defect. The

QM fragment covers a circular band around the entire circumference of the CNT, so that

no QM bonds are stressed in parallel with the MM bonds.

Figure 3.3 shows the stress-strain curves for a [10,0] CNT with a two-atom vacancy

calculated by the QM/MM method with increasing fragment sizes, along with the QM
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Figure 3.2. Coupled QM/MM model: the central region constitutes the
QM fragment (QM atoms, dark red dots; MM atoms, light blue dots).

results of a CNT containing 198 atoms calculated by Mielke et al. [4, 110] and the

scaled and unscaled MM results. In the scaled MM calculations, the energy was scaled

by the same factor as in the QM/MM calculations. The scaled MM results compare

quite well with the QM and QM/MM results. In the QM/MM calculations, the largest

quantum fragment is a 158 atom cylindrical band. It can be seen that for the 158 atom

fragment, the stress-strain curve for the QM/MM calculations agrees well with the full

QM calculations. The major discrepancy is that the QM/MM model fails at a somewhat

smaller strain (0.130 vs. 0.142) and somewhat smaller stress (103 GPa vs. 107 GPa) than

the QM model. Undoubtedly, an even larger fragment would compare better with the full

QM treatment, but we deemed the 158 atom fragment adequate for our purposes.

It is noteworthy that the QM/MM model, like the full QM model, can sustain

larger strains and stresses than the MM model, and fracture always initiates in the QM

region. The scaled and unscaled MM models failed at a strain of 0.085, whereas for QM

and QM/MM models fracture strain was greater than 0.130. A complication that arises

for QM fracture studies of finite-sized CNTs is that Peierls distortions [111, 112] can lead

to distorted bond lengths as a function of the position along the tube axis and this can
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 Figure 3.3. Stress-strain curves of [10,0] CNT with a two-atom vacancy.
PM3 was used for the QM/MM and QM calculations. The scaling factor
used for the MM potential is given in the square brackets. The QM results
were taken from Mielke et al. and Troya et al.

result in multiple fracture pathways [4]. These are purely quantal effects that have a very

strong size dependence so they are difficult to model precisely by QM/MM methods.

Figure 3.4 shows the stress-strain curves for a [5,5] CNT containing a one-atom

vacancy. It can be seen that with the different scaling of the MM energy for the armchair

CNT, we were able to replicate full QM results [4, 110] quite well with the QM/MM

model. Again, the scaled MM results also match the QM and QM/MM results quite well,

although the fracture strain is somewhat lower: 0.117 by molecular mechanics vs. 0.153

by quantum mechanics.
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 Figure 3.4. Stress-strain curves of [5,5] CNT with a one-atom vacancy.
The QM subdomain consisted of 89 atoms. PM3 was used for the QM/MM
and QM calculations. The scaling factor used for the MM potential is given
in the square brackets. The QM results were taken from Mielke et al. and
Troya et al.

Table I lists the fracture stresses and strains calculated for these CNTs along with

the corresponding values for the pristine tubes reported in Mielke et al. [4] In the [10,0]

CNTs, the QM/MM failure stress is about 6% below the QM fracture stress, whereas

for the [5,5] CNTs they are 3 to 5% higher. The unscaled MM fracture stresses are

significantly lower, especially for zigzag CNTs, where the difference is about 40%. With

the scaling, the agreement improves and the differences are about 25%.

A noteworthy difference between the QM/MM and the scaled MM computations

is that the CNTs can be stretched to higher strains in the QM/MM model than in the
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Table 3.1. Fracture properties calculated using pure QM, QM/MM, and
MM methods. All stresses are in GPa. All the QM results were taken
from Mielke et al. and Troya et al. PM3 was used for all the QM/MM
calculations. Scaling factors of 1.2 and 1.4 were used for [10,0] and [5,5]
CNTs respectively, for all of the QM/MM calculations and the scaled MM
calculations. Note that the fracture strain for the scaled and unscaled MM
calculations are the same. Also note that we do not report the QM/MM
strengths of pristine CNTs, as they fractured at the QM/MM interface or
in the MM region. P stands for pristine, DV stands for symmetric two-atom
vacancy defect, SV stands for symmetric one-atom vacancy defect and SW
stands for Stone-Wales defect.

Chirality QM QM/MM Scaled MM MM QM QM/MM MM
Defect Stress Stress Stress Stress Strain Strain Strain
[10,0] P 124 - 106 88 0.200 - 0.181
[10,0] DV 107 103 77 64 0.142 0.130 0.085
[10,0] SV 101 95 78 65 0.130 0.122 0.089
[5,5] P 135 - 147 105 0.300 - 0.297
[5,5] SW 125 131 123 88 0.220 0.186 0.162
[5,5] SV 100 103 99 71 0.153 0.121 0.117

MM model. Consequently, the QM/MM calculations predict higher fracture strain but

similar values of Young’s modulus as the scaled MM model. On comparing the results

of coupled QM/MM and MM calculations, we found that in the former the bonds at the

edge of the defect are able to sustain much larger strains. It can be seen from Figs. 3.3

and 3.4 that there is little difference in the initial slopes of the stress-strain curves, i.e.,

in Young’s modulus, between the QM/MM and scaled MM calculations.

We also studied the convergence of pure QM calculations with model size for the

same system as was presented in Fig. 3.3. Calculated failure stresses obtained with 118

and 158 atom models both agreed with the 198 atom model to within 1 GPa. This shows

that the ONIOM based QM/MM algorithm with hydrogen link atoms tend to the long
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cylinder solution more slowly than pure QM calculations for the special case where the QM

subdomain consists of a cylindrical section of a nanotube. We have only noticed this effect

for calculations where the QM region consists of cylindrical subdomains. Additionally,

pure QM calculations are not affordable for the larger tubes that we consider next, so

QM/MM calculations provide the only practical scheme for including quantum effects in

fracture studies in models of these sizes.

3.3.2. Slits and Hexagonal and Circular Hole Defects

We next consider the effect of larger defects on the strength of CNTs. Both slit-like

and hole defects were studied. We chose slits because crack-like defects are not readily

amenable to QM treatments. In MM calculations, cracks are customarily modeled by

artificially removing a single row of bonds. This is not feasible quantum mechanically

because unless the atoms adjacent to the crack are separated by a significant distance,

the bonds persist, i.e., a loss of cohesion between atoms only occurs at a significant

separation, which is much greater than the lattice constant.

This observation also has significant implications for actual cracks at the nanoscale,

as it suggests that crack-like defects can not exist in an unstressed covalently-bonded

material unless at least one row of atoms is absent or the crack surfaces become chemically

modified. Thus, the notion of atomistically sharp cracks and MM models with cracks

represented by simply omitting bonds must be considered very carefully.
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Figure 3.5. Hole and circumferential slit defects in CNTs (carbon, light
blue dot; hydrogen, dark pink dot) (a) A slit or hole of index zero, (b) hole
of index one and (c) slit of index one in a zigzag CNT; (d) a slit of index
one (e) and two in an armchair CNT. Local strains are calculated for the
bonds in black, shown by red arrows in (b) and (c).

(a)

(b)

(c) (d)

(e)

The hole defects were formed by removing hexagonal units of atoms as presented

previously [4, 3], see Fig. 3.5. We denote the size of the hole by a size index: a zero index

hole is created by removing one hexagonal unit, a hole of index one is created by removing

a ring of six hexagonal units surrounding this hexagon, a hole of index n by removing the

nth ring of hexagonal units [4, 3]. In a zigzag tube, circumferential slit defects are created
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by removing four rows of carbon atoms as shown in Fig. 3.5(c), whereas in an armchair

CNT, slit defects are created by removing three rows of carbon atoms as shown in Figs.

3.5(d) and 3.5(e). For both zigzag and armchair CNT, the size index for a slit is defined

so that a slit of index n is of the same length as the diameter of a hole of index n. Note

that the holes are created in the same way for both the zigzag and armchair tubes, i.e., by

removing hexagonal units of atoms, whereas construction of the slit defects is different.

Also note that a zero index hole is identical with a zero index slit. Figure 3.5 shows holes

and slits of indices zero and one in a zigzag CNT and slits of indices one and two in an

armchair CNT. In all cases, the dangling bonds at the hole/slit edges were terminated

with hydrogen atoms so as to create defects with plausible bonding structures as shown

in Fig. 3.5.

We considered [50,0] and [29,29] CNTs containing ∼4000 atoms which were 94.5

Å and 83.6 Å long, respectively. Using a quantum fragment which covers the entire

circumference for such large CNTs is computationally too expensive, so patch-shaped

quantum fragments were used instead, an example of which is shown in Fig. 3.6. The

QM patches used for small slits are shown in Fig. 3.5.

Using the QM/MM method, the fracture stresses of [50,0] CNTs with holes of size

index zero to four and slits of size index zero to eight were calculated (see Fig. 3.7). These

results show that the fracture strengths for holes and slits with the same size indices, i.e.,

where the length of the slit is equal to the diameter of the hole, differ by less than 5%.

Similar agreement between fracture stresses of holes and slits was obtained by molecular
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Figure 3.6. A patch quantum subdomain for a [29,29] CNT containing a
two-atom vacancy defect(carbon, light blue dot; hydrogen, dark pink dot).

mechanics [3]. This is in stark contrast to continuum mechanics at the macroscale, where

the weakening effect of holes is much less than the weakening effects of cracks (i.e., slits).

To ensure that the small differences in fracture stresses of the holes and slits of the same

defect indices are not due to differences in the sizes of the quantum fragments, the fracture

stresses of slits of index one and two for a [50,0] CNT were calculated using a quantum

fragment of the same size as for the corresponding holes. The computed strength, as can

be seen from Fig. 3.7 and also tabulated in Table II, does not change significantly with

the QM subdomain size. Note that the MM results have been scaled by the same scaling

factor used for the QM/MM calculations. It is observed that even though the fracture

stresses obtained by the QM/MM method are higher than those calculated by molecular

mechanics, the trend of the fracture stress versus defect size remains the same.

The results for the fracture of defected [29,29] CNTs are shown in Fig. 3.8. The

dependence on defect-size index and the relationship between the scaled MM results and

the QM/MM results is similar to what was observed for [50,0] CNTs. For armchair
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 Figure 3.7. Dependence of the fracture stress of a [50,0] CNT on the defect
size for holes and slits. PM3 was used for all the QM/MM calculations. The
scaling factor used for the MM potential is given in the square brackets.

Table 3.2. Variation of fracture stress and strain of the QM/MM model
with QM fragment size for a [50,0] CNT with slits of indices one and two.
PM3 was used for all the QM/MM calculations. The MM potential was
scaled by a factor of 1.2.

Slit index Number of atoms Fracture Fracture
in fragment Stress(GPa) Strain

1 68 68.0 0.077
1 104 68.6 0.077
2 84 59.5 0.072
2 148 60.0 0.072

tubes, spin-restricted QM calculations predict that a surface perpendicular to the tube

axis has the lowest surface energy density (5.39 J/m2 and 5.44 J/m2 for PM3 and DFT,

respectively) whereas the MM potential predicts a higher surface energy density than



88

was observed for zigzag CNTs (5.09 J/m2 vs. 4.90 J/m2). Thus, the fracture within

the QM subdomain remains perpendicular to the tube axis but thereafter the fracture

surface becomes jagged. Although zigzag tubes have a higher value of γ at the QM level

than armchair tubes, the latter possess higher fracture strengths. PM3 calculations for γ

are roughly 40% higher for armchair CNTs if fragment relaxation is neglected whereas in

zigzag tubes neglecting fragment relaxation produces γ values that are only a few percent

higher. In the relaxed armchair CNT fragments, the C-C bonds along the newly created

surface have bond lengths of ∼1.2 Å and are reminiscent of the triple bonds observed in

benzyne. These results suggest that fracture for armchair CNTs will display a significant

lattice trapping effect. The correlation between large surface relaxation and large lattice

trapping effects has already been observed in SiC fracture by Perez and Gumbsch [113].

In order to develop an understanding of the differences between the QM/MM and

MM predictions of fracture, we studied the elongation of the bonds which break first and

initiate the fracture. For the hole and slit of index one in a [50,0] CNT, these bonds are

labelled AB in Fig. 3.5. The strain in these bonds for QM/MM and MM calculations

are plotted versus applied axial strain in Fig. 3.9. It can be seen that the strain in the

bond that fails is much higher than the applied strain due to the strain concentration

at the defect tip. The bond strains obtained by the MM and the QM/MM calculations

vary almost identically until the applied strain reaches 4.5%, at which point the bond AB

in the MM model breaks. In the next strain increment, catastrophic fracture breaks the

tube into two pieces. On the other hand, in the coupled model, where the critical bond
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 Figure 3.8. Dependence of the fracture stress of a [29,29] CNT on the defect
size for holes and slits. PM3 was used for all the QM/MM calculations. The
scaling factor used for the MM potential is given in the square brackets.

is treated quantum mechanically, bond AB stretches to a larger strain without breaking.

This is a major difference between the behavior of the MTB-G2 potential and the QM

calculations: quantum mechanically bonds around a defect can stretch much more without

breaking, thus resulting in higher fracture strains and somewhat higher fracture stresses.

It is of interest that the behavior of the bond that breaks first is similar in slits and holes;

this is true for both the molecular mechanics and the coupled model.

The holes in the preceding studies are hexagonal rather than circular. We also

generated some holes with the same opening size normal to the direction of loading but

with a more circular shape. Fig. 3.10 shows this kind of hole defect of size index 10 in a

graphene sheet. Fracture stresses were calculated for such circular holes with indices six to
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used for the MM potential is given in the square brackets.

eight using MTB-G2 in a [50,0] CNT (defects with size-index ≤ 5 are already as circular

as possible). The results are given in Table III. Even though the amount of material

removed in the hexagonal opening is less than in the circular opening, the strength of

CNTs with circular hole defects is about 40% larger. Thus, it is apparent that the corner,

labelled C in Fig. 3.10(a), results in a significant decrease in strength. If, as seen from

the results in Table III, two extra carbon atoms are added to the corners of the hexagonal

holes to blunt the fracture initiation site, the fracture strength increases to nearly that

observed in the rounded holes. Thus, the shape of the defect at the fracture initiation
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C 

 

Figure 3.10. (a) A hexagonal hole and (b) a circular hole of size index 10
in a graphene sheet. C indicates a corner of the hexagonal hole.

Table 3.3. Fracture stresses calculated using molecular mechanics for slits,
hexagonal holes, and circular holes for a [50,0] CNT. The blunted hexagonal
holes were created by adding two extra carbon atoms to the corners of the
hexagonal holes. All stresses are in GPa.

Size Slit Hexagonal Circular Blunted
index hole hole hex. hole

6 28.3 28.7 40.5 37.6
7 27.5 27.8 38.0 36.7
8 26.2 26.3 36.7 34.7

site and the cross section of the defect perpendicular to the loading direction are the key

features determining the fracture strength.

Next we compared the fracture stresses calculated using the coupled method with

the Griffith formula stress σf [Eq. (3.4)] for slits in a finite graphene sheet. We considered

graphene sheets, which have similar bonding as CNTs, because long slits can be modeled

more easily in the sheets. To avoid any effects due to the finite-size of the graphene

sheets, Mattoni et al. [101] suggested that the length and width of the sheet should

be more than five times the crack length. To simulate such big sheets we coupled our
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CM model 

QM model 
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Figure 3.11. A coupled QM/MM/CM model of a graphene sheet with a defect.

atomistic model with a continuum mechanical (CM) model using an overlapping domain-

decomposition scheme, known as the bridging domain method. [27, 16] In this method,

a linear-elastic finite-element model is used for the continuum representation. The con-

straints on the displacements in the continuum-atomistic overlapping domain are imposed

by the Lagrange-multiplier method. Quantum mechanics was applied on a small region

surrounding the slit and the coupled continuum-atomistic model was applied elsewhere

as shown in Fig. 3.11. The dimensions of the full sheet were 393.5 Å × 411.8 Å, where

the atomistic region was 115.5 Å × 82.3 Å, and located in the center of the sheet. A

rectangular patch containing the slit was chosen as the QM fragment, as shown in Fig.

3.5 for small slits.
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The results computed by QM/MM/CM method decrease roughly well with the

inverse of the square root of the crack length. Furthermore, they agree quite well with

the predictions of the Griffith formula, Eq. (3.4). Thus, it can be inferred that continuum

fracture mechanics agrees quite well with electronic structure calculations for defects as

small as ∼20 Å. Mattoni et al. [101] obtained an even better agreement between the

Griffith formula and molecular mechanics calculations on SiC with a Tersoff model.

Although the Griffith stress is a rigorous lower bound on the fracture stress, the

approximate stress estimate of the Griffith formula [Eq. (3.4)] need not be, and as seen

in Fig. 3.12 it predicts results somewhat below the numerical ones for slits shorter than

about 20 Å. However, the shape of such small slits, as can be seen from Fig. 3.5(a), bears

little relationship to what is commonly called a crack, so the inadequacy of the Griffith

formula for small slits is not surprising.

These results are somewhat in disagreement with the arguments of Gao et al.,

[114] who propose that materials are defect tolerant at the nanoscale and that there is

little difference between the theoretical strength and the strength of prefect crystals in the

presence of cracks less than 30 nm in length. However, here, we observe that the fracture

stresses decrease monotonically and sharply from the pristine strength of ∼115 GPa as

the defect size increases. The computed strengths displayed in Fig. 3.12 are within 10%

of the Griffith formula results for slits as short as 20 Å. This supports the arguments in

Ballarini et al. [115]
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 Figure 3.12. The fracture stress of a graphene sheet, containing slits, and
strained in a direction perpendicular to the zigzag edge, calculated using
the QM/MM/CM method, and compared to results of the Griffith formula.
PM3 was used for the QM/MM/CM calculations. The scaling factor used
for the MM potential is given in the square brackets.

3.4. Lattice Trapping for Graphene Sheets

An interesting question concerning fracture at the nanoscale is whether it differs

markedly from fracture at the macroscale. The major assumptions in the derivation of

the Griffith formula that do not apply to graphitic materials are:

(1) The linearity of the stress-strain law.

(2) Constant energy release, i.e., the neglect of lattice trapping.
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The stress-strain law for graphitic materials is somewhat nonlinear, as is apparent from

Figs. 3.3 and 3.4. Here we examine the extent to which lattice trapping plays a role in

the fracture of graphene.

Omeltchenko et al. [116] used molecular dynamics to study crack-front propagation

in graphene and calculated fracture toughness in terms of a stress intensity factor (note,

however, that retention of the REBO cutoff function makes the quantitative aspects of

these results questionable). We will calculate the energy release rate, J , and compare

it to twice the surface energy density. The difference is indicative of the magnitude of

lattice trapping: in the absence of lattice trapping, the energy release rate at the point of

fracture should equal twice the surface energy density.

To simulate a crack growth process that matches notions of a crack as closely as

possible, we apply a crack-opening displacement to the boundary of a pristine specimen.

A QM fragment is placed at the center, surrounded by an MM model as shown in Fig.

3.13. We use a displacement field [99] given by

(3.5) ux =
KI

2µ

√
r

2π
cos

θ

2

[
(κ− 1) + 2 sin2 θ

2

]

and

(3.6) uy =
KI

2µ

√
r

2π
sin

θ

2

[
(κ + 1)− 2 cos2 θ

2

]
,
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Figure 3.13. A graphene sheet containing a crack. The quantum fragment
is shown in the inset. The bond A-B forms the crack tip. Note that r1 is
large enough to enclose the quantum fragment.

where ux and uy are the displacements in x and y directions, respectively, µ is the shear

modulus of the material [which can be expressed in terms of Young’s modulus, Y , and

Poisson’s ratio, ν, as µ = Y/2(1 + ν)], θ and r are the cylindrical coordinates measured

from the crack tip and κ = (3− ν)/(1 + ν) for plane stress. The appropriate continuum

model for a monolayer graphene sheet is a state of plane stress.

The parameter KI , which corresponds to the mode I stress intensity factor, is

then incremented until a crack develops along the segment x < 0, see Fig. 3.13. An

interesting feature of this loading is that because of its antisymmetry the bonds are
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broken sequentially in order of increasing x. Thus, the crack grows from left to right, and

for sufficiently large KI all bonds for x < 0 break.

We calculated the energy release rate by a discrete form of the energy release [117]

integral (a domain form of the Rice J integral [89]);

(3.7) J =

∫

S0

2∑
i,j

[{
Wδ1j − Pij

∂ui

∂X1

}
∂q

∂Xj

]
dS,

where W is the strain energy density, P is the first Piola-Kirchhoff stress tensor, u is the

displacement field, X are the material coordinates, S0 represents the undeformed area of

the domain, δ is Kronecker delta and

(3.8) q =





0 : r = r1,

1 : r = r2,

(r − r1)/(r2 − r1) : otherwise,

where r1 and r2 are as shown in Fig. 3.14. The discrete form of Eq. (3.7) (the form for

small displacements reported previously [118, 119]) is given by

(3.9) J =
∑
α∈S0

2∑
i,j

[{
Wαδ1j − Pα

ij

∂ui(Xα)

∂X1

}
∂q(Xα)

∂Xj

]
Sα

0 ,

where Sα
0 is the initial undeformed area occupied by the atom α, Xα is the initial position

of atom α, Wα is the local strain energy density at any atom α which is calculated by the
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expression

(3.10) Wα =

∫ εij

0

2∑
i,j

Pα
ijdεα

ij,

and the stress at the atom α (Pα) is calculated by the virial stress definition [120]

(3.11) Pα =
1

2Ωα

∑

β 6=α

rαβ ⊗ fαβ,

where rαβ is a vector joining atoms α and β, fαβ is the force applied on atom α by atom

β, and Ωα = Sαt is the volume occupied by atom α, where Sα is the area occupied by

the atom α in the current configuration. Sα is obtained by dividing the current area of

the domain by the number of atoms in the domain. The virial stress definition for angle

bending has been derived in Zhang et al. [27] The strain εα
ij in Eq. (3.10) and ∂ui/∂X1

in Eq. (3.9) were obtained by a moving least square fit to the displacement field [27, 64].

Since it is difficult to calculate the bond forces in the QM fragment, we used a domain

that lies entirely in the MM region, as shown in Fig. 3.13, to calculate the J-integral.

The results are summarized in Table IV. It can be seen that the difference be-

tween the J-integral and twice the surface energy density is only modest for QM/MM

calculations using DFT, suggesting a moderate amount of lattice trapping. For the

QM(DFT)/MM model JIC/2γ differs from unity by 10%, for the QM(PM3)/MM model

and the MM model, this value is 18% and 10%, respectively. These differences between

the energy release rates and 2γ are marginally significant, as the resulting fracture stresses
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Figure 3.14. Closed contour around a crack tip.

Table 3.4. Critical energy release rate compared to twice the surface energy
density for graphene strained in a direction perpendicular to the zigzag edge.
All the values are in J/m2. The scaling factor used for the MM potential is
given in the square brackets.

Method JIC 2γ JIC/2γ
QM(DFT)/MM[1.2] 14.5 13.2 1.1
QM(PM3)/MM[1.4] 15.8 13.4 1.2

MM[1.2] 13.0 11.8 1.1
MM[1.4] 15.1 13.7 1.1

MM 10.8 9.8 1.1

only change by
√

J/2γ. Bernstein and Hess [88] have previously reported J/2γ values

between 1.19 and 1.35 for silicon (which has similar chemical bonding to that of carbon)

when the interactions are calculated via tight binding and much larger values for empirical

potentials.
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3.5. Concluding Remarks

We have studied the impact of large defects on the strength of carbon nanotubes

using a coupled QM/MM method. Both slit-like defects and holes were considered. We

found that the strengths of CNTs did not depend strongly on the shape of the defects,

i.e., the strengths of CNTs with slit-like and hexagonal hole defects of the same size index

are comparable while those with rounder holes were about 40% stronger. This contrasts

markedly with the effects of holes and cracks at the macroscale, where the cracks have

far more deleterious effects on strength than holes.

Comparison of the fracture strengths with the Griffith formula for slits in a finite

graphene sheet shows reasonable agreement (within 10% for the longest cracks we calcu-

lated). This is somewhat surprising since the stress-strain law is quite nonlinear and the

Griffith formula assumes linear material response. The results indicate that continuum

fracture mechanics is applicable to crack-like defects as small as 10 Å. Furthermore, they

do not indicate any flaw tolerance to nanoscale (5-20 nm) defects: for any defect, the

strength is below the theoretical strength, as would be expected.

Crack-like defects, which we called slits, were constructed by removing four rows

of carbon atoms in the zigzag CNTs and by removing three rows of carbon atoms in the

armchair CNTs. The resulting dangling bonds were capped with hydrogen atoms. This

is to be contrasted with crack models based on omitting bonds between adjacent atoms

in MM calculations, which are pervasive in the literature. Such defects cannot exist in

electronic structure models because interactions between nearby atom pairs cannot simply
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be neglected at moderate distances. Thus, the ability of such schemes to accurately model

crack behavior is questionable. Crack-like defects can be formed by displacing a lattice

according to the asymptotic near-field of elastic fracture mechanics, as we reported in

Section 3.4. However, such cracks will not exist in a solid in a stress-free state.

To ascertain the magnitude of lattice trapping in graphene, we computed the energy

release rate using a discrete J-integral and compared it to twice the surface energy density,

2γ. These results indicate a modest amount of lattice trapping; the energy release rate

calculated by DFT for a graphene sheet at fracture exceeds 2γ by 10%.

The coupled QM/MM calculations were performed with the ONIOM methodology.

We checked the accuracy of the method by performing a series of calculations for small

defects with QM fragments of increasing size. The resulting stress-strain curves agreed

closely over most of the range even for relatively small QM fragments. The fracture

stresses and strains also appear to converge, but are more sensitive to the QM fragment

size and even for the largest two fragments studied, the fracture stresses and strains

differed from the pure QM results by 4% and 8%, respectively, for a [10,0] CNT with a two-

atom vacancy defect. Thus, the absolute accuracy of the coupled QM/MM calculations

for the failure stress is probably only a few percent and the results are more useful for

comparing defects of various sizes than in obtaining quantitative values of failure stresses.

We introduced a simple scaling scheme to improve the compatibility of the MM and

QM models. If the MM interaction potential is used unscaled, mismatches between the

stiffness and strength of the MM and QM subdomains result in highly spurious behavior.
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Comparisons of the QM/MM calculations with MM calculations using the scaled potential

show good agreement for the failure stresses and stress-strain curves. In most cases, the

differences were less than 15%, and the qualitative pattern of dependence on defect size

agreed well. It should be noted that this good agreement is only achieved for the scaled

MM potential. The details of the fracture processes predicted by the QM/MM method and

the MM method differ significantly. For example, QM/MM calculations show significantly

more elongation of the bond at the crack tip.

The results provide further credence to the hypothesis [4] that large defects such as

holes are the reason behind the low CNT fracture strengths observed in some experiments

[2]. Although the QM/MM models predict failure stresses that are about 40% higher than

unscaled MM results modeled previously [4, 3], they are still in the range observed in the

Yu et al. experiments [2].
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CHAPTER 4

Coupled quantum mechanical/ molecular mechanical/

continuum mechanical models applied to large defects

4.1. Introduction

Even for nanostructures, quantum mechanical/molecular mechanical (QM/MM)

methods can be exorbitantly expensive, particularly for large defects. This often precludes

the extensive studies required to obtain a full understanding of a system’s behavior. An

obvious way to avoid these difficulties while minimizing the computational cost is to

model the areas where bonds break by a QM method and the molecular mechanical

(MM) methods and the remainder with the continuum mechanical (CM) methods. While

the QM model often must extend significantly beyond the domain of bond breaking,

the resulting QM/MM models apply the QM method in much smaller domains than

would be required for strictly QM models. However, the MM methods are unable to

take advantage of the reduced spatial resolution requirements far from defects; so coupled

quantum mechanical/continuum mechanical (QM/CM) or QM/MM/CM models are often

advantageous.

In a coupled QM/MM or QM/MM/CM calculation, the bond-breaking region is

modeled by a QM method and MM and/or CM models are used elsewhere. However,
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for a covalent system, wherever the QM/MM interface intersects chemical bonds, special

treatment is required, as this results in dangling bonds. The most prevalent way to treat

this is the link atom approach [34, 33, 29, 32, 35, 121, 36], where the valencies of the

interface atoms are saturated by adding hydrogen atoms or pseudo-halogen atoms. Other

schemes such as hybrid orbital methods [38, 40, 39, 41, 42, 43, 44, 37] have also been

used.

In QM/MM methods employing link atoms, the system is often divided into disjoint

MM and QM subdomains. However, when calculating mechanical properties this can lead

to substantial errors because the interactions between the subdomains are then determined

by artificial forces that do not reflect the true properties of the system. These difficulties

may be ameliorated by coupling approaches that overlap the subdomains. A widely-used

QM/MM scheme, the ONIOM method [32], involves full overlap between the MM and

QM subdomains. In such a model, the MM calculations are performed over the entire

system and for a critical subdomain the MM energy and forces are replaced by the QM

energy and forces. This necessitates the availability of an MM potential for all chemical

interactions in the system, even those treated quantum mechanically. An appropriate MM

potential may not be available for systems such as functionalized nanotubes and graphene

sheets [122, 123, 124, 125, 81] and therefore this is a severe limitation. Here we describe

a quantum to molecular mechanical overlapping domain (QtMMOD) method, which only

requires a partial overlap between the MM and the QM subdomains. This method allows

treatment of crucial regions strictly by QM methods.
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We also describe a multiscale molecular mechanical /continuum mechanical (MM/CM)

coupling method, known as the bridging domain method [16, 126], which couples a finite

element model with an atomistic model using Lagrange multipliers. Extensive work has

been done in developing coupling schemes that link atomistic models with macroscopic

models. Abraham et al. [14] and Rudd et al. [15] have presented methods based on a

”handshake” domain. In the handshake domain the energy is equipartitioned among the

overlapping models; however, the treatment of the constraints, which was not described,

includes a coupling energy. Xiao and Belytschko [16], in their development of the bridging

domain method, showed that if the coupling is by a Lagrange multiplier method, then

the corresponding coupling energy must vanish. The bridging scale methods [127, 20, 19],

homogenization method [128], and blending forces coupling methods [129] are some of

the other methods developed to couple molecular mechanics(dynamics) with continuum

mechanics(dynamics).

The bridging domain method is an overlapping domain decomposition method

where compatibility between the coupled models is enforced by Lagrange multipliers in

the overlapping or “handshake” domain. A similar method is the Arlequin method[58],

which also uses Lagrange multipliers but includes their derivatives in the coupling. In both

the Arlequin method and the bridging domain method, the Lagrange multiplier fields are

stable. Guidault and Belytschko [130] have shown that one can achieve stability in the

bridging domain method if the weighting is continuous. Here we will study the effects of
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various types of weight functions in the bridging domain method on the accuracy of the

coupled calculations.

In this chapter, we review several methods for coupled QM/MM and coupled

QM/MM/CM calculations and we describe a new method, QtMMOD. Furthermore, we

show how a QM model can be linked directly to a continuum model and give some il-

lustrations of the performance of such coupling methods. The accuracy of the methods

is illustrated for calculations of the mechanical properties of graphene sheets, a system

that has generated considerable interest due to its remarkable mechanical and electrical

properties [131, 132, 133].

We also describe an extension of an atomistic strain calculation method based

on the moving least squares (MLS) [65, 64] method that can be applied to problems

with discontinuous strains, such as interfaces. In various applications such as quantum

dots [134, 135, 136, 137, 138, 139, 140], in the calculation of J-integral [13, 119], etc.,

a calculation of the atomistic strain field is required. Faux et al. [141] used a small

strain definition to calculate the measure of deformation, which has been used in various

calculations on quantum dots [134, 135, 136, 137, 138, 139, 140]. However, for large strains

this strain definition does not remain valid and the Green strain is more appropriate. Mott

et al.[59] used Voronoi tessellations and Delaunay polygons to calculate Green strain in

glass. Jin and Yuan [119] used a simple definition of displacement derivatives which can

be used to calculate Green strains, and Li [142] used a least squares scheme to calculate

a deformation gradient which can be used to calculate strain.
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Zhang et al. [126] introduced an MLS method [65, 64] to compute atomistic strain.

This method provides a strain field in the atomistic domain, rather than just the discrete

values at nuclei provided by the other methods mentioned above. It was shown [126] that

the MLS method provides the exact strain for a linear displacement field when a linear

basis is used. Similarly, a quadratic basis can be used to calculate exact strains for a

quadratic displacement field. In this article, we extend the MLS method to discontinuous

strain fields. This is accomplished by adding to the basis the absolute value of the level

set function that describes the interface. We illustrate the method for calculations of a

rectangular slab that consists of two different materials under uniform tension.

This article is organized as follows. In Section 4.2, we explain the ONIOM and

QtMMOD methods and a QM/CM coupling method based on QtMMOD. The bridging

domain method and the MLS strain calculation method are also explained in Section 4.2.

In Section 4.3 we present the results obtained from various calculations, and in Section

4.4 conclusions are given.

4.2. Method

4.2.1. Coupling schemes

In this section, we present several coupling methods for QM/MM/CM models and

several subsets of such models. For clarity, we first describe the two methods for coupling a

QM model with either an MM model or a CM model. Then we describe a methodology for

full QM/MM/CM coupled models. The schemes described here are for the determination
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Figure 4.1. One-dimensional representation of the ONIOM model. The
circled signs indicate the sign of the associated term in the energy expres-
sion.

of equilibrium solutions, so the molecular model is at 0 K and the finite element models

for the continuum mechanics are static models. While such solutions sometimes fail to

reproduce important phenomena, they are very useful in establishing the equilibrium

landscape of a system. In many cases, even phenomena at high temperatures can be

predicted quite well by such 0 K equilibrium solutions.

The first scheme we will consider for coupling a QM domain with an MM or a

CM domain is a two-level ONIOM [32] method. The basic idea of the ONIOM scheme is

applied to QM/MM coupling as shown in Fig. 4.1: 1) the low-order inexpensive model, in

this case the MM model, is applied to the entire domain, which in this model is denoted

by ΩMM, 2) the higher-order expensive and more accurate model, in this case the QM

model, is applied to a subdomain, ΩQM
F , (sometimes referred to as a QM fragment) where

it is needed, in this chapter the region of the model where bond breaking is expected, 3)

to cancel the effect of the complete MM model where it is overlapped by the QM model,

the energy of the superposed ”fictitious” MM fragment ΩMM
F = ΩQM

F is subtracted. Note
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that the difference between the QM and MM energies of the fragment domain is usually

thought of as a higher-order correction to the behavior of the system calculated at the

lower level of theory.

The total energy of the system is then given by

(4.1) E({xI}, {cα}) = EMM({xI}) + EQM
F ({xI}, {cα})− EMM

F ({xI}),

where EMM is the MM energy of the entire system, EQM
F is the QM energy of the ”frag-

ment,” i.e., the subdomain for which a higher-level treatment is desired, EMM
F is the MM

energy of the fragment, {xI} is the set of coordinate vectors of the atoms, where I=1 to

N, the number of atoms in the domain of interest, and {xI} is the set of basis function

coefficients used in the representation of the electronic wave function. The portion of the

MM model in the lowest layer that overlaps the QM domain in Fig. 4.1 is also fictitious.

By subtracting the energy of the fictitious superposed domain [the third term in the right

hand side of (4.1)], the energy of the fictitious part in the lowest layer is canceled. Note

that the atomic positions used in calculating the energies of the QM and both MM models,

{xI}, are identical.

Wherever the QM/MM interface intersects covalent bonds the resulting dangling

bonds are saturated by hydrogen link atoms (in both the MM and QM calculations). The

link atoms are positioned so that they lie on the line connecting the two former bonding
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partners. The distance between any link atom and its bonding partner is commonly taken

to be that of a typical equilibrium separation.

Whenever a QM/MM or QM/QM multiscale scheme is used to partition a system

into subdomains, sources of error are introduced due to boundary effects such as the

use of link atoms and domain-size effects in the QM treatments. In unfavorable cases

these errors can be so large that it is better to use only the lower-level treatment on

the unpartitioned domain rather than a multiscale approach[143]. One advantage that

the ONIOM approach has over disjoint partitioning schemes is that the effects of these

complications may partially cancel if the consequences are sufficiently similar with the

higher-level and lower-level treatments. In the limit that the higher-level and lower-level

treatments are identical, the boundary and domain-size effects associated with domain

partitioning vanish in the ONIOM scheme whereas they persist in a disjoint coupling

scheme. The cost associated with applying the lower-level treatments on the additional

fictitious domains needed in the ONIOM scheme are typically quite small, especially when

compared to the benefits that may result from this potential cancelation of errors.

The QtMMOD [144] method was developed for coupled calculations in systems for

which it is desirable to treat part of the material strictly by QM methods, such as when

reliable empirical potentials are not available to describe the chemical interactions in part

of the domain. In the QtMMOD method, as shown in Fig. 4.2, the QM model is used

in the interesting area but the underlying MM model is not used for the entire system,

but only on a subdomain ΩMM that excludes the interesting region. The MM model is
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Figure 4.2. One-dimensional representation of the QtMMOD model. The
circled signs indicate the sign of the associated term in the energy expres-
sion.

coupled to the QM model only through a small overlapping domain. The total energy of

the system is then the sum of the QM energy EQM of the subdomain ΩQM, which requires

more accurate treatment, and the MM energy EMM of the subdomain ΩMM , where MM

calculations are accurate enough, minus the MM energy EMM
O of the overlapping domain

(ΩMM
⋂

ΩQM ),

(4.2) E({xI}, {cα}) = EQM({xI}, {cα}) + EMM({xI})− EMM
O ({xI}),

As in the ONIOM scheme, hydrogen link atoms are added to the dangling bonds

of the QM model, MM model, and the overlapping domain. The link atoms are not part

of the geometry optimization; their positions are obtained from the positions of the two

atoms joined by the covalent bonds that have been cut by the interfaces.

An analog of the QtMMOD scheme (denoted QtCMOD) can be employed to couple

a QM model to a finite element CM model by replacing the MM model of the QtMMOD
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scheme with a finite element model. However, for the purpose of developing a QM/CM

coupling in multi-dimensions, the CM domain must be carefully defined. The boundary

of the CM domain should correspond to a line (in two dimensions) or a surface (in three

dimensions) that crosses the nuclei at the edge of the QM domain. In the simplest form

of such a coupling, the nuclei should correspond to the nodes of the finite element mesh

in the overlapping domain when the QtMMOD scheme is used.

Let the undeformed reference configuration of the continuum domain be denoted

by ΩCM
0 and the overlaid CM domain by ΩCMO

0 . We denote the motion of the material in

the CM domain by ϕ(X), where X represents the material coordinates.

The energy of the quantum to continuum mechanical overlapping domain (QtC-

MOD) model is then given by

(4.3) E({xI}, {cα}, ϕ(X)) = EQM({xI}, {cα}) + ECM(ϕ(X))− ECMO(ϕ(X)),

where ECM is a functional of the motion ϕ(X) that corresponds to the energy of the

classical subdomain and ECMO is the energy functional of the overlapping domain:

(4.4) ECM(ϕ(X)) =

∫

ΩCM
0

W (F(X))dΩ0,
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(4.5) ECMO(ϕ(X)) =

∫

ΩCMO
0

W (F(X))dΩ0,

where W is the strain-energy density function, and the deformation tensor F is given by

(4.6) F =
∂ϕ

∂X

The discretization of this model is described later.

The initial link atom position in this method may be chosen based on the lattice

structure of the material. For example, for a graphene sheet a bulk carbon atom is bonded

to three atoms in a hexagonal lattice structure. The interface atoms are chosen so that

they are bonded to two carbon atoms of the atomistic subdomain and the positions of

the link atoms are obtained based on the equilibrium hydrogen-carbon bond length and

hexagonal lattice structure. Subsequently, the link atom positions are obtained by the

finite element interpolants of the displacement.

The previously discussed coupling schemes can be generalized to a QM/MM/CM

method as follows. Suppose that we have a CM model for the domain ΩC and an MM

model is to be used for a fragment ΩM. The boundary of the domain ΩM should lie on

the atoms so that there is no ambiguity about the energy apportionment and ΩM should
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overlap ΩC. Quantum mechanics is used in a domain ΩQ that is chosen so that ΩC

⋂
ΩM

does not overlap ΩQ. The energy of the system is then written as

(4.7) E({xI}, {cα}, ϕ(X)) = EQM({xI}, {cα}) + EMM
ΩM

({xI})

− EMM
ΩM

⋂
ΩQ

({xI}) +

∫

ΩCM
0

wC(X)W (F(X))dΩ0

+
∑

I∈Ω0
C

⋂
Ω0

M

∫

Ω0
C

⋂
Ω0

M

λ(X) · [ϕ(X)− xI ]δ(X−XI)dΩ0,

where for a pair-wise potential or quasi-pairwise potential (as in the case of the modified

Tersoff-Brenner potential used in some of the calculations presented herein),

(4.8) EMM
ΩM

=
∑

I∈ΩM

∑
J>I

[
wM

(
1

2
(XI + XJ)

)
VIJ

]
,

where VIJ is the atomistic interaction potential between atoms I and J (which may

depend on all the atomistic coordinates), wM and wC are the weight functions for the

energies in the domains Ω0
M and Ω0

C, XI is the initial position vector of atom I, δ(X−XI)

is a Dirac delta function, and Ω0
M and Ω0

C represent the initial MM and CM subdomains.

The last term in the right hand side of (4.7) is used to impose the compatibility between

the MM and CM subdomains via the Lagrange multipliers, λ [16, 126]. It is required
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that wM + wC =1, to avoid double-counting of the energies, so (wM(XI), w
C(XI)) form a

partition of unity in the overlapping domain.

The weight functions are given by

(4.9) wM = 1− wC =





0 : in Ω0
C,

an increasing function of the distance : from Γ0
C to Γ0

M,

1 : in Ω0
M

where Γ0
C and Γ0

M represent the continuum and molecular boundaries on the MM/CM

overlapping domain, respectively. Guidault and Belytschko [130] showed that a continuous

weight function is required for such coupling in the bridging domain method because a

discontinuous function results in a numerical instability associated with the Lagrange

multiplier field. Note that this approach is limited to use with interaction potentials that

can be decomposed as in (4.8), so coupling of intrinsically many-body interactions such as

those of QM calculations or more-sophisticated empirical potentials directly with a CM

model requires a different treatment.

The discretization of models that include a continuum model, such as QtCMOD or

QM/MM/CM, is as follows. A finite element method is used for the discretization of the

continuum field. The motion ϕe for any element e in the finite element model is expressed

by
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(4.10) ϕe(X) =
∑

I

NI(X)ϕI ,

where NI(X) is the nodal shape function (interpolant) of node I, ϕI denotes the current

nodal position of node I, and the sum is over all the nodes in the element e. Similarly, the

Lagrange multiplier field can be expressed in terms of Lagrange multiplier nodes, λI , and

the corresponding interpolants, Nλ
I , (which may differ from the displacement interpolants)

as

(4.11) λe(X) =
∑

I

Nλ
I (X)λI .

The discrete equations are obtained by finding the stationary points of the energy.

For metastable points, the stationary points are local minima; saddle points correspond

to the unstable equilibria. The stationary points are found by setting the derivatives of

(4.7) with respect to the atomic coordinates, nodal coordinates in the CM domain, and

the Lagrange multipliers to zero:
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∂E

∂xI

= 0, I = 1 · · ·nA,

∂E

∂ϕJ

= 0, J = 1 · · ·nC,(4.12)

∂E

∂λK

= 0, α = 1 · · ·nλ,

where nA, nC, and nλ are the total number of atoms, total number of finite element

nodes, and the total number of the Lagrange multiplier nodes in the entire domain,

respectively. In addition, for the PM3 method considered here the energy must be a

stationary point with respect to the basis parameters cα, so

(4.13)
∂E

∂cα

=
∂EQM

∂cα

= 0.

The resulting equations are

(4.14)
∑

I∈ΩC
0

⋂
ΩM

0

∂

∂XI

(
EQM({xI}, {cα}) + EMM

ΩM
({xI})− EMM

ΩM
⋂

ΩQ
({xI})

)

−
∑

I∈ΩC
0

⋂
ΩM

0

nλ∑
K=1

Nλ
KλK = 0,
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(4.15) f int
J +

nλ∑
K=1

GKJλK = 0,

(4.16)
∑

I∈ΩC
0

⋂
ΩM

0

Nλ
K(XI)uI −

nC∑
J=1

GKJuJ = 0,

where uI denotes the displacement of atom I,

(4.17) f int
J =

∫

Ω0
C

wC(X)
∂W

∂F

∂F

∂φJ

dΩ0,

and

(4.18) GKJ =
∑

α∈Ω0
C

⋂
Ω0

M

Nλ
K(XI)NJ(XI),

The continuum forces in (4.17) can be expressed in terms of the first Piola-Kirchhoff

stress P by using (see Belytschko et al. [63])

(4.19) P =
∂W

∂F
.
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Using the relation

(4.20)
∂F

∂φJ

=
∂NJ

∂X
,

(4.17) can be rewritten as

(4.21) f int
J =

∫

Ω0
C

wC(X)P
∂NI

∂X
dΩ0.

Further details on the MM/CM coupling can be found in Zhang et al. [126].

The above yields a coupled QM/MM/CM model, where the MM domain is coupled

to the CM domain using the bridging domain method and the QM domain is coupled to

the MM domain using either the ONIOM or the QtMMOD scheme. Applications of this

coupled scheme are given in Section 3.

4.2.2. Scaling the MM potential

It was observed in coupled simulations of fracture that for some widely used potentials,

the MM model must be scaled so that it matches the QM model over a large range of

strains [13]. Otherwise, various types of unphysical phenomena occur which are simply

a result of strength and stiffness mismatches between the QM and MM models. For

example, if the strength of the MM model is less than that of the QM model, fracture
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can occur in the MM subdomain, even if the MM model does not have a defect. Another

consequence of such mismatches is that cracks propagating from the MM domain to the

QM domain can be deflected back into the MM domain if the QM model is stiffer than

the MM model.

To avoid these anomalies, the MM energy was scaled by a factor which varies with

the applied strain to match the QM and MM models. This method of scaling was recently

developed [145] and it improves the level of agreement between the QM/MM results and

pure QM benchmarks. Details of this method are given in the Appendix.

4.2.3. Atomistic strain calculations using MLS

Recently, a moving least squares method for calculating strains in QM and MM models

was developed [126]. This method constructs a smooth strain field within the model

without recourse to tessellation techniques. It was shown that for a linear basis, this

method reproduces the exact constant strain [126], i.e., the atomic positions are given

by a linear field. For a quadratic basis, the method computes the correct linear strain

field; however, the method encounters significant errors at an interface, as between two

materials, because it presupposes a smooth strain field. Here we develop an extension

that yields the exact strain even when an interface leads to discontinuous strains. This

method is based on Belytschko et al. [146].

Suppose an interface is given by
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(4.22) f(X) = 0.

For example, for a vertical interface or circular interface

(4.23) f(X) = X − a; f(X) = X2 + Y 2 − a2,

where a is the location of the interface or the radius of inclusion, respectively, and X and

Y denote two components of X.

In the MLS approximation, the displacement u(X) at any point X is approximated

in the domain by

(4.24) u(X) =
m∑

i=1

pi(X)ai(X),

where m is the number of terms in the basis, and pi(X) and ai(X) are vector coefficients

to be determined as described subsequently. The bases used here are

(4.25) [pi(X)] = [1, X, Y, |f |] for a linear basis,
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and

(4.26) [pi(X)] = [1, X, Y, X2, XY, Y 2, |f |] for a quadratic basis,

where |f | is the wedge function that adds a discontinuity in the gradient. We note

that

(4.27) ai = [a1i, a2i] = [axi, ayi].

The coefficients ai at any point X are found by minimizing the weighted L2 norm

q(X) given by

(4.28) q(X) =
∑
I∈SX

(pi(XI)ai(X)− uI)
TwMLS(XI −X)(pj(XI)aj(X)− uI),

where uI = u(XI) = [uxI , uyI ]
T, wMLS(XI − X) is a weight function of compact

support, and SX is the set of atoms within the support of wMLS(XI − X). Note that

Einstein notation is used in the above equation, i.e., the repeated indices i and j indicate

an implicit summation over these indices. A cubic spline is used here for the weight

function
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(4.29) wMLS(r) =





2
3
− 4r2 + 4r3 for r ≤ 1

2
,

4
3
− 4r + 4r2 − 4

3
r3 for 1

2
< r ≤ 1,

0 for r > 1,

where r = ||X−XI ||/R0, and R0 is the radius of the support circle centered at point

X.

By minimizing q(X) in (4.28) with respect to aj, a set of linear equations for aj is

obtained as

(4.30) Mkjaj = bk.

where Mkj is known as the Gram matrix or the moment matrix and is given by

(4.31) Mkj =
∑
I∈SX

pk(XI)pj(XI)w
MLS(XI −X),

and

(4.32) bk =
∑
I∈SX

pk(XI)w
MLS(XI −X)uI .
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For a two-dimensional problem with a linear basis, the above equations lead to

two systems of three equations in three unknowns with the same Gram matrix. The

deformation gradient F is then obtained using Eqs. (4.6) and (4.24) and the relation

ϕ = u + X as

(4.33) F = I +
m∑
i

∂(piai)

∂X

where I is the identity tensor. The Green strain ε can be calculated by

(4.34) ε =
1

2
(FTF− I).

As we mentioned before, a noteworthy attribute of the MLS strain scheme is that

for a linear displacement of the atoms, the MLS strain gives the exact constant strain

state. This may be seen as follows. Suppose that the displacements of the atoms are

given by

(4.35) uI = pL
i (XI)āi.

where pL
i is the linear basis with a wedge function and ai are given coefficients. Then

substituting (4.35) into the right hand side of (4.32) and using (4.30) gives
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(4.36) Mkjaj = bk =
∑
I∈SX

pL
k (XI)w

MLSpL
i (XI)āi.

The right hand side of the above can then be seen as Mkiai and by comparison

with (4.31) it follows that ai = ai, if the basis is linear. This is often called a reproducing

condition: the MLS strain reproduces the strain associated with any displacements of the

atoms derived from a linear field with a discontinuity in the gradient at f(X) = 0, if a

linear basis with a wedge function is used.

4.3. Numerical Studies

4.3.1. Fracture of a defected graphene sheet by QM/MM and QM/CM meth-

ods

The coupling methods were implemented to couple molecular mechanics using the

modified Tersoff-Brenner (MTB-G2) potential or continuum mechanics using a linear

elastic finite elements model with quantum mechanics using the semi-empirical method

PM3 [147]. MTB-G2 [83, 3, 84, 69] is a modified version of the standard reactive empirical

bond order (REBO) [84] potential, in which the cutoff function is removed and interatomic

interactions are included only for those atom pairs that are less than 2.0 Å apart in

the initial unstrained configuration. This was found [83, 69] to be necessary to prevent

spuriously high values of the fracture strength due to the cutoff function.
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Three coupling methods were used to calculate the stress-strain curves and fracture

stresses of a graphene sheet containing defects. In these calculations, the end carbon atoms

of the graphene sheet were displaced with an increment of 0.5% of the sheet length until

the sheet fractures. At each strain increment, the sheet configuration was optimized with

the carbon atoms at each edge constrained to lie within a plane. Once the geometry was

optimized at a given applied strain, the tensile stress in the sheet can be calculated by

taking derivatives of the energy using finite differences with respect to the strain. An

effective thickness of 3.4 Å was used in the stress calculations; this corresponds to the

interlayer spacing in graphite, and is widely used to present the tractions on graphene

sheets as stresses.

We first consider a graphene sheet containing an asymmetric two-atom vacancy

[4][109]. It was stretched in the direction perpendicular to the zigzag edge. The coupled

models of this system for the three coupling methods considered are shown in Figs. 4.3-

4.5. The sheet was 27 Å by 21 Å in dimensions and contained 248 carbon atoms with

64 carbon atoms in the QM domain and 38 carbon atoms in the overlapping domain

for the QtMMOD scheme. The results were compared to those calculated by pure QM

calculations. In addition to the two QM/MM models, a QM/CM model (shown in Fig.

4.3) using triangular elements was also used.

The stress-strain curves for the three methods are shown in Fig. 4.6. The stresses

calculated by the QtMMOD and ONIOM coupling methods are almost indistinguishable.

The results match quite well with the benchmark pure QM results although there are
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Figure 4.3. A QM/CM model of a graphene sheet containing an asymmetric
two-atom vacancy defect. Pink (light, ball and stick) atoms in the center
constitute the strictly QM region, red (dark, ball and stick) atoms constitute
the overlapping region, and blue (light, stick) region represents the strictly
CM region.

small differences near the fracture strain. The QtMMOD and ONIOM methods calculated

fracture stress values of 87.4 GPa and 87.2 GPa, respectively, in comparison to 88.1 GPa

obtained from the strictly QM calculations. The stress-strain curve for the QM/CM

coupled calculations matches the stresses from the other methods quite well and yields a

fracture stress value of 87.3 GPa. However, small differences are observed, which may be

due to several reasons, such as, the fact that a finite element model does not reflect the

physics near the defect as accurately as the MM method. Nevertheless, the QM/CM model

is still sufficiently accurate to be useful for studies of large systems, such as calculations
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Figure 4.4. An ONIOM model of a graphene sheet containing an asymmet-
ric two-atom vacancy defect. Red (dark, ball and stick) atoms constitute
the QM fragment and blue (light, stick) atoms indicate the region treated
by MM methods.

of the fracture stress of a graphene sheet containing a crack [13]. In such models, the

region near the crack tip can be modeled quantum mechanically and the CM model can

be applied elsewhere.

4.3.2. Effect of weight functions on the accuracy of the bridging domain

method

Ben Dhia and Rateau [58] and Guidault and Belytschko [130] observed that a dis-

continuous weight function results in an instability in the Lagrange multiplier in an L2

coupling. Guidault and Belytschko [130] observed that the instability can be avoided by
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Figure 4.5. A QtMMOD model of a graphene sheet containing an asymmet-
ric two-atom vacancy defect. Pink (light, ball and stick) atoms constitute
the strictly QM region, red (dark, ball and stick) atoms constitute the over-
lapping region, and blue (light, stick) atoms constitute the strictly MM
region.

smooth weight functions. Here we consider three weight functions-a discontinuous func-

tion, a linear function, and a cubic function, as shown in Fig. 4.7- and we examined the

effect of these weight functions on the accuracy of a coupled MM/CM calculation.

A harmonic potential with an angle bending term was used to model the atomistic

region (for the details of the potential see Zhang et al. [126]). A linear elastic finite

element model was chosen for the continuum region. A graphene sheet, 728 Å x 426

Å in dimensions, was stretched in the direction perpendicular to the zigzag edge. The

atomistic region was 323 Å x 190 Å in dimensions and located in the center as shown in
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Figure 4.6. Stress-strain curves obtained by the ONIOM, QtMMOD,
QM/CM coupling, and pure QM methods for the graphene sheet models
shown in Figs. 3-5.

Fig. 4.8. All degrees of freedom of the top and bottom boundary nodes and the x-degrees

of freedom of the left and right boundary nodes were fixed. The L2 norm used to estimate

the error is given by

(4.37) εL2 =
||d− dexact||

||d||

where d is the displacement of an atom or a node calculated using the coupled calcu-

lation, dexact is the exact solution at that atom or node, and



131

Figure 4.7. A one dimensional representation of the weight function, wM,
such that ΩC ∈ [0, 2] and ΩM ∈ [1, 3] . Note that wC = 1− wM.

(4.38) ||d|| =
[∑

I

(d2
xI + d2

yI)

]
,

where dxi and dyi are the x and y components of the displacement of atom or node I

and the sum is over all the atoms and finite element nodes.

When a uniform strain of 1% was applied, we observed errors in the L2 norm of

0.0023, 0.0014, and 0.0019 calculated using the discontinuous, linear, and the cubic weight

functions, respectively. Similar trends were observed at higher strains. As expected, the

use of a linear weight function gives a small error than the discontinuous weight function.
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Figure 4.8. Right-top quarter of the MM/CM bridging domain model of a
graphene sheet.

The cubic weight function, despite possessing C1 continuity, gives larger errors than the

linear weight function.

4.3.3. Strain calculation using MLS

To illustrate the ability of the extended MLS method to capture the strain discon-

tinuity at interfaces, we applied tensile strain to the sheet shown in Fig. 9. Harmonic

potentials with only pairwise interactions were used such that the Young’s modulus of

the inner material shown in Fig. 9 is twice as large as that of the Young’s modulus of the

outer material. Because there are two interfaces, the following basis set was used for the

displacement
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Figure 4.9. The region containing red (dark) atoms has a Young’s modulus
that is twice as large as that of the region containing the green (light) atoms.

(4.39) [pi(X)] = [1, X, Y, |Y − Y 1
interface|, |Y − Y 2

interface|],

where Y 1
interface and Y 2

interface are the Y coordinates of the two interfaces in Fig. 4.9.

The sheet was 27 Å x 27 Å in dimensions. At an applied strain of 3.5%, strain, εy,

calculated with and without the interface terms in the basis along X = 0 is compared to

the exact strain in Fig. 4.10. It can be seen that without the interface terms the MLS

scheme incorrectly smoothens the strain across the interface. With the enhanced basis,

the exact strains are obtained at the interface and the discontinuity is captured well.
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Figure 4.10. Comparison of MLS strain at X = 0 with the exact strain at
an applied strain of 0.035.

We next illustrate the use of the MLS scheme to calculate the atomistic strain

field in a graphene sheet with a crack. To simulate a crack we applied an asymmetric

crack-opening displacement (K-field) to the boundary atoms using

(4.40) ux =
K

2µ

√
r

2π
cos

θ

2

[
(κ− 1) + 2sin2 θ

2

]

and

(4.41) ux =
K

2µ

√
r

2π
sin

θ

2

[
(κ + 1)− 2cos2 θ

2

]
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Figure 4.11. QM/MM model of a graphene sheet with a crack. Red (dark)
atoms represent the QM subdomain and the Grey (light) atoms represent
additional atoms treated at the MM level.

where ux and uy are the displacements in the x and y directions, respectively, µ is the

shear modulus of the material [which can be expressed as µ = Y/2(1 + ν), where Y is

the Young’s modulus and ν is the Poisson’s ratio], θ and r are the cylindrical coordinates

measured from the crack tip and κ = (3− ν)/(1 + ν) for plane stress.

We used the ONIOM coupling scheme such that the region near the crack tip

was modeled by quantum mechanics and the rest of the structure was treated by the

MM method as shown in Fig. 4.11. We calculated the strain εy using the MLS scheme

and compared it to the elasticity solution at K = 3 MPa
√

m, as shown in Fig. 4.12.

Reasonable agreement is observed between the elasticity solution and the computed strain.

The discrepancies can be explained by the fact that the elasticity solution is not accurate

near the crack tip.
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Figure 4.12. εy obtained from (a) elasticity solution and (b) MLS method
for the sheet shown in Fig. 11.

Note that the MM energy was scaled by a constant scaling factor such that the

Young’s modulus calculated using the MM potential matches the Young’s modulus calcu-

lated by quantum mechanics for a pristine graphene sheet. Thus for the QM/MM model,

the entire sheet had the same Young’s modulus and no strain discontinuity is expected at

the QM/MM interface.

4.3.4. Comparison of QM/MM/CM computations of fracture strength for

graphene sheet with Griffith’s formula

In this example we consider the fracture strength of a graphene sheet with slit defects

of various lengths and compare the calculated strengths to those predicted by Griffith’s

formula for a crack in an infinite sheet. Slit defects were created by removing four rows

of atoms and then saturating the dangling bonds by hydrogen atoms [13, 3]. In order to

be able to compare with the results for an infinite sheet, very large sheets were required,
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so we used the QM/MM/CM scheme described earlier, where the QM/MM coupling was

obtained by using the QtMMOD scheme and the bridging domain method was used to

link the MM model to a finite element model.

A representation of the QM/MM/CM model for one slit size is shown in Fig. 4.13.

The dimensions of the full sheet are 393.5 Å by 411.8 Å. The atomistic region is 115.5 Å

by 82.3 Å , and located in the center of the sheet. In Fig. 14 the numerical results are

compared with the results of the Griffith formula, which is given by

(4.42) σ =

√
2Y γ

πa
,

where σ is the Griffith formula stress, Y is the Young’s modulus, a is the half length of

the slit, and γ is the surface energy density. We calculated γ as the difference between the

PM3 energy of optimized pristine fragment and the energy of the two resulting fragments

after they are fractured along the desired surface, separated to infinity, and subsequently

optimized to yield their equilibrium geometries, divided by twice the surface area. The

factor of two is included because two surfaces are produced on fracture.

The QM/MM/CM results agree well with the prediction of the Griffith formula

and decrease approximately as the inverse of the square root of the crack length. The

Griffith stress is a lower bound on the fracture stress, but the approximate stress estimates

of the Griffith formula need not be, and as seen in Fig. 4.14 the Griffith formula results
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Figure 4.13. QM/MM/CM model of a graphene sheet containing a slit-like defect.

fall below the numerical ones for slits longer than 20 Å. We also observe that the fracture

strength decreases sharply from the pristine strength as the slit length increases, which

contradicts the hypothesis of Gao et al. [114] that materials are insensitive to defects at

the nanoscale.

A similar calculation was reported in Khare et al. [13] but we have here calculated

fracture strengths using the QtMMOD method for the QM/MM coupling and a different

scaling scheme[145]. The trends are quite similar but the fracture stresses obtained here

are slightly different for the same cases.

4.4. Concluding Remarks

We have implemented two general QM/MM coupling methods and one QM/CM

coupling method to calculate fracture stresses of a graphene sheet containing an asym-

metric two-atom vacancy defect. The results of the two QM/MM coupling methods

matched almost perfectly with each other and agreed quite well with the pure QM re-

sults. The QM/CM method also shows good agreement with the other two coupling
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Figure 4.14. Results of the Griffith formula versus QM/MM/CM fracture
strengths for a graphene sheet containing a slit-like defect.

methods, although some small differences were observed. The QtMMOD method couples

two overlapping domains such that a region is modeled by the QM method only, thus al-

lowing calculations for systems containing defected regions for which no reliable reactive

empirical potentials are available. The QM/CM coupling was similar to the QtMMOD

method, except that the MM region is replaced by a finite element mesh such that the

finite element nodes match the atomic positions in the overlapping domain. This method

allows coupled calculations of large systems for which even QM/MM calculations may be

too expensive.

We have computed fracture strengths of a graphene sheet containing slit defects

using a QM/MM/CM model and observed good agreement with the Griffith formula for a
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crack in an infinite sheet. It was also observed that in the presence of defects, the fracture

strength decreases sharply and monotonically, which is somewhat in disagreement with

the arguments of Gao et al. [114] that materials become defect tolerant at the nanoscale.

We also studied the effect of various weight functions on the bridging domain atom-

istic/continuum coupling. Linear weight functions give the least error when compared to

discontinuous and cubic shape functions in a uniformly strained graphene sheet calcula-

tion. The cubic weight functions were better than the discontinuous weight function, but

produced larger errors than the linear weight function.

The MLS scheme for strain calculation was tested for several problems. For a

graphene sheet with a crack, the strain compares well with the elasticity solution despite

the linear stress-strain law in the elasticity solution. The MLS scheme gives the exact

strain field for a linear displacement field when a linear basis is used. We also showed that

with an additional basis function, the MLS scheme can reproduce the strain discontinuity

at interfaces. Moreover, a strain field can be calculated in the entire domain using this

method rather than just at the atomic positions.
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CHAPTER 5

An XFEM study of dislocations in carbon nanotubes

5.1. Introduction

Brittle fracture of carbon nanotubes (CNTs) had been observed in experiments

[2, 148, 149] and extensively studied by theoretical calculations for pristine and defected

CNTs [4, 3, 13, 150, 83, 151, 152]. In this mode of failure, bonds near a defect have much

higher strains than the region away from the defect [13] and thus these break first leading

to the brittle failure of the tube. However, recent experiments at very high temperatures

[153, 154] have shown large plastic strains before failure accompanied by kink formation.

Single-walled carbon nanotubes (SWCNTs) were seen to be deformed plastically when

stretched in a transmission electron microscope at 2000 oC and showed a 280% tensile

elongation and a 15-fold diameter reduction.

Nardelli et al. [155] proposed a plastic failure mechanism for CNTs based on

dislocation motion [156]. It was suggested that a Stone-Wales defect [97], which is a two

pentagon and two heptagon pair defect (5-7-7-5), can be seen as a pair of dislocations

or a dislocation dipole, as shown in Fig. 5.1. Under tension and at high temperatures

these dislocation pairs glide away from each other, which changes the chirality of the tube

causing the diameter to decrease and the length to increase. However, this mechanism
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Figure 5.1. Stone-Wales defect can be seen as a pair of dislocations, where
each 5-7 pair represents a dislocation.

can not explain the loss of mass observed in the experiments [153, 154] and therefore a

mechanism based on dislocation climb due to the removal of atoms from the lattice was

proposed as a plausible explanation [157]. It was suggested that a two-atom vacancy

defect can also be seen as a dislocation dipole (Fig. 5.2), which can both climb and

glide. Ding et al. [157] modeled the combined climb and glide mechanism using a Monte

Carlo simulation rather than molecular dynamics simulations because these are very slow

phenomenon. Mori et al. [158] and Zhang et al. [159] performed molecular mechanics

(MM) simulations on small CNTs under bending and tensile loading, respectively, to

obtain the energetics of the glide of 5-7 pairs.

For large CNTs or multi-walled CNTs, atomistic simulations of dislocation glide

and climb are computationally very expensive. CNTs have previously been modeled as

thin shells in a continuum mechanics framework [160, 161, 162, 96, 70, 67, 126]. It was

shown in [67] that continuum models of pristine CNTs can accurately model the large

deformations and buckling instabilities. In this chapter, we have used a continuum model

based on the extended finite element method (XFEM) [45, 46, 47] to study dislocations

[54, 55, 56] in CNTs.
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Figure 5.2. Two-atom vacancy defect can be seen as a pair of dislocations.

We used the extended finite element method in which, the finite element displace-

ment field is enriched based on a known local feature of the solution of a given problem

using a local partition of unity framework [48]. Problems such as crack propagation

[45, 47], shear band [49], two phase flows [50], etc. have been modeled using XFEM

without the requirement of remeshing [45, 46, 47].

Continuum models of dislocations are traditionally based on the superposition of

infinite domain solutions [51, 52, 53]. As a result, these models are limited to small dis-

placements and linear isotropic material models. Even though linear anisotropic models

exist, their application is limited due to their computationally complexity. More impor-

tantly in the application to CNTs, the extension of these models to three dimensional

shells is not obvious.

Recently new techniques for modeling dislocations based on the extended finite

element method have been proposed [54, 163] where the superposition of infinite domain
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solution is not required. The computation of the Peach-Kohler force and application

to material interfaces were studied in [55] and the method was extended to non-linear

formulation and applied to dislocations in three dimensions in [56]. Due to the ability

of the XFEM to model arbitrary discontinuities [46], dislocation can be treated in the

manner of a Volterra model [164], where a dislocation is modeled as a cut along the glide

plane that is displaced and reattached. Using the extended finite element method, slip

across the glide plane is modeled by a step function.

In this chapter, we have treated CNTs as thin shells and implemented the extended

finite element method dislocation model using subdivision surface elements [165, 166] to

solve the linear Kirchhoff-Love thin shell equations. The results are compared to molecular

mechanics calculations done using a modified Tersoff-Brenner potential [4, 3, 84, 69, 83].

In particular, we have studied the energetics of tubes as the dislocations glide or climb in

response to an applied tensile strain.

The rest of the chapter is organized as follows. Section 5.2 describes the XFEM

implementation for the shell elements, the enrichment functions and the molecular me-

chanics method. Results and discussions are given in Section 5.3 and Section 5.4 presents

the conclusions.
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5.2. Method

5.2.1. XFEM for dislocations in shells

In this section we develop discrete equations for dislocations in thin shells using the

Kirchhoff-Love theory. We start by defining the weak form, we then define the approxi-

mations for the displacement field and finally we derive the discrete equations.

5.2.1.1. Weak form.

Let the reference domain and the current domain of the body be denoted by Ω0

and Ω, respectively, and let Γ0 and Γ be their respective boundaries. Displacement u

is prescribed on Γ0u and traction t0 is prescribed on Γ0t. Let Γλ
0d represent the interior

discontinuities in the reference domain due to the dislocations, where λ = 1 . . . nD and nD

is the total number of dislocations in the body. Let Γλ
d denote the same discontinuities in

the current configuration. We define a parametric body Ω with boundary Γ, as shown in

Fig. 5.3.

The undeformed and deformed configurations are mapped to the parametric body

by differentiable and invertible maps ϕ0 and ϕ, respectively, such that ϕ0(Ω) = Ω0 and

ϕ(Ω) = Ω. The deformation map is then given as

(5.1) Φ = ϕ ◦ ϕ−1
0 .
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Figure 5.3. The reference domain, the current domain and the parametric domain.

The position vectors x and X of a material point in the current and the reference

domain, respectively, can be written in terms of parametric coordinates {θ1, θ2, θ3} such

that

(5.2) X(θ1, θ2, θ3) = R(θ1, θ2) + θ3g
0
3

(5.3) x(θ1, θ2, θ3) = r(θ1, θ2) + θ3g3

where the functions R(θ1, θ2) and r(θ1, θ2) are the parametric mappings of the shell in

the reference and the deformed configuration, respectively. The corresponding convected
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bases of the tangents of the deformed body, gα, and undeformed body, g0
α, are given by

(5.4) gα = ϕ,α, ,g0
α = ϕ0

,α, α = 1, 2.

The covariant component of the metric tensor of the surface of Ω and Ω0 can be

calculated by

(5.5) gαβ = gα · gβ, g0
αβ = g0

α · g0
β, β = 1, 2,

and the contravariant components of the deformed surface metric tensor, Gαβ, and the

undeformed surface metric tensor, G0
αβ, are obtained by taking the inverse of the deformed

and undeformed covariant metric tensors, respectively.

Let the displacement of the mid surface be denoted by u such that

(5.6) u(θ1, θ2) = r(θ1, θ2)−R(θ1, θ2).

Using the above expressions, the membrane strain εm and bending strain εb are

given by the following expressions [165]:

(5.7) εm
αβ =

1

2
(g0

α · u,β + g0
β · u,α),
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(5.8) εb
αβ = −g0

3 · u,αβ +
1

|g0| [(g
0
α,β × g0

2) · u,1 + (g0
1 × g0

α,β) · u,2]

+
(g0

α,β · g0
2)

|g0| [(g0
2 × g0

3) · u,1 + (g0
3 × g0

1) · u,2],

where

(5.9) g0
3 =

g0
1 × g0

2

|g0
1 × g0

2|

and

(5.10) |g0| = |g0
1 × g0

2|.

g0
3 is constrained to coincide with the unit normal to the undeformed surface. In the

similar manner, g3 and |g| are calculated from the deformed surface.

The principal of virtual work for a thin shell under linear elastic assumptions

[165, 166] is given as: find u ∈ U , such that

(5.11)

∫

Ω

[
η1δεmT(v)Cεm(u) + η2δεbT(v)Cεb(u)

]
dΩ−

∫

Ω

q ·vdΩ−
∫

Γt

t ·vdΓ,∀v ∈ U0,

where η1 = Eh/(1−ν2), η2 = Eh3/12(1−ν2), h is the thickness of the shell, E is Young’s

modulus, ν is Poisson’s ratio, q is the body force and t is the traction applied on boundary
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Γt and C is given by

(5.12) C =




(G0
11)

2 νG0
11G

0
22 + (1− ν)(G0

12)
2 G0

11G
0
12

(G0
22)

2 G0
22G

0
12

sym. 1
2
[(1− ν)G0

11G
0
22 + (1 + ν)(G0

12)
2]




.

Note that Eq. (5.8) involves the second derivative of the displacement and therefore C1

continuity is required for the displacement field. The spaces U0 and U in Eq. (5.11) are

defined as

(5.13) U0 = {u ∈ H2(Ω \ Γd),u = 0 on Γu},

(5.14) U = {u ∈ H2(Ω \ Γd),u = u on Γu}.

5.2.1.2. Displacement approximations.

In XFEM of a dislocation, the displacement approximation is decomposed into a

standard continuous part uC and an enriched or discontinuous part uD, such that

(5.15) u(θ1, θ2) = uC(θ1, θ2) + uD(θ1, θ2),
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where uC is given by the standard finite element approximation

(5.16) uC(θ1, θ2) =
∑

I

NI(θ1, θ2)uI ,

where NI are the finite element interpolants and uI are the nodal degrees of freedom. We

define the map ϕ0 between the parametric domain Ω and the reference domain Ω0 such

that for an initially flat shell

θ1 = X1,

θ2 = X2,

θ3 = X3,(5.17)

where X1, X2, X3 are the basis vectors of the reference coordinate system.

The geometry of a dislocation pair is described in the parametric coordinate system

by two level set functions f(θ1, θ2) and g(θ1, θ2), such that the glide plane is given by

f(θ1, θ2) = 0 and g(θ1, θ2) < 0 and the dislocation cores are given by the points of

intersection of the contours f(θ1, θ2) = 0 and g(θ1, θ2) = 0, as shown in Fig. 5.4. In

addition, we associate a scalar with each dislocation core: +1 or -1 when the sense of the

dislocation line passing through the core is in the direction of +θ2 and −θ2, respectively.
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Figure 5.4. An edge dislocation in two dimensional sheet.

For every dislocation pair, there is always one dislocation with a positive sense and one

with a negative sense.

We also define a local coordinate system at each of these cores. Let θ+
1 , θ+

2 and

θ−1 , θ−2 be the basis vectors of the local coordinate system at the core with positive

and negative sense, respectively. These basis vectors are constructed from the level sets

f(θ1, θ2) and g(θ1, θ2):

θ¦1 = ∇g|θ¦c ,

θ¦2 = ¦∇f |θ¦c , ¦ = +,−,(5.18)

where θ+,−
c is the location of the positive or negative core in the parametric coordinate

system.
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Figure 5.5. An XFEM model of an edge dislocation pair in a CNT. The
bigger and darker nodes belong to S∞,¦ and the smaller and lighter nodes
belong to SH . Note that for the clarity of vision only upper half of the tube
is shown.

The enriched part of the displacement field for an edge dislocation dipole is given

by

(5.19)

uD(θ1, θ2) =
∑

J∈SH

NJ(θ1, θ2)[Ψ
H(θ1, θ2)−ΨH

J ] +
∑

K∈S∞,+

NK(θ1, θ2)[Ψ
∞,+(θ1, θ2)−Ψ∞,+

K ]

+
∑

L∈S∞,−
NL(θ1, θ2)[Ψ

∞,−(θ1, θ2)−Ψ∞,−
L ],

where ΨH
J = ΨH

J (θJ
1 , θJ

2 ), Ψ∞,+
K = Ψ∞,+

K (θK
1 , θK

2 ) and Ψ∞,−
L = Ψ∞,−

L (θL
1 , θL

2 ). θJ
1 and θJ

2

are the parametric coordinates of node J . A node K is in S∞,+ if ||θK − θ+
c || < ρ+, is in

S∞,− if ||θK − θ−c || < ρ− and is in SH if K is not in S∞,+ nor S∞,− and the support of K

is cut by f(θ1, θ2) = 0. Fig. 5.5 shows such an XFEM model of CNT.

The image of ΨH(θ1, θ2) in the parametric domain is
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(5.20) ΨH
θ (θ1, θ2) = bθH(f(θ1, θ2))H(g(θ1, θ2)),

where H(·) is the Heaviside step function and bθ is the image of the Burgers vector b in

the parametric domain.

We note here that both the magnitude and direction of bθ are constant along the

parametric image of the glide plane between two edge or prismatic dislocations. However,

the magnitude and direction of the Burgers vector, b, in the reference domain will depend

upon the curvature of the shell.

The image of Ψ∞,¦(θ1, θ2) in the parametric domain is

(5.21) Ψ∞,¦
θ (θ1, θ2) = T¦ · u∞,¦(θ¦1, θ

¦
2), ¦ = +,−,

where

(5.22) T¦ =




θ1 · θ¦1 θ1 · θ¦2
θ2 · θ¦1 θ2 · θ¦2


 .

u∞,¦ is the solution for an edge dislocation in the infinite two dimensional domain and is

given by
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(5.23) u∞,¦(θ¦1, θ
¦
2) = bθ

1

2π




(
tan−1

(
θ¦2
θ¦1

)
+

θ¦1θ¦2
2(1−ν)(θ¦1

2+θ¦2
2)

)

−
(

1−2ν
4(1−ν)

ln(θ¦1
2 + θ¦2

2) +
θ¦1

2−θ¦2
2

4(1−ν)(θ¦1
2+θ¦2

2)

)


 .

where bθ is the magnitude of the Burgers vector in the parametric domain.

A prismatic dislocation dipole can be created by either removing a row of atoms

from the lattice or inserting an extra row of atoms, as shown in Fig. 5.6. We have used

a step enrichment function to model this type of dislocation as proposed in [54]. The

discontinuous part of the displacement approximation for a prismatic dislocation is

(5.24) uD(θ1, θ2) =
∑

J∈SP

NJ(θ1, θ2)[Ψ
P (θ1, θ2)−ΨP

J ],

where ΨP
J = ΨP

J (θJ
1 , θJ

2 ). The nodal set SP is the set of all the nodes of the elements

cut by f(θ1, θ2) = 0 and g(θ1, θ2) < 0. Fig. 5.7 shows such an XFEM model of a CNT

containing a prismatic dislocation pair. The image of ΨP (θ1, θ2) in the parametric domain

is

(5.25) ΨP
θ (θ1, θ2) = bθH(f(θ1, θ2))H(g(θ1, θ2)).

where bθ is perpendicular to f(θ1, θ2) = 0.
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For a cylinder of radius R the enrichment functions ΨH
θ , Ψ∞,¦

θ and ΨP
θ are mapped

into the reference coordinate system using X = ϕ0(θ), such that

Ψ1(θ1, θ2) = Ψθ1(θ1, θ2),

Ψ2(θ1, θ2) = R(cos(θ2/R + Ψθ2/R)− cos(θ2/R)),(5.26)

Ψ3(θ1, θ2) = R(sin(θ2/R + Ψθ2/R)− sin(θ2/R)).

For small Ψθ2, Eq. (5.26) can be reduced to

Ψ1(θ1, θ2) = Ψθ1(θ1, θ2),

Ψ2(θ1, θ2) ≈ −Ψθ2sin(θ2/R),(5.27)

Ψ3(θ1, θ2) ≈ Ψθ2cos(θ2/R).

Note that the above equations give us a linear mapping between the enrichment

functions in the parametric domain and the reference domain. This allows us to write

Eqs. (5.19) and (5.24) as
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Figure 5.6. Prismatic dislocation in two dimensional sheet.

(5.28) uD(θ1, θ2) = bθ


 ∑

J∈SH

NJ(θ1, θ2)[Υ
H(θ1, θ2)−ΥH

J ]

+
∑

K∈S∞,+

NK(θ1, θ2)[Υ
∞,+(θ1, θ2)−Υ∞,+

K ]

+
∑

L∈S∞,−
NL(θ1, θ2)[Υ

∞,−(θ1, θ2)−Υ∞,−
L ]


 ,

and

(5.29) uD(θ1, θ2) = bθ

∑

J∈SP

NJ(θ1, θ2)[Υ
P (θ1, θ2)−ΥP

J ],

respectively, where, ΥH = ΨH/bθ, Υ∞,¦ = Ψ∞,¦/bθ and ΥP = ΨP /bθ. This expression

is similar to the ones for two dimensional simulations used in [54, 56] for the enriched

displacement and it gives the discrete equations of same form.

To simplify the presentation of discrete equations, we condense the approximation

(5.28) into the following equivalent form:
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Figure 5.7. An XFEM model of a prismatic dislocation pair in a CNT. The
bigger and darker nodes belong to SP. Note that for the clarity of vision
only upper half of the tube is shown.

(5.30) uD(θ1, θ2) =
∑
J∈S

NJ(θ1, θ2)[Υ(θ1, θ2)−ΥJ ],

where S and Υ are chosen so that Eqs. (5.30) and (5.28) are equivalent. The enriched

displacement for nD dislocations can be written as

(5.31) uD(θ1, θ2) =
nD∑

λ=1

bλ
θ

∑

J∈Sλ

NJ(θ1, θ2)[Υ
λ(θ1, θ2)−Υλ

J ],

where Υλ(θ1, θ2) is the enrichment function of dislocation λ and Sλ is the set of enriched

nodes for dislocation λ.

5.2.1.3. Discrete equations.
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We substitute Eqs. (5.16) and (5.31) into Eq. (5.15) and Eq. (5.15) into Eq. (5.11)

to obtain the following discrete equations

(5.32) Kd = f ext + fd,

where

(5.33) f ext
I =

∫

Ω

NT
I qdΩ +

∫

Γt

NT
I tdΓ,

(5.34) fd
I = −Kb

Iλbλ,

where d is a vector of nodal unknowns, b is a vector of Burgers vector magnitudes,

bT = [b1
θ, b

2
θ....b

nD

θ ],

(5.35) KIJ =

∫

Ω

[
η1(MI)TCMJ + η2(BI)TCBJ

]
dΩ

and

(5.36) Kb
Iλ =

∫

Ω

[
η1(MI)TCPλ + η2(BI)TCDλ

]
dΩ.
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The matrices M, P, B and D are

(5.37) MI =




NI ,1g1 · e1 NI ,1g1 · e2 NI ,1g1 · e3

NI ,2g1 · e1 NI ,2g1 · e2 NI ,2g1 · e3

(NI ,2g1 + NI ,1g2) · e1 (NI ,2g1 + NI ,1g2) · e2 (NI ,2g1 + NI ,1g2) · e3




,

(5.38) Pλ =
∑

I∈Sλ




(NIΥ
λ
1),1g1 · e1 (NIΥ

λ
2),1g1 · e2 (NIΥ

λ
3),1g1 · e3

(NIΥ
λ
1),2g1 · e1 (NIΥ

λ
2),2g1 · e2 (NIΥ

λ
3),2g1 · e3

{
(NIΥ

λ
1),2g1 +

{
(NIΥ

λ
2),2g1 +

{
(NIΥ

λ
3),2g1 +

(NIΥ
λ
1),1g2

} · e1 (NIΥ
λ
2),1g2

} · e2 (NIΥ
λ
3),1g2

} · e3




,

(5.39)





BI
1j

BI
2j

BI
3j





=




(
−NI ,11g3 + 1

|g| [NI ,1g1,1 × g2 + NI ,2g1 × g1,1+

g3 · g1,1(NI ,1g2 × g3 + NI ,2g3 × g1)]
) · ej

(
−NI ,22g3 + 1

|g| [NI ,1g2,2 × g2 + NI ,2g1 × g2,2+

g3 · g2,2(NI ,1g2 × g3 + NI ,2g3 × g1)]
) · ej

(
−NI ,12g3 + 1

|g| [NI ,1g1,2 × g2 + NI ,2g1 × g1,2+

g3 · g1,2(NI ,1g2 × g3 + NI ,2g3 × g1)]
) · ej






160

and

(5.40)





DI
1j

DI
2j

DI
3j





=
∑

I∈Sλ




{−(NIΥ
λ
j ),11g3 + 1

|g| [(NIΥ
λ
j ),1g1,1 × g2

+(NIΥ
λ
j ),2g1 × g1,1 + g3 · g1,1((NIΥ

λ
j ),1g2 × g3

+(NIΥ
λ
j ),2g3 × g1)]} · ej

{−(NIΥ
λ
j ),22g3 + 1

|g| [(NIΥ
λ
j ),1g2,2 × g2

+(NIΥ
λ
j ),2g1 × g2,2 + g3 · g2,2((NIΥ

λ
j ),1g2 × g3

+(NIΥ
λ
j ),2g3 × g1)]} · ej

{−(NIΥ
λ
j ),12g3 + 1

|g| [(NIΥ
λ
j ),1g1,2 × g2

+(NIΥ
λ
j ),2g1 × g1,2 + g3 · g1,2((NIΥ

λ
j ),1g2 × g3

+(NIΥ
λ
j ),2g3 × g1)]} · ej




,

for j = 1 to 3. For more details on obtaining the discrete equations for shell elements see

[165, 166].

Note that K is the standard finite element stiffness matrix, which remains unaltered

by the enrichment and the effects of the dislocations appear only through nodal forces.

This is a major advantage, since solving the above system for moving dislocations is

computationally cheap as triangulation of the stiffness matrix is only required once when

a direct solver is used. For further details on this method see [54, 55, 56]. Note that we

have adopted a linear elastic formulation, though nonlinear materials can be formulated

in a similar manner [56].
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Figure 5.8. A graphene sheet rolled into a CNT along axis X2.

5.2.2. Molecular mechanics

To evaluate the continuum dislocation method, we compared it to atomistic simula-

tions. Atomic simulations are performed using the modified Tersoff-Brenner (MTB-G2)

potential [84, 83]. MTB-G2 is a modified standard reactive empirical bond order (REBO)

potential [84], where the cut-off function is removed and interatomic interactions are in-

cluded only for atom pairs within a distance of 2 Å in initial unstrained configurations

[69, 83].

The total energy of the system was minimized to obtain the optimum geometry.

All the calculations were done at 0 K. The locations of carbon atoms at the ends of the

tube were prescribed to apply the displacement boundary conditions and their edges were

terminated with hydrogen atoms. At each strain increment, the CNT configuration was

optimized with the carbon atoms at the boundary constrained using a large scale BFGS

quasi-Newton algorithm [60]. Once the geometry was optimized at a given applied strain,

the stresses in the tube can be calculated by taking derivatives of the energy using finite

differences with respect to the strain. An effective thickness of 3.4 Å was used in the
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stress calculations; this corresponds to the interlayer spacing in graphite, and is widely

used to present the tractions on CNTs as stresses [96].

5.3. Results

5.3.1. Glide of dislocation by bond rotation

We begin by studying the energetics of a pair of edge dislocations in a CNT using

both MM and XFEM. The edge dislocation pair is generated by creating a Stone-Wales

defect, as shown in Fig. 5.1. Ding et al. [157] suggested that in the glide mechanism in

CNTs, where the side bond of one of the heptagons of the Stone-Wales defect is rotated

by 90o and the reconstruction of bonds generates two separated 5-7 pairs thus changing

the chirality of the tube, as shown in Fig. 5.9. This process when repeated several times

can reduce the diameter and increase the length of the tube significantly. Here we perform

the MM and XFEM calculations for this process in a [15,15] CNT under different applied

strains.

In the MM calculations a 249.6 Å long [15,15] CNT containing 6120 atoms was

considered. A Stone-Wales defect was created in the center of the tube and the energy was

minimized with end carbon atoms fixed to obtain the optimum geometry. The 5-7 pairs

were then allowed to glide away from each other by bond rotation and reconstruction, as

shown in Fig. 5.9 and the optimized energy was calculated at every glide step. The entire

glide process was repeated with the CNT stretched by applying appropriate displacement

to the carbon atoms at the end of the tube and the energy at various glide steps was
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Figure 5.9. 5-7 pairs gliding away form each other due to bond reconstructions.
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Figure 5.10. Energy change at various strains with glide calculated by (a)
MM and (b) XFEM for a [15,15] CNT. One glide step corresponds to the
Stone-Wales rotation of one bond and ∼ 12o separation between the two
dislocation cores.

calculated. Fig. 5.10(a) shows the dependence of the energy on the separation distance

between two 5-7 pairs at different applied strains. It is observed that when the applied

strain is less than 1.2%, the energy of the tube increases as the 5-7 defects move away from
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Figure 5.11. Energy change at various strains with glide calculated by (a)
MM and (b) XFEM for a [50,50] CNT. One glide step corresponds to the
Stone-Wales rotation of one bond and ∼ 7.2o separation between the two
dislocation cores.

each other, suggesting that the gliding process is not energetically favorable. However,

as the applied strain becomes more than 1.2%, a decrease in the energy is observed,

suggesting that the process of glide becomes energetically favorable when the applied

strain is increased. Similar energetics was also observed by Zhang et al. [159] for CNTs in

tension and Mori et al. [158] for CNTs under bending deformations. Note that we have

shown energies relative to the energy of the tube when the dislocations are 4 glide steps

apart at the given strain, so all the energies in the plot to start at 0 eV.

We have reproduced the above mentioned MM calculations using the XFEM tech-

nique. A cylindrical mesh of the same radius and length as that of the [15,15] CNT used in

the above example is constructed. We have used subdivision surface elements [165, 166].

The finite element mesh consisted of 1440 elements and 765 nodes and the enrichment

function in Eq. (5.19) was used versus 6120 atoms for the MM calculations. The material
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properties E = 730 GPa and ν = 0.4 were calculated using the MTB-G2 potential. A

dislocation dipole was introduced by using the discontinuous enrichment function away

from the two cores for the glide planes. The singular core enrichment was used for the

nodes within a distance equal to twice the magnitude of the Burgers vector (2.46 Å) from

the cores, thus ρ+ = ρ− = 2b. The dislocation cores were moved away from each other

along their glide planes to replicate the movement of 5-7 defect pairs in the MM calcula-

tions. Displacement boundary conditions were applied by fixing all degrees of freedom of

the boundary nodes.

In XFEM calculations using the above mentioned enrichment functions, the total

energy of the system diverges because u∞ is singular [55]. Therefore, to calculate a finite

strain energy a small region around the dislocation cores was omitted in the strain energy

calculations as is common in continuum dislocation models. The omitted region was

calculated by comparing the energy of the XFEM model with the MM calculation at 0%

applied strain with a separation of four glide steps between the two dislocations. Note

that a single glide step separates two dislocations pair by a single hexagon, which is a

∼ 12o angular separation for a [15,15] CNT. For this set of strain energy calculations we

have excluded the quadrature points within a distance of 2.6 Å from the dislocation cores.

Fig. 5.10(b) shows the energy curves calculated by XFEM at different applied

strains as the dislocations move apart. Similar to the MM calculations, we observe that

after an applied strain of 1.2%, the dislocation motion becomes energetically favorable.
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Figure 5.12. Tensile strain at which glide becomes energetically favorable
with increasing CNT radius.

We repeated the same set of calculations on a [50,50] CNT using both the MM

and XFEM methods. The XFEM model was 249.6 Å long and consisted of 4800 elements

and 2550 nodes in comparison to 20400 atoms in the MM model. The energy variation

with the glide steps is shown in Fig. 5.11. Similar to the [15,15] CNT, for small applied

strain the energy of the [50,50] tube increases and for high strains the energy decreases as

the two dislocations glides away from each other. However, glide becomes energetically

favorable at applied strain 2.2%, which is higher than the strain at which the same happens

in [15,15] CNT. In Fig. 5.12, we have plotted these transition strains calculated using

XFEM for CNTs with radius as large as 67.8 Å ([100,100] CNT). It is observed that as

the tube radius increases the transition strain increases. This is reasonable as CNT with

smaller radius bears higher bending strain, which adds to the total strain energy of the

tube and therefore gliding becomes energetically favorable at smaller strains.
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Figure 5.13. Climb motion of dislocation due to sequential removal of two-
atom pairs (circled atoms).

5.3.2. Climb of dislocation by atom removal

We next model climb of dislocation pairs away from each other due to the removal of

atom pairs from the lattice. It was proposed [157] that the loss in mass of CNTs during

the experiments [153] was due to the removal of atom pairs, which also leads to the climb

motion of a prismatic dislocation. As shown in Fig. 5.13, a two-atom vacancy can be seen

as a dislocation pair. Removal of pairs of atoms followed by the reconstruction of bonds

makes the dislocation pair climb away from each other, as shown in Fig. 5.13.

We modeled the climb motion first using MM. A two-atom vacancy defect was first

created in a 143.5 Å long [10,0] CNT containing 1360 atoms. Pair of atoms were then

removed sequentially and the energy for the optimized structure was calculated so that the

climb direction is along the axis of tube. The same process was repeated after applying

tensile strain to the tube. The energy of the tube, shown in Fig. 5.14(a), increases as the
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Figure 5.14. Energy change at various strains with climb calculated by (a)
MM and (b) XFEM for a [10,0] CNT. One climb step corresponds to the
removal of two carbon atoms and ∼ 2.1 Å separation between the two
dislocation cores.

dislocation moves away from each other at all strains. This suggests that unlike glide, the

climb motion remained energetically unfavorable at all the strains. Note that Fig. 5.14

shows the energies relative to the energy of the tube when both of the dislocation cores

have climbed one step away from each other.

We used 750 elements with 420 nodes and enriched appropriate nodes using Eq.

(5.24) for the XFEM calculations in comparison to 1360 atoms in the MM calculations.

The material properties E = 915 GPa and ν = 0.4 were calculated using the MTB-G2

potential. Note that the Young’s modulus of [10,0] CNT is significantly different from that

of a [15,15] CNT. This is one of the idiosyncracies of the MTB-G2 potential [4]. Quantum

mechanical calculations clearly show the same Young’s modulus for all the chiralities

of CNTs, but the MTB-G2 potential predicts significantly different Young’s moduli for

CNTs of small radius with different chiralities [4].
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As in the glide example, a small region around the dislocation core was omitted in

the strain energy calculations. The energy in region was calculated by equating the strain

energy of the tube after two climb steps, which is removal of six carbon atoms from the

pristine tube, with the XFEM strain energy of the tube containing a dislocation dipole

separated by same distance as in the MM calculations. Note that the removal of first pair

of carbon atoms creates a dislocation pair and the removal of next two atom pairs moves

the dislocation dipoles away. For these calculations quadrature points within a distance

of 1.86 Å from the core were excluded.

The energies calculated using the XFEM are shown in Fig. 5.14(b). The results

match quite well the MM calculations: the energy increases at all the strains with dislo-

cation dipoles climb. Thus the climb motion of dislocation is not energetically favorable,

however at very high temperatures this state can be achieved due to high thermal energies

available to overcome the energy barrier.

5.4. Concluding Remarks

An extended-finite element method for dislocations was applied to model plasticity

in CNTs. The formulation uses C1 thin shell Kirchhoff-Love elements. An edge dislocation

dipole was introduced using discontinuous and singular core enrichments. We calculate a

finite strain energy by omitting a certain region around the dislocation cores. This region

was calculated by comparing energy with the MM calculations. Excellent agreement was

observed between the MM and XFEM calculations. Both MM and XFEM calculations



170

suggested that the glide mechanism becomes energetically favorable as the tensile strain

is increased, which is in agreement with previous calculations [158, 159]. We also observed

that for larger tubes higher strains are required for glide to become energetically favorable

as they have less bending strain due to their high radius.

We also modeled the climb of prismatic dislocations using XFEM and MM. A

step enrichment function was used to model the discontinuity caused by the removal

of atoms from the lattice. We calculated the change in energy using both methods at

different applied strains. Again very good agreement was seen between the XFEM and

MM calculations. It was observed that energy always increased as dislocations climbed

away from each other at all the strains, which suggests that the climb of dislocation is

energetically unfavorable.

For large CNTs and multi-walled CNTs atomistic calculations can be computation-

ally very expensive. XFEM simulations have been used to model both edge and prismatic

dislocations without the requirement of remeshing with high accuracy and less computa-

tional cost compared to the atomistic solutions. Due to the simplicity of formulations it

can easily be implemented into commercial softwares.
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CHAPTER 6

Conclusions

We have given main conclusions of all the chapters at the end of each chapter. A

summary is listed below:

∗ A bridging domain method based on overlapping domain decomposition has

been developed for equilibrium shell problems for coupling atomistics with continuum

mechanics. It uses Lagrange multipliers to impose displacement compatibility between

the atomic lattice and the finite element mesh in the overlapping domain. This method

does not require the finite element nodes to match the atomic positions at the interface.

∗ The quantum mechanical/molecular mechanical coupling scheme ONIOM was

implemented to study the effect of large defects in carbon nanotubes and graphene sheets.

The results of stress-strain curves calculated using the coupled scheme agree quite well

with the benchmark pure quantum calculations. A scaling method was developed, which

matches the molecular mechanical energy to the quantum mechanical energy over the

entire range of the applied strains. This avoids unphysical behavior which may be caused

by the difference between strength and stiffness of two models.

∗ A method for computing strains in discrete lattice structure based on the moving

least squares approximation has been developed. It reproduces exact strain for a linear
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displacement field when a linear basis is used and gives strain fields similar to the con-

tinuum strain fields near crack tip for atomistic model. An extension of the moving least

squares strain calculation scheme for capturing the strain discontinuity at the material

interfaces was developed.

∗A new partial overlap quantum mechanical/molecular mechanical coupling scheme

was developed, which does not require molecular mechanical calculation for the entire

body thus allowing calculations for systems containing defected regions for which no re-

liable reactive empirical potentials are available.

∗ The fracture strengths of defected graphene sheets and carbon nanotubes de-

creases as the size of defect was increased thus contradicting the flaw-tolerance theory,

which suggests that materials become flaw tolerant at nanoscale. Furthermore, it has been

shown that the decrease in strength agrees quite closely with that predicted by Griffith

theory for defects larger than two lattice constants.

∗ It was observed that the slits and holes of same length were reducing the

strengths by same degree at nanoscale, which is in contrast with the standard fracture

mechanics theory where cracks/slits cause much higher strain concentrations.

∗ An XFEM technique to model dislocation was implemented for modeling dislo-

cations in carbon nanotubes. Excellent agreement was observed between the XFEM and

MM calculations. Both XFEM and MM calculations suggested that the glide of disloca-

tions in CNTs becomes energetically favorable as the applied strain is increased above a
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certain strain. However, climb of the prismatic dislocation dipole remained energetically

unfavorable for all tensile strains.
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APPENDIX A

A simple energy-scaling scheme for fine-tuning empirical

potentials for use in coupled quantum mechanical/molecular

mechanical fracture mechanics studies

Reactive empirical potentials such as the bond-order potentials of Tersoff [167] and

Brenner et al. [84] allow fracture processes to be modeled by molecular mechanical (MM)

methods. Unfortunately, as we have previously observed in Chapter 3, these potentials do

not always predict fracture mechanisms for defected structures with even qualitative ac-

curacy; thus, quantum mechanical (QM) methods are required to obtain accurate results,

and the expense associated with QM calculations makes coupled QM/MM approaches

necessary for the treatment of large systems. The strategy for such QM/MM calcula-

tions, as explained in this thesis, is to treat the subdomains containing defects by QM

methods and to treat the rest of the system by MM methods. A crucial presumption of

such an approach is that the MM and QM potentials are sufficiently similar, at least in

the treatment of undefected regions, that they are compatible. When this presumption

does not hold, mismatches between the MM and QM interactions can lead to unphysical

behavior [13].
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Ideally, when performing multiscale calculations, the empirical potentials would be

re-optimized to closely match the QM properties of the system being studied, but this

can be a laborious task and is rarely feasible. In the following we present a simple strain-

dependent energy-scaling scheme that can be used to tailor the mechanical properties of

the MM potential so that they closely match those of the QM interactions. This method

will be presented in the context of fracture calculations of a defected graphene sheet.

For the present study we have adopted the two-level ONIOM scheme [32] explained

in Chapter 3 and 4 to couple the MM model with the QM model. The total energy E of

the system is then given by

(A.1) E = EMM + EQM
F − EMM

F ,

where EMM is the MM energy of the entire system, and EQM
F and EMM

F are the QM and

MM energies of a special subdomain, or fragment, where more accurate calculations are

desired. Spin-unrestricted QM calculations were done using the semi-empirical method

PM3 and a second generation modified Tersoff-Brenner potential (MTB-G2) [84, 4, 3]

was used for the MM interactions. Except as indicated below, the numerical details of

the calculations are the same as in Chapter 3.

Unfortunately, the mechanical properties (i.e., modulus, failure stress, and failure

strain) predicted by the empirical MTB-G2 potential are all significantly lower than those
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Figure A.1. Strain energy versus strain curves (left axis) obtained for a
pristine graphene sheet using PM3 and MTB-G2 and the resulting strain
dependent scale factor (right axis).

predicted by the PM3 QM calculations, as shown in Chapter 3. When QM/MM calcu-

lations are performed with these two interactions, dramatically unphysical behavior can

occur. In particular, we have observed fracture within undefected MM subdomains even

when these are coupled to QM subdomains containing significant defects. In Chapter 3,

the MTB-G2 potential was scaled by a constant factor to roughly match the strength and

stiffness of the material calculated using the QM method. This constant-scaling-factor ap-

proach prevents highly spurious behavior, but for a non-linear material such as graphene

this approach is still insufficient to accurately match the mechanical properties of the two

models in the non-linear regime. Mismatched behavior near the fracture point can result

in inaccurate fracture stress and strain when compared to a strictly QM calculation.
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We now consider a more general scaling scheme to permit better consistency be-

tween the mechanical behavior of the MM and QM methods over the full range of strains

occurring in a fracture process. In particular, we take the MM energy to be

(A.2) EMM = η(ε)EMTB-G2,

where η is a strain-dependent scaling factor calculated as

(A.3) η(ε) =
EQM(ε)

EMTB-G2(ε)
,

where ε is the Green strain, and EQM(ε) and EMTB-G2(ε) are the strain energies of a

graphene sheet as a function of strain that are obtained from strictly QM or strictly MM

calculations, respectively, of an undefected sample. Note that strain energy of a system

is the total energy at any strain minus the energy of the zero strain configuration. Figure

A.1 shows EQM(ε) and EMTB-G2(ε) for a small undefected graphene sheet and also shows

the resulting variation of with for a graphene sheet. The sheet was stretched in a direction

perpendicular to the zigzag edge with the degrees of freedom in the direction of stretch

fixed of the carbon atoms on boundaries perpendicular to the stretching direction.

However, this model requires calculation of a different η(ε) using Eq. (A.3) for a

different loading, which may be a tedious task. Here we also propose a simple scheme to

calculate the variation of the scaling factor with strains for any type of loading conditions
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Figure A.2. QM/MM model of a graphene sheet containing a two-atom
vacancy defect. The dark red atoms constitute the QM fragment and the
light blue atoms form the MM subdomain. The edge atoms are hydrogen
atoms and the others are carbon atoms.

based on scaling factors calculated for some simple loadings. Under a given strain condi-

tion, we calculate ε1 and ε2 in the coordinate system 1-2 using the tensor transformations,

where 1 and 2 represent the zigzag and armchair edge, respectively. The scaling factor is

then calculated by

(A.4) η(ε1, ε2) =
η(ε1, 0)EMM(ε1, 0) + η(0, ε2)E

MM(0, ε2)

EMM(ε1, 0) + EMM(0, ε2)
,

where EMM(ε1, 0) was calculated by applying strain ε1 and fixing the degrees of freedom

in direction 2 for the carbon atoms in all four boundaries and the degrees of freedom

in direction 1 for the carbon atoms on the boundaries perpendicular to direction 1 of a

pristine graphene sheet. The QM energy of the same sheet under same loading conditions
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was calculated and was divided by EMM(ε1, 0) to obtain η(ε1, 0). In a similar way, η(0, ε2)

and EMM(0, ε2) were calculated.

One advantage of this scaling scheme is that for the uniaxial loadings, where either

ε1 or ε2 is 0, Eq. (A.4) reduces to Eq. (A.3) exactly.

To illustrate this energy-scaling scheme we consider the fracture of a graphene sheet

containing a two-atom vacancy defect. Calculations were performed for a graphene sheet

with dimensions of 27 Å × 21 Å and containing 248 carbon atoms. The edge carbon

atoms were passified with hydrogen atoms and a QM subdomain consisting of the 52

atoms surrounding the defect was chosen. The unstrained structure is shown in Fig. A.2.

For this system we considered a strictly QM calculation, a QM/MM calculation

with η(ε) calculated using Eq. (A.3) (shown in Fig. A.1), a QM/MM calculation with

a constant scaling chosen to exactly match the Young’s modulus of the MM and QM

methods, i.e., η(ε) = 1.47, and a QM/MM calculation where the MM energy is unscaled

or η(ε) = 1.0. The stress vs. strain behavior for these four calculations is displayed in

Fig. A.3.

The QM/MM calculations with η(ε) = 1.47 scaling overestimate the stress at all

strains. Although this scaling ensures that the Young’s moduli of the MM and the QM

models match, the stiffness of the MM model is overestimated at higher strains due to

non-linearity. Consequently, the QM/MM fracture stress is higher than the QM fracture

stress (88.5 GPa versus 80.7 GPa). In a similar way, when no scaling factor is used the

fracture stresses are underestimated (72.9 GPa). If instead, constant-scaling factors of
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Figure A.3. Stress versus strain curves obtained for the graphene sheet
shown in Fig. A.2, strained in a direction perpendicular to the zigzag edge,
calculated using the QM method and the QM/MM method using constant
and strain-dependent scaling factors

1.20 or 1.60 are used the predicted QM/MM fracture stresses are 79.2 GPa and 93.4

GPa, respectively; thus, the fracture stress depends strongly on the choice of the constant

scaling factor.

When the strain-dependent η(ε) is used for the QM/MM calculations the stresses

match well with those of the strictly QM calculations over the entire range of strains.

Moreover, the fracture stress calculated by the QM/MM method is very close to the QM

fracture stress (80.9 GPa versus 80.7 GPa).

Next we used Eq. (A.4) to calculate the scaling factor for a biaxial strain loading

such that ε1 = ε2 and calculated energy versus strain curve for the sheet shown in Fig. A.2
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Figure A.4. Energy versus strain curve for graphene sheet shown in Fig.
A.2, strained biaxially, calculated using QM/MM and QM methods.

using the QM/MM calculations. These results are compared to strictly QM calculations

in Fig. A.4, which shows good agreement between the two energies.

In summary, we have shown that a simple strain-dependent energy-scaling factor

obtained from affordable calculations on an undefected sample can be used to significantly

improve the consistency of empirical MM potentials with QM interactions over a wide

range of strains. Coupled QM/MM calculations using this scaling method show excellent

agreement with strictly QM calculations. We also proposed a simple scheme to calculate

the scaling factors for any type of loading based on some simple loading conditions which

showed good agreement with the QM calculations.


