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ABSTRACT

Numerical and Experimental Studies of the Dynamics of Diffusion Flame Sheets

Jocelyn Elaine Renner

A comprehension of the complex dynamics of gaseous combustion requires an under-

standing of the underlying fundamentals. In this dissertation, I examine planar diffusion

flames from both an experimental and numerical perspective.

In the first part of this thesis, I study the extinction of unstrained, planar counter-

diffusion flames. The theoretical model describing these flames was previously realized

from experiments using the Porous Plug Counter-Diffusion (PPCD) burner. Using this

burner, I conducted extinction experiments to determine the limiting extinction curves

for propane-oxygen and methane-oxygen flames. The effects of burner configuration on

extinction concentration are explored, comparisons between propane and methane are

made, and the dependence of extinction concentration on mass flux is examined. In

addition to the experimental work, the system was numerically modeled to compare the

experimental work to model predictions. Also, using numerical simulations, it is shown

that a simple chemistry model captures the essential behavior of the system as well as the

more complex detailed chemistry model. Finally, the unstable behavior that was observed
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during the experiments is documented with comments as to the severity, types, and onsets

of such behavior.

In the second part of this thesis, I numerically simulate the effects of Lewis number on

the propagation of circular extinction zones (flame holes). Analyzing the data from the

numerical simulations leads to the discovery of a scaling law v = ar−b for the dependence

of the hole collapse speed on the hole radius at any phase during the re-ignition (hole

collapse) event on the flame sheet. Further observation shows that b depends solely on

the dimensionless strain rate and is independent of the Lewis number. Also, it is found

that decreasing the Lewis number increases the critical radius (i.e. the largest size of

the hole that results in a re-ignition of the flame) for a given strain rate and that the

scaling exponent of the critical radii with respect to strain rates is independent of the

Lewis number. A better understanding of the effects of the Lewis number helps bridge

the gap between analytic work where unity Lewis numbers are presupposed in many cases

and the dynamics observed through experimentation. This leads to more accurate models

of turbulent combustion and flame extinction. An improved understanding of colliding

planar flames guides the more complicated problem of flame hole collapse and turbulence

as well as having practical applications to various situations, such as in engine design.



5

Acknowledgements

No one walks alone through the world; therefore, I have many people to thank. Mom

and Dad, I can never express in words how much you have given me. Without your love

and support, none of this would have been possible. Your encouragement always helped

me when I thought there was no end in sight. You will always be the wind beneath my

wings. To my brother, Adam, thank you for always tolerating my crazy ideas. I love

you so much! You are the best brother a girl could have. Nana, your quiet ways, gentle

support, and constant love have always inspired me.

Benjamin, my love, you were always there to brighten my day. I literally could not

have done this without you. I look forward to a lifetime with you!

Thanks to Prof. Sandip Ghosal for believing in me, even when I sometimes did not.

Prof. Moshe Matalon, I truly appreciate all the guidance, advice, support, and countless

explanations. Also, thank you for facilitating my internship at Colorado School of Mines.

Prof. Paul Papas, Micah Jakulewicz, and the friends and colleagues at Colorado School of

Mines will always have my gratitude for a successful and incredible visit. A huge thanks

to Prof. Siavash Sohrab and Prof. Vladimir Volpert for their advice and time serving on

my committee. Their insightful comments helped refine this thesis.

Scott Carpenter, thank you so much for teaching me the importance of fundamentals.

You will always be my hero.



6

Thanks to the many friends and family who have been there and cheered me along

the way. To Matt for providing inspiration, to Ashlie and Dave for your friendship, and

to my officemates for their support.

This research has been supported in part by the NSF-IGERT program “Dynamics of

Complex Systems in Science and Engineering” (DGE-9987577).



7

Table of Contents

ABSTRACT 3

Acknowledgements 5

List of Tables 9

List of Figures 10

Chapter 1. Introduction 13

Chapter 2. Background 17

2.1. Premixed Flames 18

2.2. Diffusion Flames 21

2.3. Experimental Studies 33

Chapter 3. Extinction of Unstrained, Nitrogen-Diluted Propane-Oxygen and

Methane-Oxygen Diffusion Flames 45

3.1. Introduction 45

3.2. Methods 46

3.3. Extinction Curves for Propane and Methane 54

3.4. Dependence of Extinction Concentration on Mass Flux 63

3.5. Unstable Behavior 69

3.6. Conclusion 77



8

Chapter 4. The Effects of Lewis Number on the Collapse of Holes in Planar Flames 85

4.1. Introduction 85

4.2. Formulation of the Problem 85

4.3. Results 94

4.4. Conclusions 106

Chapter 5. Conclusion 109

References 111

Curriculum Vitae 117

Contact Information 117

Profile 117

Education 118

Professional Experience 118

Honors and Awards 118

Academic Research 119

Teaching Experience 120

Papers in preparation 121

Conference Presentations 121

Leadership and Community Involvement 122



9

List of Tables

3.1 Data for extinction dependence on volumetric flow rate and fuel

concentration (fuel convecting) 64

3.2 Descriptions of different types of observed flame instabilities 73

3.3 Conditions under which oscillations occur 74

4.1 Table of values of reaction rate, temperature, fuel concentration and

oxidizer concentration for a stable flame for varying Lewis numbers and

strain rates. 96

4.2 Table of exponential b vs strain rate 101

4.3 Table of coefficient a for the curve fit of velocity related to radius of

collapsing flames for various Lewis numbers 103

4.4 Table of logarithmic coefficient α for the curve fit of velocity related to

radius of collapsing flames for various Lewis numbers 104

4.5 Table of exponential b for the curve fit of velocity related to radius of

collapsing flames for various Lewis numbers 104

4.6 Effects of Lewis number on critical radius for two different strain rates 107

4.7 Effects of strain rate on critical radius for two different Lewis numbers 107



10

List of Figures

2.1 Edge flame 22

2.2 Geometry of an axisymmetric flow 24

2.3 Maximum temperature vs. Damköhler number: the S curve 25
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CHAPTER 1

Introduction

The phenomena of fire has fascinated humans throughout history–from cooking fires in

primitive villages to rockets in the space age. Yet, only in the last one hundred years has

humanity started to have an understanding of the mechanisms underlying this essential

process. Many different aspects of combustion have been studied through the past century

including combustion of solid materials, liquid sprays, and gaseous mixtures. We turn our

attention to the third because of the wide range of applications and the richness of the

dynamics. The complexity of the chemical reactions, coupled with the difficulties of

understanding the underlying fluid mechanics, make the challenge of fully understanding

turbulence in combustion a daunting task; however, some insight can be reached by

studying simplified models of combustion under limiting cases. Through these studies,

questions such as when will a gas ignite, how does the flame propagate, and under what

circumstances will the flame be extinguished are posed to gain deeper insight into the

mechanisms that govern combustion and the conditions necessary for it.

Gaseous combustion can be roughly separated into two different regimes: the slow

burning regime, called deflagrations, are those typically associated with flames such as

those found in burners and the fast burning regime, called detonations, that are associated

with explosions. Here, only the slow burning flames (those with a propagation speed

much less than the speed of sound) will be considered. Within this grouping, flames are

generally categorized into premixed flames and non-premixed flames (diffusion flames).
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In Chapter 2, I will present a look at some of the relevant work in the field, explain

the experimental burners that have been used, and explain the importance of the Lewis

number, a parameter that will be explored during this study. This understanding of the

history of combustion will provide the background for the models and experiments to be

presented.

Chapter 3 discusses the experimental and numerical work conducted at Colorado

School of Mines under the guidance of Prof. Paul Papas. This work was implemented

with the porous plug counter diffusion (PPCD) burner, a new apparatus designed to

study flames in uniform flows with very low strain rate. Experimental and numerical

work on the extinction limits for propane and methane in this burner (and hence in the

limiting case of zero strain rate) are presented. For both experiments and simulations,

the effects of burner configuration on extinction concentration is examined showing that

the flames extinguish at different concentration depending on whether fuel or oxidizer

is flowing and which side of the extinction curve is under investigation (fuel lean or fuel

rich). Comparisons between propane and methane show that propane is a more stable gas

that allow lower concentrations at extinction. The dependence of extinction on concen-

tration on mass flux is carefully analyzed showing that there are certain regions where the

mass flux must be reduced or increased to create burning, and that the extinction curve

is highly sensitive to the mass flux used to determine the extinction concentration. We

also are able to bridge the gap between analytical models of unstrained counter diffusion

flows that presume only simple chemistry and the numerical multicomponent chemical

models by using a simple, numerical, one-component chemical model and showing how

this captures the same dynamics as that of the more complex chemistry, validating the
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comparisons between the analytic models and the numeric models. Finally, the unsta-

ble (non-linear) behavior of various extinction limits and a description of the observed

instabilities is presented with explanations as to the onset of the oscillations, how they

develop, their severity and how they differ between fuel types.

In Chapter 4 I extend the work of Ghosal and Vervisch [1] and Lu and Ghosal [2, 3]

to numerically consider the effects of Lewis number on a two dimensional colliding flame

model. I am able to fit the velocity of the edge of the flame near collapse to a polynomial

expression and determine that the coefficient is dependent on Lewis number while the

exponent is dependent on strain rate. Also, a study of the effects of Lewis number on

critical radius is examined showing how Lewis number increases the critical radius within

a given strain rate and that all critical radii scale between strain rates in the same fashion.

An improved understanding of colliding planar flames provides insight into more com-

plicated problems such as flame hole collapse and turbulence as well as having very prac-

tical applications to engine design (see for example the work conducted by Carrier, et al.

[4, 5, 6, 7]). This experimental work provides a framework to study analytic models

of flame dynamics and multistep chemistry and allows for verification of experimentally

determined parameters. It also opens a new dimension in looking at oscillatory behavior

in the extinction regimes. Finally, having a better understanding of the effects of the

Lewis number helps bridge the gap between analytic work (where unity Lewis numbers

are presupposed in many cases) and the dynamics observed through experimentation, and

could lead to greater understanding of turbulent combustion and flame extinction. While

the work proposed here will contribute to the general understanding of combustion and

flame dynamics, the methods and mathematical models described can also be applied
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to other fields such as chemistry, material science, and fluid dynamics. In addition to

combustion, they can be used to study problems related to bubbles, crystals, or corrosion

[8].
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CHAPTER 2

Background

Many summaries of the literature on gaseous planar flames are available (see for ex-

ample [9, 10, 11, 12]). Only a brief examination is attempted here. This chapter will

encompass some of the background that has led to the current work.

While alchemists and scientists throughout the ages have studied fire in various forms,

Mallard and Le Chatelier were the first to study how combustion fronts propagated as

they attempted to understand how fires in mines traveled [13], and many others have

attempted to solve the problems involving combustion in various forms [9]. From detona-

tions (explosions) to deflagrations (burning flames), these problems are vast in scope and

difficulty. Due to the highly non-linear nature of the equations governing both the fluid

dynamics and the heat and mass transfer, no analytic solution is possible to the more

complex models. Different simplifications resulted in many different approximations for

flame speed and models for flame propagation. Taffanel, Jouguet, Nusselt, Daniell, Lewis

and von Elbe, and others developed solutions to simplified models or experimentally deter-

mined expressions for flame propagation. The precursors to modern asymptotic methods

of studying planar flame speeds came from Zeldovich and Frank-Kamenetskii who devel-

oped a model for flame propagation in the limit of large activation energy (represented by

a parameter now known as the Zeldovich parameter (β)). Teffanell, Zeldovich and Frank-

Kamenetskii all considered an Arrhenius model reaction rate. The latter two developed

a model to consider concentration and temperature in the reaction zone [10].
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Gaseous flames may be classified in two broad types: premixed flames and non-

premixed (diffusion) flames. Premixed flames are formed when a flame front propagates

through a homogeneous mixture of fuel and oxidizer. If the fluid flow in the gas is laminar

then the resulting flame is known as a laminar premixed flame. Premixed flame fronts

can be steady (such as in a Bunsen burner) or they may take the form of a traveling

front. Diffusion (non-premixed) flames occur when fuel and oxidizer are introduced from

different sides of the flame front. Common examples include candles, some gas stoves,

and counterflow burners (more explanation on this later).

2.1. Premixed Flames

Premixed flames have been a subject of active research because of its direct applica-

tions and because their essential properties can be described by relatively simple math-

ematical models. These flames will be briefly discussed as some theories are essential to

understanding their more complex cousins, non-premixed flames.

In his 1965 work, Williams [14] presented a summary of the research on premixed

laminar flames, describing the history behind the study, experiments, and current theories.

He summarized a phenomenological analysis and the mathematical theory behind the

deflagration waves. Since then his model has been used by many others. An important

aspect of the derivation he presents is the cold boundary difficulty where the boundary

conditions suggested cannot be met in terms of the actual problem, i.e. the problem is

ill posed. One possible correction is to simply set the reaction rate to zero when the

temperature is less than some ignition temperature. Some approximation techniques,

including Von Kármán’s solution and Zeldovich’s are presented.
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Zeldovich and Frank-Kamenetskii’s asymptotic approach to studying flame propaga-

tion paved the way for the application of the field of asymptotics to combustion that devel-

oped in the 1950’s and 1960’s as well as the theory of large activation energy asymptotics

(now simply known as AEA). Friedman and Burke presented a leading order expansion

for the case of unity Lewis number1 and the numerical work to examine the solution.

Bush and Fendell continued their work and presented a two term asymptotic solution for

temperature and concentration in the limit of high activation energy, considering general

Lewis numbers [15].

Following the development of analytic solutions for an infinite domain came the de-

velopment of solutions for quenching of flames. Engine design was one major motivation

for studying flame collision with walls and flame quenching (see for example: [16, 6, 7]).

Kurkov and Mirsky studied laminar flame extinction on a cold wall and developed an

asymptotic solution [16]. Part of the fuel remains unreacted in the cold wall problem as

the flame is quenched away from the wall. Kurkov and Mirsky studied how the amount

of unreacted fuel depends on the Lewis number and gave a lower limit for the amount of

unreacted fuel. Carrier, Bush, Fendell and others [4, 5, 6, 7] conducted in depth studies

of flames interacting with adiabatic (non-reacting) walls and with cold walls in an effort

to improve engine design. Their work on adiabatic walls showed that the flames do not

quench before the wall, but the flame speed actually increases as the flame approaches

the wall and there is complete combustion of the deficient species. They developed a

similarity solution for the unity Lewis number case of a laminar flame with an adiabatic

boundary condition and studied it numerically, later extending their work to include side

1The Lewis number is the ratio of the thermal diffusivity of the mixture to the mass diffusivity of the
deficient reactant
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walls [5, 4, 7]. Bush, et al. discuss the engineering ramifications of their work, includ-

ing the potential for ceramic (close to adiabatic) caps for engines versus caps held at a

uniform temperature. Interestingly, they note that the materials could not withstand

the temperature fluctuations at the wall caused by reaction with a pure adiabatic wall;

however, this produced more efficient burning and less loss of heat to the surroundings.

[6].

Other works extended the one dimensional model to include pressure disturbances

and their effect on flame behavior, constant volume flame propagation and oscillations

in flames [17, 18]. Buckmaster examined two dimensional premixed flames, including

work on quenching due to heat loss and quenching due to shear behind a wire. He

showed how the flame speed depends on the heat lost: small heat losses cause the flame

speed to increase and large heat losses cause the flame speed to decrease. Large shear

gradients quench most flames (note they did find a small band of Lewis numbers for

which quenching does not occur) [19]. Recently, models including a higher number of

reactants have been introduced including the work by Matalon, Cui, and Bechtold where

they presented a two-reactant scheme to study the effects of varying the effective Lewis

number. They considered the velocity, pressure, and vorticity generated by the flames and

studied several physical examples of flames such as a Bunsen burner and flames stabilized

by a stagnation point [20].

The mathematics behind premixed flames also has applications to other fields. Duda

and Vrentas [8] developed a method of solving moving boundary problems in diffusion

controlled systems using perturbation methods similar to those used in combustion, and

they suggested applications of their work include bubble dissolution, growth of crystals in
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liquids, corrosion of metals, and sorption of penetrants by polymers. In a related work,

Huang and Shih [21] studied liquid freezing. Many of the same techniques used in Huang

& Shih and Duda & Vrentas, such as using coordinates attached to the moving boundary,

are used in studying planar flame deflagration.

2.2. Diffusion Flames

Diffusion flames generally occur when there is a separation between the fuel and the

oxidizer (such as methane gathering in the ceiling of a mine with fresh air below) with

a flame at the interface between the two. Partial premixing also can lead to diffusion

like flames where characteristics of both premixed flames and non-premixed flames are

observed [12]. Tribrachial flames (also known as triple flames), which combine aspects of

partial premixing and diffusion flames, occur in a variety of situations, from flame spread

over liquid fuels to strained jets [22]. They are comprised of a fuel rich premixed branch

and an oxidizer rich premixed branch with a diffusion flame between. One common

manifestation of this phenomena is an edge flame that develops where the flame sheet

ends either due to quenching (such as in the case of a flame hole or a disk) or due to

stabilization off of a burner, splitter, or heat sink (see Figure 2.1). A flame sheet that

develops a hole, usually due to quenching can be thought of as a ring of edge flames, as can

its counterpart: a flame disk that develops when a patch of burning material is surrounded

by unignited gas. Understanding the dynamics of flame holes and flame disks is important

to gaining more insight into the behavior of flame sheets and turbulent combustion [23].

A brief background on previous research into diffusion flames, edge flames, and holes and
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disks in flame sheets, including a review of analytical, numerical and experimental work,

is presented in Section 2.2.1.
230 S. Ghosal and L. Vervisch

Oxidizer

Fuel

Lean premixed flame

Stoichiometric line

Rich premixed flameTriple point

Y

x

Figure 3. The structure of an isolated propagating triple flame as observed in direct numerical
simulation. The contours are isolines of heat release or reaction rate (Ruetsch et al. 1995).

by Ruetsch, Vervisch & Liñán (1995) to address the relation between heat release
and triple-flame velocities, and by Echekki & Chen (1998) to study the chemical
structure of methanol–air triple flames. Theoretical investigations were undertaken
by Buckmaster & Matalon (1988) to study Lewis number effects, theoretical results
on propagation velocity and shape of triple flames were derived by Dold (1989) and
Hartley & Dold (1991) and edge-flame holding was studied by Buckmaster & Weber
(1996).

The first theoretical derivation of the speed of propagation of a triple flame is due
to Dold (1989). In this analysis Dold assumed the fuel mixture fraction gradient to
be weak so that the triple flame would have only a slight curvature. This restriction
was later removed by Hartley & Dold (1991). However, in both analyses, density
perturbations due to heat released in the combustion were neglected to keep the
problem tractable. Nevertheless, the importance of such variable-density effects have
been pointed out by Ruetsch et al. (1995) through analysis of results of numerical
simulation. The present work is an attempt to include at least the lowest-order effect
of such density changes. In the present work, we assume unity Lewis numbers. The
effect of small deviations from unity Lewis numbers have recently been studied by
Daou & Liñán (1998) in the incompressible limit for weakly curved flames.

We first revisit the constant-density case, but using an approach that is different
from that of Hartley & Dold. The essential difference is that, instead of treating the
flame surface as an unknown free boundary, we approximate it by a parabolic profile
(albeit of unknown curvature). While this is reasonable in the immediate vicinity of
the flame tip, it has no formal justification for distances from the flame tip of the
order of or greater than the radius of curvature of the flame front. However, since
the reaction rate drops steeply with distance from the flame tip (see figure 4), it is
hoped that the inaccurate representation of the flame path away from the tip would
have a negligible impact on quantities of physical interest such as propagation speed.
We call this the ‘parabolic flame path approximation’. We then apply the method of

Figure 2.1. Diagram of an edge flame. Fuel and oxidizer are separate, as for
diffusion flames. As the flame propagates into the region a lean premixed
flame and a rich premixed flame are observed on either side of a diffusion
flame. Numerical calculation from Ruetsch, et al. [24] reproduced from
Ghosal and Vervisch [1]

2.2.1. Planar Two Dimensional Diffusion Flames

Burke and Schumann [25] coined the phrase “diffusion flame” in their preliminary work

on non-premixed flames. Their experimental work, as discussed in the previous section,

supplemented their theoretical predictions. Their model was a one dimensional, con-

stant coefficient, steady flame model where they assume that the flame was confined to

a thin region they referred to as the flame front. The reduced equations they developed

were those governing the diffusion of a single gas with boundary conditions of constant

concentration at infinity and a boundary condition at the flame front. They considered
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both spherical burners and flat flames, giving flame profiles for both cases. They showed

how varying different parameters such as the dimensions of the tubes, the pressure, and

the concentrations of the two species affected the equations and gave the observed flame

profiles. Later, their results were shown to be the asymptotic solution in the limit of

large Damköhler number. They do not consider the effects of flow, but many of their

assumptions can be validated in the proper asymptotic limits [26].

Zeldovich [27] did preliminary asymptotic work on determining the solution for the

species and temperature equations for diffusion flames, examining the reaction zone of the

flame, and investigating the kinetics of the chemical reaction. He developed a theory for

the temperature in the flame predicting that it should be equal to the stoichiometric flame

temperature in the absence of heat losses by radiation and cooling. He noted that the

extinction of a non-premixed flame is determined by a lowering of the temperature that

results from the finite rate of the chemical reaction. He introduced a first order, Arrhenius

term for the chemical reaction and constructed his solution based on two different regions

in the flow in an asymptotic like solution.

Fendell [28] developed an asymptotic approach to the problem on non-premixed com-

bustion in the case of an axisymmetric flow (see Figure 2.2). He uses a one step chemical

model similar to that used by Zeldovich [27] and explores how Arrhenius kinetics can be

used to explain ignition and extinction of flames. In addition, he presents an asymptotic

solutions for the limit of small chemical activity (nearly chemically frozen flow) and for

a nearly thin flame. Fendell examines the dependence of maximum temperature on the

Damköhler number, showing the three branched structure (later described as the ‘S’ curve
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(see Figure 2.3), explaining how the Burke-Schumann model is the limit of Arrhenius ki-

netics as Da→∞. Liñán continues this model in his work [29]. He identifies four zones

from the S curve: a nearly frozen ignition regime, a partial burning regime (unstable), a

premixed flame regime, and a near-equilibrium diffusion controlled regime. The S curve

is a result of high energy asymptotics, as for low activation energy the dependence is a

monotonic function.

Figure 2.2. Geometry of an axisymmetric flow where oxidizer flows in from
the left, fuel from the right, and there is flame down the centerline where
the reactants join. The products are forced out the side. The dotted lines
refer to particle paths. From Fendell [28]

.

For each identified region in the S curve, Liñán provides approximations to temper-

ature and flame position in his paper, and then he discusses the ignition and extinction

conditions for the flame as related to each region [29]. Later work by Liñán and Crespo

[30] considers ignition times and shows they depend on the initial thermodynamic state

and chemical kinetic parameters rather than the transport coefficients. Liñán and Crespo
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Figure 2.3. A plot of maximum temperature vs Damköhler number with
extinction (E) and ignition (I) points marked, typically referred to as the
S curve. A similar plot appeared in the work by Fendell [28] and Liñán
describes various sections of it in his work [29]. Plot from Buckmaster and
Ludford [26]

.

also discuss the asymptotics behind the different regimes in an unsteady premixed flame:

ignition regime, deflagration regime, and diffusion regime.

2.2.2. Tribrachial Flames

2.2.2.1. Coflow or traveling flame configuration. A tribrachial flame (or a triple

flame as it is more commonly called) usually occurs in weakly stratified or non-premixed

conditions. As the flame burns, there is a fuel rich flame that burns on one side, but not all

the fuel is consumed. The same happens on the oxidizer side. The unconsumed products

diffuse together to form a diffusion flame at the midplane. Buckmaster [31] notes that

edge flames also occur in tube-burners, flame spread over fuel bed, and candles burning

at low Grashof numbers. Phillips [32] described the characteristic edge flame (he termed

it a U shaped front) that he observed propagating along the interface of a methane/air

boundary, noting the premixed wings and the diffusion flame along the midplane.
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Phillips [32] used a fixed flame, coflow burner and experimentally calculated flame

speed discovering it was higher than that predicted by a stoichiometric mixture. He

also observed the flow profile noting that the speed of the tracer particles increased as

they went through the flame. Kioni, et al. [33] also experimented with a coflow burner,

showing a stable edge flame where the premixed wings are parallel. They also verify

Phillips’ observation that flame speeds are higher than the adiabatic laminar burning

velocity.

One potential region of interest is that of slowly varying flames (SVF) where one of

the Lewis numbers is bounded away from unity. Dold’s work models this type of situation

[34]. He uses matched asymptotic expansions to find profiles of triple flames with low

heat release and in the limit where the propagation speed is near that of the maximum

adiabatic laminar flame speed (which he concludes is an upper bound for the flame speed).

He concludes that the mixture fraction gradient at the leading edge of the flame controls

the shape and propagation speed of a triple flame. Hartley and Dold [22] use numerical

simulations to study more rapidly varying triple flames as a result of increased transverse

mixture fraction gradient (considering only small heat losses). They develop a theoretical

model and use numerical simulation to show profiles of flame shape and speed. Their

results show flame curvature is inversely proportional to mixture fraction gradient, and

they demonstrate that curvature of the edge flame causes a decrease in speed. While they

investigate only regions with positive propagation velocities, they report work where zero

or negative propagation speeds were exhibited, and linked flame speed to curvature of the

leading edge of the flame. Buckmaster and Matalon [35] study edge flames in the SVF

limit, taking the oxidizer Lewis number to be unity and assuming a fuel Lewis number
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greater than unity. They also take the upstream concentration gradient to be small and

develop asymptotic solutions for both the flame shape and speed. In their work, they

seek solutions to a steady propagation into an unbounded regime, but discover instead a

situation akin to an anchored flame due to the behavior of the fuel rich branch.

Ruetsch, et al. [24] extend the understanding of edge flames by considering the case

when there is heat loss. Their numerical work showed how mass fraction, reaction rate,

temperature and density profiles for the triple flame (see for example Figure 2.1). They

show the importance of heat transfer in edge flames. Behind the wings, the temperature

rises, and heat is conducted away from the mid-plane. If too much heat is lost, the edge

flame is quenched, but the heat release generates a strain field that resists quenching.

They verify the results by Dold under the assumption of zero heat loss; but, they go on

to show that the far field flame speed is affected by heat release.

Buckmaster [31] builds on his theory for edge flames propagating through an un-

bounded weakly stratified mixture. His theory uses side terms to model heat lost through

the boundaries and reaction terms that preserve the fact that equilibrium states are fixed

by the Damköhler number and reaction be diffusion limited in the limit of large Damköhler

number. He notes that a different asymptotic treatment is needed for different values of

the Damköhler number. For large values of the Damköhler number, he develops an as-

ymptotic solution to the unbounded edge flame, and compares and contrasts this solution

with a classic deflagration wave noting that the deflagration wave will always have a pos-

itive propagation speed, while an edge flame can have a negative speed, depending on

the Damköhler number. Also, there is no cold boundary difficulty with the edge flame
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solution. For order one values of the Damköhler number, he outlines a shooting strategy

to find the eigenvalue (related to the speed).

Plessing, et al. [36] did numerical and experimental work on triple flames using

a complicated (10 step) reaction model. They studied intermediate species and rates

of formation and consumption in flames as well as the stability of triple flames and the

dependence of the flame on mixture fraction gradient. They present a comparison between

experimental and numerical profiles. They determine that at low strain rates, the partially

premixed counterflow flame has three reaction zones. As the strain rate increases, these

zones merge to be one diffusion flame. Heat exchange and heat losses at the edge determine

the structure of a triple flame. Echekki and Chen [37] also did stability studies on triple

flames with complex chemistry. They determine that the different chemicals involved in

the burning of methanol are responsible for the asymmetric flame shape, partially due to

the difference in diffusion rates of the various components.

2.2.2.2. Tribrachial Flames: Counterflow configuration. Triple flames are also

observed in counterflow configurations where oxidizer and fuel meet with a flame sheet at

the intersection. Figure 2.4 shows a theoretical model of such a situation with the edge

flames running perpendicular to the plane of the counterflow from the work by Daou and

Liñán [38]. Such configurations depend on strain for the flame sheet to be maintained,

and studies of such systems are often analyzed to understand the effects of strain on

flames. In turbulent flow, such strains may cause extinction. Buckmaster [31] suggests

that there could also be edge flames in premixed flows if there is a counter flow of cold

fresh mixture.
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450 J Daou and A Liñán

Figure 1. The strained mixing layer configuration. The fuel stream has temperature TF, a fuel

mass fraction yF,F and contains no oxidizer. The oxidizer stream has temperature TO, an oxidizer

mass fraction yO,O and contains no fuel. The density being assumed constant, the velocity field

considered is a two-dimensional stagnation-point-type flow with components vy = −aY and

vz = aZ on the y-axis and z-axis, respectively. We shall study herein flame propagation along

the mixing layer in the x-direction.

in figure 1, where useful notations are introduced. The velocity field considered is a two-

dimensional stagnation-point-type flow with components vy = −aY and vz = aZ on the

y-axis and z-axis, respectively, where a is the strain rate.

We shall examine steady flame propagation along the mixing layer in the x-direction,

described by similarity solutions (i.e. temperature and composition fields) which are

independent of the z-coordinate and of time if we use a frame of reference attached to

the flame front. In such a frame, the velocity field v has an additional x-component, U , the
flame-front velocity, which will be an eigenvalue of the problem, hence v = (U, −aY, aZ).

The triple flames which we thus analyse will correspond, if U > 0, to ignition fronts,

which extend diffusion flames to the frozen regions of the mixing layer, or, if U < 0, to

extinction fronts. Our main concern will be the determination of the flame shape and the

front velocity U .

The paper is organized into three parts. The first part is dedicated to a general

formulation of the problem, within the framework of a constant-density model and a single

Arrhenius reaction. Then, in the limit of large activation energy, a compact formulation

is derived and solved analytically for large values of the Damköhler number. Finally,

numerical results covering a wide range of the Damköhler number are presented, which

focus on preferential diffusion effects on triple flames.

2. General formulation

The problem addressed herein is the steady propagation of a flame in a strained mixing

layer along the x-axis as sketched in figure 1. For the sake of simplicity, the following

Figure 2.4. Model of edge flames in a counterflow. The edge flames here
seem to be coming out of the page. Oxidizer flows from the top, fuel flows
from the bottom, and a mixing layer with a flame is formed at the intersec-
tion. Figure from Daou and Liñán [38]

Kioni, et al. [33] presented theoretical and numerical solutions for an edge flame

generated by a strained, steady, counterflow problem. They showed that as the strain

rate increases (i.e. the Damköhler number decreases), the edge flame transforms into a

regular diffusion flame. When the strain rate is very large, the velocity becomes negative,

indicating a failure wave rather than a propagation. Buckmaster [31] addresses the model

Kioni, et al. developed for a counterflow, suggesting improvements. He suggests that the

relating the retardation to stretch is a one dimensional phenomena that results from the

existence of three equilibrium solutions (the S curve for Damköhler number). Shay and

Ronney [39] present experimental work on flows with spatially varying strain to study

the effect of strain on quenching. Their work will be further discussed in Section 2.3.2.
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Daou and Liñán [38] derived expressions for the flame shape and flame speed in the

limits of large Damköhler number. They considered the effects of unequal feed temper-

atures, non-unity Lewis numbers, and different Damköhler number, showing the range

of speeds (including negative speeds or failure waves) are possible in certain ranges of

Damköhler number and Lewis numbers. They show how decreasing the Lewis numbers

causes velocities to increase and present numerical work to supplement their analytical

work.

2.2.3. Flame holes and flame disks

Nayagam, et al. [23] extend Buckmaster’s work on one dimensional edge flames to con-

sider flame holes with curved edges. They show that there are no stable free flame holes

(i.e. one without sinks near the edges). The free flame holes collapse when the Damköhler

numberis large. If it is small, there is a critical radius and initial radii larger than these

expand while critical radii smaller than the critical radius shrink. Anchored flame holes

(those with a heat sink attached) can be stable, depending on the Damköhler number.

Under a certain critical Damköhler number, there are no stable flames. They determine

that a sufficient gradient in Damköhler number is needed to support a flame hole which,

they claim, is why experiments using counterflow jets to produce laminar flow do not ex-

hibit stable flame holes. They also explained how their work can be applied to turbulent

diffusion flames, where there is often large gradients in Damköhler number leading to the

possibility of flame holes. Also, by examining the Damköhler number in a region, it can

be predicted whether a flame hole will grow or shrink.
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Potter et al. [40], using a tubular burner, were able to observe stable flame holes in

a counterflow diffusion flame. They used counterflow jets which have a Hagen-Poiseuille

parabolic velocity profile and by increasing the strain rate, they were able to get the holes

to extinguish in the center of the sheet and remain stable.

Buckmaster and Jackson [41] continue the work investigating the effects of curvature

on flame holes. They examine the dependence of flame quenching on Damköhler number,

focusing on the conditions under which they will close. As the radius decreases, the range

of Damköhler number for which the hole will not collapse also gets smaller. They also

consider what they term a “flame isola” or a island of flame (the opposite of a flame hole–

also known as a flame disk). Changes in Lewis number are only pertinent for small holes

because they adjust the heat released to keep the Burke-Schumann flame temperature

the same. They give a qualitative analysis of edge speeds and argue that the speed is a

function of the radius of the hole when the hole/disk is growing. When the radii are large

growing disks/holes behave as straight edges.

Pantano and Pullin [42] determine a time dependent, self-similar solution of the one

dimensional edge flame model, continuing the work of Buckmaster for large activation

energy and unity Lewis number. They note that no self-similar solution is available for

non-unity Lewis numbers. They considered holes whose radii were small compared to the

thickness of the mixing layer and study the cases where a planar configuration and an

axisymmetric configuration are used. They show similar dependence of the solution on

Damköhler number as did Buckmaster and Jackson [41]. Also, they show a relationship

between the edge flame position and time (which in turn can be used to relate the velocity

to the edge flame position or time as will be discussed in a later section). They conclude
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that side losses do not affect the leading order solution. Numerical results verifying their

analytic conclusions are also presented.

Ghosal and Vervisch [1] present a two dimensional model of a triple flame, following

the work of Dold [34] and Hartley and Dold [22]. Where Dold and Hartley considered the

flame shape to be unknown, Ghosal and Vervisch assume the profile is parabolic with an

unknown curvature (that is determined as part of the solution method). This assumption,

while ad hoc, allows the development of analytic solutions for the flame’s propagation

speed, reaction rate, curvature, and temperature in the limits of large activation energy

and small heat release. Together with the work of Ghosal and Lu described in the next

paragraph, their work will form the basis for part of the work conducted here.

Related to the work with adiabatic walls, Lu and Ghosal [2, 3] found a similarity

solution for the problem of two flames colliding in the case of unity Lewis number in

the one dimensional case. Lu [3] conducted a numerical exploration of different cases

when the Lewis number varied from unity. For unity Lewis numbers, the temperature

increases to and then remains at the adiabatic value. When the Lewis number is greater

than unity, the flame temperature increases before the flame causing a peak value greater

than the adiabatic temperature, while for Lewis numbers less than unity, the temperature

decreases from the adiabatic temperature as the flames collide. Figure 2.5 demonstrates

these temperature variations. All flames colliding accelerate as they collide; however, for

Lewis numbers less than unity the flames show a slight decrease in speed when they first

get close to each other before acceleration. An analytic solution for general Lewis numbers

in two dimensions will hopefully illuminate some of the interesting behavior discussed by

Lu. They also conduct a numerical investigation of flame holes and flame disks in two
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dimensions for unity Lewis number [3, 43], taking into account the effects of the flow

fields and considering temporal evolution of both flame holes and flame disks. When the

strain rate is large, the flame collides and forms a diffusion flame since the premixed wings

are practically non-existent (as was discussed by Kioni, et al. [33]). For smaller strain

rates, after the collapse the premixed wings become flame isolas and gradually fade away.

For flame disks, they discuss the critical radius that divides expanding and contracting

regions. The critical radius is dependent on the strain, and increases with increasing

strain rate. It can also be related to the energy of the ignition source. We will continue

the work done here expanding it to include non-unity Lewis numbers and examine the

effects that this has on flame hole collapse.

Figure 2.5. Temperature profiles for different Lewis numbers. For unity
Lewis number, the flame temperature is the adiabatic flame temperature
and remains so behind the flame. For Le > 1 the flame temperature is
above the adiabatic temperature and for Le < 1 it is below the adiabatic
temperature. This figure is taken from Lu [3]

2.3. Experimental Studies

The main types of burners used in combustion experiments today are the coflow

burner, characterized by the combination of fuel and oxidizer in such a way that both
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reactants flow in one direction together (for example, see Figure 2.6), and a counterflow

burner, where fuel and oxidizer are forced together from opposite directions through jets

creating a planar flame (see for example Figure 2.9). A brief description of some of the

burners used in various experiments are given in the following sections followed by a brief

description of the porous plug counterdiffusion burner that will be the subject of the

research that is presented in Chapter 3.

2.3.1. Coflow Burners

Modern diffusion flame experiments can be traced back to the seminal work by Burke and

Schumann [25]. Instead of using a Bunsen burner (which is typically a premixed flame),

they studied flames from a burner where pure fuel met the air and the flame was created

at the interface between the two. This flame, which they referred to as a “diffusion flame”

is of interest in diverse circumstances ranging from mining [32] to cooking ranges [44].

Their experimental set up consisted of two concentric tubes, the inner tube carried fuel

into a wider chamber formed by the larger tube containing an air flow (see Figure 2.6(a)).

This generated a flame that was cylindrical at the base. To get a flat flame, they suggested

using parallel plates rather than the tubes. They considered the effects of varying the

dimensions of the tubes, changing the coefficient of diffusion, adding an inert gas to the

fuel mixture, changing the pressure, preheating the gas, and adding oxygen to the fuel on

the flame shape and flame height. Their experiments showed, among other things, that

an overventilated flame has a profile that arcs out while an underventilated flame curves

in, much like the flame on a candle (see Figure 2.7).
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(a) Burke and Schumann [25] (b) Kioni, et al. [33]

(c) Phillips [32] (d) Plessing, et al. [36]

Figure 2.6. Coflow burners that introduce fuel and oxidizer by means of
channels of initially separate fuel and oxidizer that join. A flame front occurs
where the two come in contact in stoichiometric proportions. Some incorpo-
rate various methods of mixing (such as glass beads) or flow straightening
devices to create uniform conditions.
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Figure 2.7. The diagram on the right shows an underventilated flame, where
there is an excess of fuel and the flame terminates at the wall of the outer
cylinder. For the overventilated flame, there is an abundance of oxygen and
the flame forms a conical shape, symmetric about the midplane [25]. This
figure is reproduced from Williams [9] based on the work by Burke and
Schumann.

Phillips [32] analyzed methane flames and was one of the first to publish photographs

of edge flames and provide a description of their composition. He used two models for his

experiments: one was an open gallery 6 feet long by 4 inches wide and a foot across with

glass walls for observation. Methane diffused in through the roof then a spark was ignited

at one end causing a combustion wave to travel the length of the chamber. His second

experimental apparatus was a static flame rig (see Figure 2.6(c)) where methane and air

were introduced into a tube, but separated by a plate. The stream would stabilize before

the end of the partition giving a laminar flow before the gases went through a mixing

section and a flow straightener. Phillips’ experimental work focused on determining flame

speed and the quantity of fuel and distribution required to support a flame.
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Kioni, et al. [33] used a variation of the coflow burner used by Burke and Schumann

to study strained diffusion flames. The burner uses different compartments to control the

mass fraction gradients. Figure 2.6(b) gives details of their burner. Their experimental

work focused on the importance of mass fraction gradients and strain in determining

velocity and flame structure. They found that velocities produced by their burner were

higher than adiabatic laminar burning velocities for a premixed flame.

Plessing, et al. [36] did work using a coflowing stream with fuel on the inside, then

a dilute fuel air mixture, finally a uniform air co-flow (see Figure 2.6(d)). This arrange-

ment provides a three zone structure with an inner, premixed core, an outer fuel lean

mixture and a diffusion zone in between to generate a triple flame in a laminar flow.

Their work concentrated on measuring velocities, temperatures, and the concentrations

of intermediate species and final products.

2.3.2. Counterflow Burners

Counterflow burners can be used to study planar flames under strain for both premixed

flames and non-premixed flames. Figure 2.8 from the work of Seshadri [45] shows the

experimental configuration.

The effect of stretch on flames generated by opposing flows of partially premixed fuel

and oxidizer has been studied by Osborne, et al. for a better understanding of flame

structure and emissions [44]. Their apparatus consisted of two jets, one of premixed

methane and the other of air, that streamed together and were ignited at the midplane

to form dual flames (a premixed flame and a diffusion flame), perpendicular to the plane

of the flow (see Figure 2.9(a) for the apparatus and Figure 2.10 for the flame).
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Description of Experimental and Numerical Studies

Steady, axisymmetric, laminar flow of two counterflowing streams toward a stagnation plane is
considered. Figure 1 shows a schematic illustration of the counterflow configuration employed
in the present study. Two flame types are used in the present study, a nonpremixed and a

L
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Configuration

Nitrogen

Premixed

Configuration

Fuel, Oxygen, 

Nitrogen

! 1, Y O ,ox

Fuel, Nitrogen
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T 1=323 K

T 2=298 - 1350 K

Figure 1: Schematic illustration of the counterflow configuration.

premixed configuration. They are characterized by the arrangement of the reactants among
the two in-flowing streams, in particular whether oxygen is introduced into the top or into the
bottom duct. In the following, subscripts 1 and 2 are used to identify various quantities with
their corresponding ducts. The jets that flow into the mixing layer between the two ducts are
described by values of Vi and ρi, i=1,2. V denotes the component of the flow velocity normal to
the stagnation plane at the exit of the duct. The tangential components of the flow velocities
at the boundaries are presumed to be equal to zero (plug-flow boundary conditions). In the
experiments and numerical calculations the momenta of the counterflowing reactant streams
ρiVi

2, i = 1, 2 at the boundaries are kept equal to each other. This condition ensures that
the stagnation plane formed by the two streams is approximately in the middle of the region
between the two ducts. The value of the strain rate, defined as the normal gradient of the
normal component of the flow velocity, changes from one duct exit to the other. [9]. The
characteristic strain rate on the side above the stagnation plane a2 is presumed to be given
by [9]

a2 =
2|V2|

L

(

1 +
|V1|

√
ρ1

|V2|
√

ρ2

)

. (1)

Equation 1 is obtained from an asymptotic theory where the Reynolds numbers of the laminar
flow at the boundaries are presumed to be large [9]. Note that in the premixed configura-
tion the flame can take a position on the fuel side of the stagnation plane and will therefore
experience a different amount of strain. In the present work a2 represents a characteristic
measure of the flow-rates only. It is used for all comparisons between experimental and nu-

4

Figure 2.8. Example of a counterdiffusion set up from Seshadri [45]. The
fuel and oxidizer combine at the midplane to create a flame.

(a) Osborn, et al. [44]

(200 mesh) are placed to make the velocity
profile uniform. From an annular region that
surrounds the fuel duct, a “curtain” flow of
nitrogen flows parallel to the fuel stream. The
region that surrounds this “curtain” nitrogen
flow is connected to an exhaust system. The hot
gases from the mixing layer, between the ducts,
are cooled in this region by water sprays before
they enter the exhaust system. The apparatus
used for vaporizing liquid fuel, called vaporizer,
is described elsewhere [11]. The vaporizer is
capable of delivering a steady flow of prevapor-
ized liquid fuel and nitrogen. The temperature
of the liquid fuel in the vaporizer is maintained
at a constant value. The flow lines from the
vaporizer to the fuel duct are heated to prevent
condensation of prevaporized fuel. The temper-
ature of the fuel stream at the exit of the fuel
duct, T1, is measured using a thermocouple.
The top part of the burner comprising the
oxidizer duct is made of quartz. The inner
diameter of the oxidizer duct is 23.5 mm. Near
the exit of the oxidizer duct several nichrome
wire screens (100 mesh) are placed to make the
velocity profile uniform. From an annular re-
gion that surrounds the oxidizer duct a “cur-
tain” flow of nitrogen flows parallel to the
oxidizer stream. The air flowing inside the oxi-

dizer duct is heated by a silicon carbide heating
element placed inside the oxidizer duct. Addi-
tional heating is provided by Kanthal A1 heat-
ing wires wound around the quartz duct. To
minimize heat losses, an Alumina ceramic blan-
ket is wrapped around the top part of the
burner. The distance, L, between the exit of the
oxidizer duct and the exit of the fuel duct, is 12
mm. Further details of the burner are given
elsewhere [18].

All gaseous flowrates are measured by com-
puter-regulated mass flow controllers. The cal-
ibrated accuracy of these mass flow controllers
is !1%. The temperature of the air at the exit of
the burner is measured using a Pt-Pt 13% Rh
thermocouple with wire diameter of 0.07 mm
and a junction diameter of 0.21 mm. The mea-
sured temperatures are corrected for radiative
heat losses assuming spherical shape of the
junction, a constant Nusselt number of 2.0, and
a constant emissivity of 0.2 [19]. The accuracy of
the corrected temperature is expected to be
better than !25 K. The velocities of the reac-
tants at the exits of the ducts are presumed to be
equal to the ratio of their volumetric flowrates
to the cross-section areas of the ducts. In the
experiments the momenta of the counterflowing
reactant streams !iVi

2, i " 1, 2 at the duct exits
are kept the same. Here V1 and V2 are the
velocities at the exit of the fuel duct and at the
exit of the oxidizer duct respectively. Keeping
the momenta equal ensures that the stagnation
plane formed by the two streams is approxi-
mately in the middle of the region between the
two duct exits. The strain rate on the oxidizer
side of the stagnation plane a2 is calculated
from the equation [16]

a2 "
2!V2!

L "1 #
!V1! #!1

!V2! #!2
$ . (26)

At ignition the strain rate is denoted by a2,I and
the temperature of the oxidizer stream by T2,I.

Experimental Results

Experiments are carried out at a pressure of
1.013 bar. In all experiments the mole fraction
of prevaporized fuel, XF,1, in the fuel stream is
maintained at 0.15. The temperatures of the
fuel stream at the exit of the duct, T1, are 378 K,

Fig. 5. Schematic illustration of the apparatus.

345IGNITION IN NONPREMIXED FLOWS

(b) Seshadri [45] and Seiser, et al. [46]

Figure 2.9. Counterflow burners that introduce fuel and oxidizer as two
opposing jets with a flame at the intersection.
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Figure 2.10. Schematic of the dual flames produced by a partially premixed
fuel supply and an oxidizer jet. The top flame is a diffusion flame caused by
unburned fuel diffusing up to the oxidizer supply and the blue/green lower
flame is a premixed flame. Note that both flames are under strain from the
burner configuration [44]. Photograph from their website.

Seshadri [45] used a counterflow burner to study the effects of strain and mass fraction

on the flame structure and extinction. The experimental set up for both premixed and

non-premixed fuels is shown in Figure 2.9(b) where two streams of gases combine at the

midplane and then flow out the sides. The fuel is heated on the top by a heating element.

For both configurations of flames, he determines experimentally the strain rates and fuel

mass fractions for which the flames will extinguish and compares with numerical work

[45]. This work uses the same experimental apparatus as the one used by Seiser, et al.

[46] to study the ignition of hydrocarbons. Shay and Ronney used a counterflow burner

to study spatially varying straining flows. By using slightly offset slot jets, they could

generate a strain gradient and thus produce a stabilized flame edge. They did not detect

oscillations or cellular flame structures near extinction, nor did they find tribrachial flame
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structures. They determined from their observations that extinction strain is less for

the spatially strained flame than for the uniformly strain flame, and the minimum fuel

concentration is larger for spatially varying strained flame [39].

Chen and Sohrab [47] investigated the influence of the Lewis numbers on extinction

in a jet counter-flow flame by using methane or butane with nitrogen and burning with an

oxygen/nitrogen mix. They found critical minimum values for concentrations at extinction

and defined flammability limits for various velocities. As part of their study, they note

that the limiting values for these concentrations (i.e. in zero strain rate) are finite, but

they were unable to reach these values due to the instability in the ultra low strain region.

Han et al. [48] have created a low strain rate burner by using a spherically symmetric

burner with a large radius of curvature. They consider methane flames and create a flame

stability diagram considering the mass flux and concentration of nitrogen. They observe

cases of extinction due to heat lost to the burner and radiative heat loss extinction. In

addition, they document oscillations observed during the course of their experiments.

2.3.3. Porous Plug Counter Diffusion (PPCD) Burners

Many previous analytic works such as [24, 27, 49, 50] use the assumption of unstrained

flames in their examination of diffusion flames. The previous burners discussed all intro-

duce strain by forcing the two components together and that makes it difficult to compare

analytical results for unstrained flames to the experiments conducted under the strained

conditions. Papas, et al. (see [51, 52, 53]) have developed a new burner referred to as

a Porous Plug Counterdiffusion (PPCD) burner that allows for nearly unstrained planar

diffusion flames that allows for easier comparison with models of unstrained flames. Since



41

strain rates affect the extinction limits, with the unstrained flame exhibiting the lowest

extinction concentrations, the PPCD burner provides an excellent tool for studying the

limiting cases of extinction concentrations.

The burner consists of fuel that flows upward through a porous plug and tiny hypo-

dermic needles that bring oxygen in from above and allow it to diffuse down to the flame

level. The burner introduces spatial non-uniformities, roughly the size of the diameter

of the needles, but after this initial layer, the flow is again uniform. This produces an

unstrained flame that allows the product to flow upwards (between the needles) and es-

cape. Figure 2.11 shows a schematic diagram of their burner and Figure 2.12 shows a flat

flame in one of the burners. While there is a preferred direction of the flow of gas (similar

to coflow burners), the fuel and oxidizer are introduced from different sides of the flame

(hence, counter-diffusion).

Theoretical work by Cheatham and Matalon [49] and Kukuck and Matalon [50] pre-

dicts cellular structures or oscillating behavior as the flame approaches extinction con-

ditions. Experiments in a strained flame such as those conducted by Shay and Ronney

[39] found no such cellular structure, due perhaps to the opposed, angled jets in their

configuration. Their counterflow burner was unable to detect these cells, due to both the

angle and the strain in their jets. Cheatham, et al. studied a flame configuration where

the fuel flowed up a channel and oxidizer diffused down, thus providing a configuration

with no strain. Products were removed by a stream flowing perpendicular across the top.

Figure 2.13 shows their hypothetical burner. The realization of this burner came through

a similar design by LoJacono, et al. who were able to combine fuel flow, oxidizer diffusion,

and product removal in their porous plug counter diffusion burner that produces a flame
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Since the combustion products have to escape
upwards from the chamber with a uniform veloc-
ity over the entire cross-section and the oxidizer
supply from the top also needs to be uniform over
the cross-section, this oxidizer supply and the
product exhaust have to penetrate each other.
The solution adopted here is to allow non-unifor-
mity on a small scale, with the expectation that it
will become negligible near the flame front. In
practical terms, the oxidizer is supplied from the
top through a Cartesian array of 25 · 25 = 625
stainless steel capillaries (Unimed, AISI 304;
1 mm O.D., 0.8 mm I.D.) with 1.78 mm center-
to-center spacing. These 210 mm long hypodermic
needles originate from a common top plenum
with dimensions of 48 · 48 · 22 mm and, to main-
tain even spacing, are threaded through a fine wire
mesh (G. Bopp, 0.75 mm nominal mesh size,
0.18 mm wire diameter) located about 20 mm
above the tube exits. Since the oxidizer supply
tubes occupy only 23% of the cross-sectional area,
the interstitial area is sufficient to allow the hot
products to escape from the combustion chamber.
As shown schematically in Fig. 1, the exhaust first
flows vertically up, parallel to the capillaries, and
then laterally out between the top end of the bur-
ner housing and the bottom of the oxidizer
plenum.

Just below the oxidizer injection level at x = 0
(see Fig. 1), the flow is clearly three-dimensional

on the scale of the tube spacing. Some simple esti-
mates, to be presented in the next section, suggest
that the thickness of the layer with substantial
three-dimensionality is of the order of the
hypodermic needle diameter. Below this three-
dimensional injection region, the oxidizer is trans-
ported towards the flame by one-dimensional
diffusion against the product flow, as in the ideal-
ized burner discussed in the previous section. This
aspect is completely different from the standard
counterflow burner where the products are carried
away radially from the opposing reactant jets and
the resulting planar diffusion flame is necessarily
strained.

The flowrates of the hydrogen, carbon dioxide,
and oxygen gases (Carbagas, >99.5% purity) in
the reactant streams were set with fully automated
flow controllers (Teledyne-Hastings, HFC 202)
that have a nominal accuracy of 1% of full scale.
Flowrate calibrations for each gas were verified
with a flow calibrator (Bios, DC-2M). The tem-
perature T e of the exhaust gases near the capillary
tube exits was measured with a type K thermocou-
ple (Omega, 0.25 mm diameter) connected to a
multi-channel thermocouple monitor (Stanford
Research Systems, SR636).

The flame position xf, measured from the ends
of the oxidizer injection tubes, was taken to be the
center of the visible luminous zone in the dark lab-
oratory. A digital height gauge (Trimos, mini-
vertical) with a magnifying scope (f10/25X) was
used to measure xf with a resolution of 0.01 mm.
From repeated measurements, the overall uncer-
tainty in xf was estimated at about ±0.2 mm.
Deviations of the steady flame surfaces from
planar have not yet been quantified in detail, but
Fig. 2 gives an impression of the typical flame
flatness achieved in the new burner.

3. Experimental characterization of the burner with
flame position measurements

To characterize the burner, the position xf of
steady flames and the exhaust temperature near
x = 0, i.e., at the level of the oxidizer injection,
were measured for different H2–CO2 and O2–
CO2 reactant mixtures as well as oxidizer and fuel
flowrates. Eighteen data sets for nine different

Fig. 2. Example of a flame side view of 4.348% mass H2

and 62.92% mass O2 diluted in CO2,
QO = 3.33 · 10!5 m3s!1, QF = 2.83 · 10!5 m3s!1. The
scale is given by tubes of the 1 mm O.D. of the tubes.

Fig. 1. Schematic of the burner. (1) Bottom fuel flow, (2)
inert co-flow, (3) porous plates, (4) fused silica windows,
(5) reactant tube array, (6) hot product exhaust, (7)
oxidizer flow from top, and (8) movie camera.

D. Lo Jacono et al. / Proceedings of the Combustion Institute 30 (2005) 501–509 503

Figure 2.11. Sketch of the porous plug counterdiffusion burner (PPCD)
presented in the work of Lo Jacono, et al. The fuel comes in the bottom
(1), mixes with inert gas (2) then travels through porous plates (3) where
the flow is stabilized (uniform profile is assumed). The oxidizer and inert
are mixed at the top (7) and the mixture is introduced through a series of
needles that come down from the top of the diagram (5), then the oxidizer
diffuses down to the flame position (here xf ). The products of combustion
are carried up between the needles (6) and the hot exhaust is released at
the top of the chamber. The windows of the burner are glass (4). This
figure is taken from [51]
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Since the combustion products have to escape
upwards from the chamber with a uniform veloc-
ity over the entire cross-section and the oxidizer
supply from the top also needs to be uniform over
the cross-section, this oxidizer supply and the
product exhaust have to penetrate each other.
The solution adopted here is to allow non-unifor-
mity on a small scale, with the expectation that it
will become negligible near the flame front. In
practical terms, the oxidizer is supplied from the
top through a Cartesian array of 25 · 25 = 625
stainless steel capillaries (Unimed, AISI 304;
1 mm O.D., 0.8 mm I.D.) with 1.78 mm center-
to-center spacing. These 210 mm long hypodermic
needles originate from a common top plenum
with dimensions of 48 · 48 · 22 mm and, to main-
tain even spacing, are threaded through a fine wire
mesh (G. Bopp, 0.75 mm nominal mesh size,
0.18 mm wire diameter) located about 20 mm
above the tube exits. Since the oxidizer supply
tubes occupy only 23% of the cross-sectional area,
the interstitial area is sufficient to allow the hot
products to escape from the combustion chamber.
As shown schematically in Fig. 1, the exhaust first
flows vertically up, parallel to the capillaries, and
then laterally out between the top end of the bur-
ner housing and the bottom of the oxidizer
plenum.

Just below the oxidizer injection level at x = 0
(see Fig. 1), the flow is clearly three-dimensional

on the scale of the tube spacing. Some simple esti-
mates, to be presented in the next section, suggest
that the thickness of the layer with substantial
three-dimensionality is of the order of the
hypodermic needle diameter. Below this three-
dimensional injection region, the oxidizer is trans-
ported towards the flame by one-dimensional
diffusion against the product flow, as in the ideal-
ized burner discussed in the previous section. This
aspect is completely different from the standard
counterflow burner where the products are carried
away radially from the opposing reactant jets and
the resulting planar diffusion flame is necessarily
strained.

The flowrates of the hydrogen, carbon dioxide,
and oxygen gases (Carbagas, >99.5% purity) in
the reactant streams were set with fully automated
flow controllers (Teledyne-Hastings, HFC 202)
that have a nominal accuracy of 1% of full scale.
Flowrate calibrations for each gas were verified
with a flow calibrator (Bios, DC-2M). The tem-
perature T e of the exhaust gases near the capillary
tube exits was measured with a type K thermocou-
ple (Omega, 0.25 mm diameter) connected to a
multi-channel thermocouple monitor (Stanford
Research Systems, SR636).

The flame position xf, measured from the ends
of the oxidizer injection tubes, was taken to be the
center of the visible luminous zone in the dark lab-
oratory. A digital height gauge (Trimos, mini-
vertical) with a magnifying scope (f10/25X) was
used to measure xf with a resolution of 0.01 mm.
From repeated measurements, the overall uncer-
tainty in xf was estimated at about ±0.2 mm.
Deviations of the steady flame surfaces from
planar have not yet been quantified in detail, but
Fig. 2 gives an impression of the typical flame
flatness achieved in the new burner.

3. Experimental characterization of the burner with
flame position measurements

To characterize the burner, the position xf of
steady flames and the exhaust temperature near
x = 0, i.e., at the level of the oxidizer injection,
were measured for different H2–CO2 and O2–
CO2 reactant mixtures as well as oxidizer and fuel
flowrates. Eighteen data sets for nine different

Fig. 2. Example of a flame side view of 4.348% mass H2

and 62.92% mass O2 diluted in CO2,
QO = 3.33 · 10!5 m3s!1, QF = 2.83 · 10!5 m3s!1. The
scale is given by tubes of the 1 mm O.D. of the tubes.

Fig. 1. Schematic of the burner. (1) Bottom fuel flow, (2)
inert co-flow, (3) porous plates, (4) fused silica windows,
(5) reactant tube array, (6) hot product exhaust, (7)
oxidizer flow from top, and (8) movie camera.
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Figure 2.12. An actual porous plug counterdiffusion burner with flame from
the work of Lo Jacono, et al. Here, they burn “4.348% mass H2 and 62.92%
mass O2 diluted in CO2, QO = 3.33×10−5m3s−1” [51]. Each tube is 1 mm.

with small strain. Using this, they were able to experimentally verify the formation of

cells near the extinction limit under various conditions and depending on the type of gas

used [51].

Another important problem examined using the porous plug counterdiffusion burner

is the dependence of extinction on whether the fuel or oxidizer is convected through the

flame. In a counterflow burner, the flame location typically lies on the oxidizer side of

the stagnation plane for a hydrocarbon-oxygen system; but, the flame cannot be made to

lie on the fuel side of the stagnation plane. It is hypothesized that the extinction limits

may vary depending on which reactant is diffusing into the flow [49]. Proof that this was

indeed the case was supplied through experimental work and corroborated by numerical

work. The PPCD burner can be reconfigured such that oxidizer flows up from the bottom

and fuel diffuses in from the hypodermic needles or vice versa. Biles, et al. [52] have

done preliminary work on determining extinction limits in methane flames, showing good

qualitative agreement between the asymptotic limit of extinction for both fuel flowing and

oxidizer flowing in comparisons between numerical simulations and experiments. They

also compared flame position in the burner with the theoretical flame position and showed
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Figure 7. The one-dimensional flame configuration.

in from the top, can be readily discussed by interchanging the role played by the two
reactants. However, as we shall see, the reactant introduced in the feed stream plays
a special role in the stability properties. In the configuration shown in figure 7, for
example, an observer sitting at the reaction zone sees a net mass flux directed from
the fuel towards the oxidant side. In the reverse configuration, the ‘inverse’ diffusion
flame, the net mass flux will be directed from the oxidant towards the fuel side.

Let the fuel concentration in the feed stream be Ỹ−∞ and the oxidant concentration
at the top of the chamber be X̃∞. The temperature far upstream, T̃−∞, and at the
top of the chamber, T̃top, are both scaled with respect to q/cp, the characteristic
temperature introduced earlier. In dimensionless form, the boundary conditions are
therefore

T = T−∞, Y = 1, X = 0 as x → −∞, (5.1)

T = T−∞ + ∆T , Y = 0, X = φ−1 at x = 0, (5.2)

where the temperature differential ∆T = cp(T̃top − T̃−∞)/q can be positive or negative.
We invoke the constant-density approximation in order to suppress hydrodynamical

disturbances, so that the flow field remains uniform and undisturbed. Hence ρ = 1
and v = 1i and the (dimensionless) governing equations, to be solved on either side
of the reaction sheet, simplify to

∂T

∂t
+
∂T

∂x
− ∇2T = 0, (5.3)

∂Y

∂t
+
∂Y

∂x
− 1

LF

∇2Y = 0, (5.4)

∂X

∂t
+
∂X

∂x
− 1

LX

∇2X = 0. (5.5)

Across the reaction zone the only relevant jump relationships are (4.1), (4.2), (4.6)
and (4.7), (4.8), (4.13).

Figure 2.13. Hypothetical burner from Cheatham and Matalon [49]. Here,
fuel comes up the chamber with velocity U , oxidizer diffuses down from the
oxidizer stream, and there is a flame at the reaction sheet. Products are
removed through the oxidant stream at the top.

that away from the extinction limit, the experiments verify the theoretical work, but as

the extinction limit is approached, the experimental curves do not agree with the theory.

In addition to the work mentioned above, having a flame zone that is thick enough to

facilitate spatial measurement is an advantage to using the porous plug counterdiffusion

burner. Due to the planar nature of the flame, experimental results can be compared

to the one dimensional models. Also, this burner gives the ability to control parameters

such as bulk flow direction and initial mixture strength independently [52], making it

very useful for testing theories against experiment.
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CHAPTER 3

Extinction of Unstrained, Nitrogen-Diluted Propane-Oxygen

and Methane-Oxygen Diffusion Flames

3.1. Introduction

Experiments to study the effects of mass flow on the extinction of unstrained planar

flames were conducted using a porous plug, counter-diffusion (PPCD) burner discussed

in Chapter 21. Large numbers of studies have been preformed on extinction limits in

different configurations of flows; however, only a few provide an unstrained flame to study

the limit of extinction. In Section 3.3, my experimental results are presented and the

extinction curves for nitrogen diluted methane and propane flames are examined. A more

in depth look at the burner configuration, whether fuel or oxidizer convects, is compared

with the analytical work previously discussed. Section 3.4 discusses the influence of mass

flux on extinction limits. In Section 3.5 a study of the oscillations observed in methane

and propane flames is discussed, providing experimental data and quantification of types

of oscillations and descriptions of their onset. How the oscillations affect extinction is also

discussed.

In addition to the experimental work, Biles, Jakulewicz, Papas and Goodwin have

numerically simulated combustion in the PPCD burner using a complex chemical model

1Experiments were conducted at Colorado School of Mines in the lab of Prof. Paul Papas from January
2006 through August 2006.



46

[52], and now the goal is to bridge the gap between complex chemistry models and an-

alytic models that assume one step chemistry (see for example Matalon, Ludford, and

Buckmaster [54]) by conducting simulations using one step chemistry models and de-

tailed transport descriptions. In Section 3.3 extinction simulation results are presented

with comparisons between experiments and numerics, and a comparison between simple

chemistry and complex chemistry is shown. Through comparison, it is possible to extract

important experimental parameters such as reaction order and activation energy. The

ultra low strain rate on the flame sheet is of key importance to this work. Most com-

plex chemistry simulations of practical configurations require immense calculation, and

involve multidimensional flow fields (i.e. hydrodynamic strain). Removing strain reduces

the number of uncertainties to focus the attention on the effect of chemistry and transport

in combustion.

3.2. Methods

3.2.1. Experimental Methods

Extinction experiments were conducted on the porous plug, counterdiffusion (PPCD)

burner, designed to experimentally realize a counterdiffusion flow as described by Mat-

alon et al. (see for example [54, 49, 50]). The burner consists of a walled chamber,

0.077 m × 0.021 m× 0.087 m, with glass on three sides and a brass backing (see Figure

3.1 for photograph and Figure 2.11 for a detailed schematic)). The brass backing has a

removable plug that is used to light the burner and can be used to hold a thermocouple for

temperature measurements. When running, this plug is inserted, completing a solid wall
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on the back side of the burner. A porous plate is on the bottom and an array of hypoder-

mic tubes (diameter = 1 mm) on the top. One reactant convects from the bottom, where

it passes through a porous plate, to the top where it escapes out into a vent in the lab and

this forms the primary flow. At the top, an array of hypodermic tubes supplies the other

reactant which must diffuse against the bulk flow of gas to reach the flame. There is a

small entrance region on the order of a millimeter where the flow from the tubes into the

flowing product gases is non-uniform, but below that the reactant coming from the tubes

diffuses uniformly. The products, unburned reactants, and inert gases escape up the top

of the apparatus through gaps in the tube array. Since the burner is not pressurized, the

interior of the burner is near atmospheric pressure. Either fuel or oxidizer can be fed from

the top or the bottom of the apparatus. Both fuel and oxygen can be mixed with an inert

gas (usually nitrogen), and this mixture is what is referred to here as “fuel” or “oxidizer”.

The relative percentages of fuel (oxidizer) in the inert determines the concentration of

fuel (oxidizer). Using a Labview flow control algorithm, flow meters control the relative

percentages of oxygen, fuel, and inert introduced into the system as well as the flow rates

passing through the burner and the tube array. The volumetric flow rate is the amount

of gas flowing through a particular end of the combustion chamber (either the tube ar-

rays or the porous plate). There are two main configurations used in these experiments.

Fuel convecting indicates that fuel was introduced to the chamber through the porous

plate and was introduced as the primary convection. In this case, oxidizer was introduced

through the tubes at the top of the burner and, after a small distance downstream of the

tube array exits, diffused against the bulk flow. The case of oxidizer convecting is the

opposite: the oxidizer was introduced through the porous plate, convected upward, and
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fuel diffused against the bulk flow from the tubes. Flow rates are given in standard liters

per minute (slpm). In this work, mf will be used for the volumetric flow rate of fuel

mixture and mo for the oxidizer mixture.

Figure 3.1. Schematic of PPCD burner (left) and photograph of PPCD
burner (right) with methane flame (front view). Here 18% CH4 is diluted
with N2 and burns with 100% O2. One hypodermic tube has a diameter of 1
mm. The oxidizer is supplied through the needles, the reaction sheet (flame)
is visible a few millimeters off the tubes and the direction of convection
comes from the bottom. Figure taken from Biles et al. [52].

For the experiments all flows are relatively slow flows with flow rates under 2 slpm.

Unless otherwise noted, the volumetric flow rate from the tubes was kept constant at 1.9

slpm to keep the flame sufficiently far away from the tubes. Nitrogen was used as an

inert, pure oxygen as the oxidizer, and either propane or methane for the fuel. Often,

obtaining a consistent extinction curve for a stable laminar planar flame required altering

the convecting flow rate as the concentrations were varied to maintain the flame position

at a reasonable (∼ 2 − 3mm) distance from the tube array exit. This will be explored

in later sections and appropriate notation will be presented to let the reader know if the

volumetric flow rate were kept fixed or varied. The terms “convecting” and “flowing” are

used interchangeably through this dissertation.
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Concentrations refers to the mole fraction of the gas and are expressed as percentages

by volume. The term “extinction concentration” will be used to describe the critical reac-

tant concentration at extinction, i.e. the minimum concentration necessary for burning.

Exceptions to this standard will be noted. Through this work, the terms “rich” and “lean”

will be used to describe the overall mixture strength of the system. Fuel rich refers to

cases where the initial concentration of fuel greater than stoichiometric. Fuel lean refers

to cases when concentration of oxidizer greater than stoichiometric.

An extinction experiment is conducted as follows. Initially, a flame is lit with fuel

and oxidizer conditions set well away from the extinction values. The system then is

allowed to equilibrate. To run a case to extinction, the concentration of the reactant

under investigation is lowered using small step sizes. After each step, the system must be

allowed to return to equilibrium before being lowered again. A run is conducted where

the concentration is decreased by 0.01% every 30-60 seconds. During this process, the

flow rate is kept constant by increasing the percentage of nitrogen so that the same flow

rate is maintained during the entire experiment. Since both methane flames and propane

flames are visible when burning, extinction is recorded when the flame is no longer seen.

For fuel rich cases, oxidizer is lowered until extinction is reached, and for fuel lean cases

fuel is decreased until extinction is reached.

3.2.2. Numerical Model

3.2.2.1. Flame Code. Numerical simulations were conducted using the software pack-

age Cantera, written by Dave Goodwin [55]. This software can be executed using Matlab,

Python, or C (here, Matlab was used) and is designed to study chemically reacting flows.
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It is able to incorporate multiphase chemical reactions, one dimensional flames, reaction

path diagrams, and other features essential to modeling combustion [55]. The Cantera

model was designed to mimic the experimental apparatus (see Figure 3.2).

Figure 3.2. Schematic of theoretical model simulated by Cantera (on the
left) vs the experimental apparatus (on the right). In the theoretical model,
the oxidizer supply reservoir is able to supply the entire amount of pure
oxidizer without the constraint of removing the products of combustion.
Illustration modified from the thesis of LoJacono [56].

The flame model is controlled by a master code2 that takes information from differ-

ent files, including a chemical reaction mechanism, a thermodynamic data base, and a

transport data base. Initial conditions for temperature and concentration, and boundary

conditions are imported and then executed by Cantera (documentation of this code is

available on the web from Dave Goodwin [55]). In Cantera, the one-dimensional energy

equation with the species equations is solved assuming low Mach number and nearly con-

stant pressure. Fick’s and Fourier’s Law are assumed. Cantera uses a variant of Newton’s

2Originally drafted by Steve Biles and Dave Goodwin [52] and modified by Jocelyn Renner.
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method with a time-stepping algorithm to solve the equations. A solution (temperature

and concentration profiles) is generated and saved. The boundary conditions that it ac-

cesses are designed to model that of a uniform convection on the bottom and a reservoir at

the top that emulates a cross flow carrying products away so rapidly that the conditions

at the top are considered to be those of the reservoir. (For a better understanding of the

theoretical model see [49]). The user can specify the fuel, oxidizer, and inert. As in the

experimental case, the pressure is taken to be atmospheric. An ideal gas mix is assumed

and effects of gravity are ignored.

The reaction mechanism file has the reactions with the corresponding rates, and expo-

nential factors and follows the Chemkin format with a reaction k defined by the activation

energy E, pre-exponential factor A and power n:

(3.1) k = AT n exp

(
− E

RT

)
.

Here, E has units of cal
mol

and A has appropriate units found from the balanced reaction.

For the complex chemistry runs, GRIMech 3.0 was used [57]. This mechanism has 53

species and 325 different reactions with corresponding rates, activation energies, and pre-

exponential factors. The simple runs (primarily used here) have one reaction. For methane

this is:

CH4 + 2O2 ⇒ 2H2O + CO2

with an activation energy of E = 4.5 × 104 cal
mol

(from Puri and Seshadri [58]) and a

pre-exponential factor of A = 3.0 × 1022 cm
mole s

(compare with Puri and Seshadri, A =

8.9×1018 cm
mole s

[58]). The numerical curve was calibrated to match the curve in one place
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(oxidizer mole fraction of XO2 = 0.8 when fuel is convecting) with the curve generated by

GRIMech 3.0. For propane this reaction is:

C3H8 + 5O2 ⇒ 4H2O + 3CO2

with an activation energy of 3.5 × 104 cal
mol

and a pre-exponential factor of 7.0 × 1035

(compare with Puri and Seshadri A = 2.9× 1019 cm
mole s

[58] ) which was calibrated off of

the experimental results at 100% oxygen when fuel is convecting.

3.2.2.2. Boundary and Initial Conditions. Due to simplification including axisym-

metric flow, the code is essentially one-dimensional with the length of the domain studied

corresponding to the length of the burner (5 cm).

For the flow, the default is an axisymmetric convection with specified mass flux at the

inlet and outlet. The code allows the user to specify whether fuel or oxidizer is convecting.

Cantera simulations only have one flow rate, considered to be that of the bottom (i.e. in

the direction of flow). In the program, mass flux m is given in kg
m2sec

. Exceptions to this

are noted appropriately. In general, a mass flux of m = 0.01 kg
m2sec

was used for numerical

simulations and exceptions to this will be noted.

The concentrations at the boundaries are set to be that of a gas with constant tem-

peratures and constant concentrations. The inlet is taken to be an “AxisymmetricFlow”

object from Cantera’s database. In addition to being axisymmetric, it is assumed to be

one-dimensional with no radial velocity. The number of grid points is typically around

300 points. The grid is adaptive so it adjusts to meet specified mathematical requirements

(grad, curl).
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In the code, it is possible to model the exit concentration as a reservoir of constant

gas properties (oxidizer if fuel is flowing and fuel if oxidizer is flowing), with the product

concentration specified to be zero at the exit reservoir. Note that for experiments, when

the concentration of the diffusing reactant is 100%, that is indicative of only that reactant

(no nitrogen) being supplied through the needles and this is modeled by using a boundary

condition of 100% of that reactant at that boundary in a simulation. Realistically the

boundary in the experiment will never be at 100% since the products must be handled

through the tube array. In the reservoir, axial symmetry is again imposed with zero radial

velocity; but no mass flux is imposed (instead it matches the inlet).

Temperatures at the boundaries were specified as

Tinlet = 300 K and Toutlet = 700 K

which were chosen to match approximate experimental inlet and outlet temperatures

as recorded for an average run. Initially, a flame sheet with a maximum temperature

Tmax corresponding to equilibrium temperature of the mixture was established, then the

code was run until a steady state was reached. This flame sheet was used as the initial

condition for the simulations. It is important to note that the boundary conditions for

the experiment are different than those numerically imposed. In the experiment, there

is heat lost from radiation and more importantly to the upper tubes, manifold, and side

walls. In the numerics, these heat losses are not accounted for and thus, calculated flame

temperatures can be higher than observed temperatures. Also, the product concentration

in the experiment at the upper tube array is not zero.
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3.2.2.3. Extinction Simulation. Using the inputs described above, the program then

first attempts to solve the flow with fixed temperatures, then the energy equation with

adaptable grids, and finally it outputs the requested converged solution information i.e.

plots of temperature and species profiles.

Using a controlling code, numerical simulations were executed in which fuel and oxi-

dizer concentrations were specified at the reservoir and in flow boundaries and sent to the

previous described program. A flame solution is generated and the temperature returned.

The concentration is gradually decreased and the process is repeated until extinction is

reached (modeling a similar procedure used in experiments). The code is adaptive so

that initially the step size decreases the reactant mole fraction by 0.04, then at certain

specified temperatures (which can be set near the extinction temperature) it decreases to

0.002, and at a lower temperature decreased again to 0.0004. Extinction corresponds to

a rapid drop of the maximum temperature from burning (usually around 1200 K) to the

cold, unreacted solution (∼ 700 K).

3.3. Extinction Curves for Propane and Methane

Extinction curves are the boundaries between region where burning can occur and the

region where conditions cannot support a flame. Typically, these curves are plotted as

functions of the concentration3 of the fuel versus concentrations of the oxygen, and the

fuel and oxygen concentrations asymptote to constant values. Extinction is influenced

by many factors, such as strain rate, concentration, and even the type of fuel being

combusted, many of which can be studied through Damköhler number effects. Figure

3.3 shows the results of Cantera experiments on counter-flows run by Biles and Papas

3Which can be expressed as mole fraction X, mass fraction Y , or percent composition.
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[personal correspondence] as well as the results of the experimental results of Yahagi

et al. [59]. The numerical results show three different jet exit velocities vF,O = 0.25,

vF,O = 1.00 and vF,O = 4.00 m/s4 and agree reasonably well with experimental results. In

the PPCD burner and related numerical extinction simulations, the influence of strain on

these extinction values is practically zero. Since strain rate acts to increase the necessary

concentrations to support burning, the limiting extinction values occur at the asymptotic

limit of the counter-flow curves when the velocity at the exit is zero and thus the strain

rate is zero. This case represents the largest burning region available.
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Figure 3.3. Numerically simulated extinction curves for methane burning
with oxygen in a counter-flow diffusion configuration with nitrogen as an
inert. Experiments from Yahagi et al. [59]

4Here the subscripts F and O refer to fuel and oxygen, respectively.
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3.3.1. Experimentally Determined Extinction Curves

The experimentally determined extinction curves found during the course of these exper-

iments (Figure 3.4) are the limiting cases for extinction over a range of flow rates5. Since

the flames are unstrained, they extinguish at the lowest possible concentration, providing

a lower bound to other experiments that have looked at strained extinction of flames (for

example Chen and Sohrab [47]). Figures 3.4(a) and 3.4(b) show experimentally deter-

mined extinction curves for methane and propane, respectively, that are obtained from

the optimal flow rates.

The fuel rich regime is difficult to investigate as the flame approaches the tube arrays

as the convecting gas (either fuel or oxidizer) concentration is diminished, assuming the

diffusing reactant concentration at the tubes is kept the same, and flame oscillations occur

(see Section 3.5). Eventually the flame enters the tube array or extinguishes. Thus, the

fuel rich curve (especially with fuel convecting) is incompletely rendered.

3.3.2. Numerically Simulated Extinction Curves

As discussed in the Section 3.2.1, the extinction curves generated numerically are simu-

lations of the experiments conducted in the lab. Numerical simulations were calibrated

by changing the pre-exponential factor of the reaction rate such that one point of the

extinction curve matched a value obtained from another source. For methane, the nu-

merical curves were calibrated off the complex chemistry model using GRImech 3.0 so

that, when fuel is convecting, the fuel concentrations at XO2 = 0.8 were identical. For

propane the numerical curves were calibrated off the experiments at 100% O2. Once

5The importance of flow rate in extinction curve calculations will be discussed later
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Figure 3.4. Experimental extinction curve for (a) methane and (b) propane
showing the concentration of fuel versus the concentration of oxidizer at
extinction. Burning occurs above and to the right of the curves. Below
and to the left there is no burning. Shown are the lowest concentration
values at extinction (regardless of flow rate) for oxidizer convecting and
fuel convecting. In all cases, the diffusing reactant had a flow rate of 1.9
slpm. The lack of data on the fuel rich side of the curve for fuel convecting
is due to the flame’s proximity to the tube array.
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a pre-exponential factor was obtained, the full curve could be explored without further

changes in pre-exponential factor.

Comparisons with the Cantera generated curves for methane using full chemistry

and those generated using a one-step reaction show the general trends are independent

of chemical models (see Figure 3.5), justifying the use of simple chemistry models in

theoretical work. Using a one-step model is computationally faster than the complex

chemistry, and the one step model uses the same chemical approximations (one step, fuel

+ oxidizer reacts to form product, and global Arrhenius rate) as the theoretical models.

The slight bend of the curve away from the asymptotic limit on the fuel rich branch (where

the mass fraction of fuel approaches unity: YF → 1; see Figure 3.5) is most likely due to

interactions with the boundaries in the numerical simulations. The physical experiments

could not be conducted in this region due to the interaction of the flames with the tubes.

Note, that the bend is greater for the fuel convecting case than for the oxidizer convecting

case, as is expected from analysis of the experimental results, most likely because the

numerical flame is too close to the reservoir boundary, where conditions at which are kept

constant, and boundary effects are influencing the extinction.

The numerically simulated extinction curves for methane and propane, shown in Fig-

ure 3.6 show the same basic trends as the experimental curves. As previously mentioned,

the fuel rich regime is difficult to investigate both numerically and experimentally. The

close proximity of the flame to the tubes is a primary reason that the curves tend to curve

away from the expected asymptotic values on the fuel rich side of the concentrations at

extinction plot (see for example of the curving away from the asymptotic value, Figure

3.6(a)). In this case, it is observed that on the fuel rich side of the flame when fuel is



59

Figure 3.5. Extinction curve for methane and oxygen showing the mass frac-
tion of methane and the mass fraction of oxidizer, generated using Cantera.
Lines indicate full chemistry model (GRI Mech 3.0) and the dots/squares
indicate points generated using the single step chemistry model. Here, the
inlet temperature is 300 K, the outlet temperature is 700 K, the mass flux
is 0.01kg/m2 sec and the dilutant is nitrogen. Note that the single step
model has the same trends and the complex chemistry model for both cases
of fuel convecting (FC) and oxidizer convecting (OC).

convecting, the flame is very close to the tube array (when the mass flux is 0.01 kg
ms2

the

flame is less than 0.01 mm away from the tubes, see Figure 3.7 for a plot of extinction

concentration vs. convecting species). This proximity to the boundary with its imposed

temperature could be a reason that there are higher oxidizer extinction concentrations

than those observed experimentally and thus why a slight bend is observed in the nu-

merical data. When the flow rate is decreased, the flame moves away from the tubes

(see Figure 3.7, and the oxidizer concentration at extinction drops to a minimum, then it

increases (see later discussion of this in section on flow rate effects). If heat is lost to the
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boundary, then the flame extinguishes faster. In comparison, when oxidizer is convecting,

the fuel lean side of the curve is close to the tubes (around 0.02 mm away from the tubes).

It is both experimentally and numerically observed that the flame is further away when

oxidizer is convecting through than when fuel is convecting through at similar conditions,

and this could explain why, numerically, the oxidizer curve exhibits less of a bend than

the fuel convecting curve (notice the differences between fuel and oxidizer curves in Figure

3.6). Note that the oxidizer curve6 with the oxidizer convecting must be compared with

the fuel curve for the fuel convecting and visa versa. Numerically, it is observed that as

the flow rate is varied, the flame position drops nonlinearly away from the tubes. For a

while, it remains near the tubes, then it falls off suddenly.

3.3.3. Effect of Burner Configuration on Extinction Concentration

Cheatham and Matalon predicted differences in extinction concentrations depending on

whether fuel or oxidizer was flowing [49], and experimentally it is observed for both

methane and propane fuel rich cases that the flame extinguishes at a lower concentration

of oxygen when oxidizer is convecting than when fuel is convecting (see Figure 3.4). On

the fuel lean side of the curve, the flame extinguishes at a lower concentration of fuel

when fuel was convecting than when oxidizer was convecting. There is a cross over point

at which the system extinguishes at the same concentration for both fuel and oxidizer

convecting. This trend is observed for the propane system with the Cantera plots (see

Figure 3.6(b)), but not for the methane system (see Figure 3.6(a)).

6The oxidizer curve simply refers to the concentration of oxidizer at extinction vs flame position
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(a) Methane extinction curves

(b) Propane extinction curves

Figure 3.6. Numerically generated extinction curves for (a) methane and
(b) propane showing the minimum extinction concentrations. Curves were
generated using one step chemistry models.
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Figure 3.7. Simulation data of flame position from the bottom of the burner
vs. extinction concentration of the convecting species (fuel when fuel is con-
vecting and oxidizer when oxidizer is convecting) in the Methane-Oxidizer
system. Here, the flow rate is m = 0.01 kg

m2sec
, the inlet temperature was

300 K, the outlet temperature was 700 K. The tube array is located at 0.05
m.

3.3.4. Comparison Between Propane and Methane

It is useful to examine the importance of the Lewis number7 on the extinction concen-

tration using the relationship between propane and methane since methane has a lower

Lewis number than propane. Experimentally, it is determined that when fuel is con-

vecting through the system, propane extinguishes at a lower concentration than methane

(compare Figures 3.4(a) and 3.4(b)), but this effect is nearly negligible in extremely fuel

7The Lewis number is a ratio of the thermal diffusivity to the mass diffusivity, and it arises out of the
non-dimensionalization of the species equations.
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lean cases. Conversely, when oxidizer is convecting, the differences between the two fuels

is much less pronounced, but still propane extinguishes at a lower concentration (on the

fuel rich side) than methane. On the fuel lean side, methane extinguishes at a lower

concentration. Most likely the differences between extinction limits between the two fuels

is due to thermochemical properties of the different fuels.

3.4. Dependence of Extinction Concentration on Mass Flux

It is essential to understand how mass flux affects extinction to determine the validity

of comparison between different extinction regimes since the burning regime varies for

different ranges of fuel and oxidizer concentrations at different flow rates. If the flow rate

is too high, the flames burn in the tubes or near the boundary. Flow rates also affect ex-

tinction through the onset of instabilities since many instabilities are related to either low

or high mass fluxes. The flow rate is proportional to the mass of fuel or oxidizer reaching

the flame plane, which in turn affects the temperature at the flame zone and the reaction

rates. Therefore, being able to quantify the differing effects of changing the concentration

and changing the mass flux is key to describing flame extinction. Corresponding with

expectations, all the experiments and numerical simulations conducted during the course

of this study indicate that extinction concentration is highly dependent on flow rate and

on burner configuration.

3.4.1. Experimental Results

During the course of the experiments, the flow rate at the tubes was kept constant, usually

at 1.9 slpm, to insure the flame stood as far off the tubes as possible. Varying the top
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flow rate would allow for stable burning when the bottom flow rate is also decreased. For

the purposes of this discussion, assume the top flow rate is constant, and the discussion

that follows relates to varying the flow rate at the porous plate.

With fuel convecting and high oxygen content, both methane and propane are stable

for high flow rates through the porous plate (flow rates close to that of the oxidizer coming

through the tube array). Figure 3.8 shows the dependence of extinction concentration

of fuel vs volumetric flow rate of fuel. As the flow rate is decreased, the flames become

increasingly unstable, and hence, extinguish sooner. Note that the curve asymptotes (at

higher flow rates) to a constant value that is the lowest extinction concentration that can

be achieved for this configuration. Ideally, curves like this should be developed for each

region and the asymptotic value (i.e. the one without oscillations) used for gathering the

data on extinction. Practically, there are regions where there may not be combinations

where oscillations are not observed, so the best possible approximation must be made.

This trend is observed for both methane (see Figure 3.8(a)) and propane (see Table 3.1

or Figure 3.8(b)).

Propane Extinction Conc. (%) Vol. Flow Rate (slpm) Oscillations

3.29 1.4 no
3.42 1.2 no
3.53 1 no
4.84 0.8 yes
8.04 0.6 yes
13.91 0.4 yes

Table 3.1. Extinction concentrations for given volumetric flow rates of
propane when fuel is convecting. Here, the volumetric flow rate of oxi-
dizer at the tubes was 1.9 slpm with X O2 = 80%. The rise in extinction
concentration is closely tied to the onset of instabilities.
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(a) Volumetric flow rate vs. extinction concentration: methane

(b) Volumetric flow rate vs. extinction concentration: propane

Figure 3.8. Experimentally determined plot of volumetric flow rate versus
extinction concentration of fuel (methane or propane) when fuel is convect-
ing. Here the flow rate (top tube array) for oxidizer is mo = 1.8 slpm for
methane and mo = 1.9 slpm for propane and the concentration of oxygen
is 100% for methane and 80% for propane. Note that for high flow rates at
the porous plate, the extinction appears to asymptote to a constant value
and these extinctions are stable.
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For both methane and propane with fuel convecting (see Figure 3.9), a fuel rich branch

is less affected by a low flow rate change and more affected by a high flow rate change;

whereas on the fuel lean side, the extinction concentration is more affected by low flow

rates than high ones. Figure 3.9(b) shows experimental results on extinction concentra-

tions for five different volumetric flow rates where propane is the fuels. When the oxidizer

is held constant at 80%, an increase from mf = 0.4 to mf = 0.6 leads to a large difference

(over 6%) in extinction concentration whereas an increase from mf = 1.0 to mf = 1.2

results in a much smaller change (less than 0.5%). While not as pronounced, there is a

similar trend when the fuel concentration is held steady at 10%, but the lower flow rates

exhibit a less pronounced difference. This sensitivity to the volumetric flow rate at the

porous plate is important to consider when selecting a value to be used as a concentration

extinction limit. Each fuel also has regions where burning only occurs within a certain

range of volumetric flow rate. For example, in the plot showing experimental data on

methane with fuel convecting (see Figure 3.9(a)) it is not possible for a flame to burn at

30% oxidizer and 20% fuel if the fuel flow rate is 1.9 slpm. Only at the lower flow rates

can the flame exist. As the flow rate is increased, the flame approaches the tubes, and

there is interference from heat losses to the tube array. Increasing the flow rate further

causes the flame to enter the tube array. Conversely, low flow rates on the fuel lean side

will not support a flame. The flame is observed to fall down to the porous plate and either

extinguish or burn on one corner of the porous plate. Both configurations (fuel convecting

and oxidizer convecting) exhibit this phenomena (see Figures 3.9 and 3.10) with the flow

rate from the porous plate (bottom of the apparatus) being a major influence on the

extinction concentrations.
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Figure 3.9. Experimental data: plot of concentration of fuel vs oxidizer for
methane and propane with fuel convecting. The diffusing species (oxidizer)
convects at 1.9 slpm. For methane (a), three different volumetric flow rates
are shown and for propane (b), five different volumetric flow rates are shown
with single points occuring for flow rates of mf = 0.8 and mf = 1.2 to show
the effect of decreasing the flow rate on extinction concentration. Dotted
lines indicate unstable flame extinction, solid lines indicate stable flame
extinction.
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(a) Oxidizer convecting, methane
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Figure 3.10. Experimental results: a plot of concentraion of fuel vs. oxidizer
for methane and propane with oxidizer convecting. The diffusing species
(fuel) convects at 1.9 slpm. For methane (a), three different volumetric flow
rates are shown, and for propane (b) four different volumetric flow rates are
shown. Dotted lines indicate unstable flame extinction, solid lines indicate
stable flame extinction.
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3.4.2. Comparison between Experimental and Numerical Results

While both numerical and experimental results show that the extinction concentration

varies nonlinearly with mass flux, the overall trend in the numerics is different than that

of the experiment. Compare the numerical plot (Figure 3.11) with the experimental

plot (Figure 3.8(a)). As previously discussed, the experimental work (Figure 3.8(a))

has a linear zone where the extinction concentration is fairly constant over a range of

different volumetric flow rates. Past a certain point (here, mf = 1.2 slpm), the extinction

concentration increases sharply. This same trend is not found in numerical simulations.

Figure 3.11 shows a similar plot of extinction concentration vs mass flux (note here mass

flux is in kg
m2sec

). Instead of being a uniformly constant value, the numerical results indicate

that the extinction concentration varies linearly with mass flux for mass fluxes greater

than a certain critical flux and lower than this critical value (here m = 0.003 kg
m2sec

) there

is a sharp increase in extinction concentration values8. This behavior is found on both

the fuel rich and fuel lean sides of the curves. Differences could be a result of heat loss in

the experimental system that are not accounted for in the numerical model.

3.5. Unstable Behavior

Obtaining extinction data in planar flames can often prove difficult because instabil-

ities can occur which in turn leads to early extinction. The thermal effects of colliding

planar flames will be discussed in detail in the next chapter on flame holes (flame disks are

a similar case). While the two systems are different in their setup (counterdiffusion flames

versus counterflow flames), the general insight can be applied here. Understanding when

8Interestingly, there is no appreciable change in the behavior of the temperature at this critical mass flux.
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Figure 3.11. Numerical data for mass flux vs extinction concentration of
fuel. Here the concentration of oxidizer was held constant at 90%

the onset of these oscillations occurs allows us to gain insight into the dynamics behind

the instabilities as well as understand where the deficiencies in the calculated extinction

curve occur and why. For this reason, we present a brief introductory look at instabilities

that occur in the PPCD burner and set forth a new method of describing the different

phenomena that occur.

3.5.1. Previous work

As discussed in the introduction, work by Matalon, et al. ([49] [50], [53], [60]) predicts

cellular structures or oscillating behavior as the flame approaches extinction conditions.

Experiments in a strained flame such as those conducted by Shay and Ronney [39] found

no such cellular structure, due perhaps to the opposed, angled jets in their configuration

resulting in a finite strain present in the system. Recently, Lo Jacono, et al. ([51,
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56]) reported observations of a region of cellular instability near the extinction limit

for CO2 diluted H2/O2 systems consistant with the earlier findings of Matalon, et al.

These instabilities occur as the flame sheet breaks into individual circular cells that then

grow smaller before extinguishing. In addition, the individual cells have some horizontal

translation (in the plane of the flames).

3.5.2. Observed Instabilities

The instabilities that were observed were most likely related to Rayleigh-Benard type

instabilities, thermo-diffusive type instability, or a combination of both. In general, seven

different types of oscillations were observed for methane-oxidizer systems and propane-

oxidizer systems and are presented in table 3.5. Some are actually subsets or onsets

of others, but to be consistent, all the different types were recorded and relationships

between them noted. Instabilities seem to be consistent between propane and methane

cases with the same types of oscillations occurring in each. While some were observed

more frequently, lack of observation of a type of oscillation could simply imply that the

region where it is common was not explored in depth. No cellular formations similar to

the H2/O2 case were observed for either fuel under any conditions. The onset of these

oscillations marks a higher extinction concentration than that of a stable flame due to

strong perturbations in such oscillations. Under certain conditions (usually very low flow

rates when fuel is convecting), the flame will fall to the bottom and burn there. These

flames are not counted in either extinction cases or in the oscillations as they cannot be

said to have extinguished.
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While proximity to the tubes can be a factor in the onset of oscillations, it is not

the only factor to be considered. Often with the oxidizer convecting, for low oxidizer

flow rates, the flame is well away from the tubes (0.5 cm or more) when oscillations are

observed since the Rayleigh number increases as the flame moves away from the tubes. Lo

Jacono [56] showed that, in the PPCD burner when hydrogen and oxygen are burning, the

Rayleigh number increases from around 240 when the flame is at distance of 4 mm from

the tubes to near 800 when the flame is 6 mm from the tube. Nield [61] gives a formula for

calculating the critical Rayleigh numbers based on Prandtl number, and reports critical

Rayleigh numbers for the onset of instability ranging from 320 to 1452 depending on the

boundary conditions. This gives rise to the possibility that in addition to the thermo-

diffusive type instabilities observed by LoJacono, et al. [51], oscillations are potentially

thermo-convective instabilities. Oscillations also occur in the fuel convecting case when

there are low fuel flow rates. In both cases, the flames tend to exhibit instabilities that

are out of the plane of the flame such as type 1, 2, 4 or 7. The other instabilities do seem

to occur more when the flames are near the tubes. Type 5 instabilities can occur away

from the tubes, but are observed primarily near the tubes.

3.5.3. Results

3.5.3.1. Propane and Oxidizer with Oxidizer Convecting. For propane, when ox-

idizer is convecting, the oscillations have the effect of greatly increasing the extinction

concentration of fuel (see Figure 3.9(b)). The flames are constant with no oscillations

for large concentrations of oxidizer (fuel lean) when fuel is decreased to extinction up
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Table 3.2. Descriptions of different types of observed flame instabilities

(1) Cat Tongue: One side of the flame flickers–slow down, fast up. This type starts
out affecting only the side it is on; however, as it increases in amplitude affects
the rest of the flame first spatially shifting it then causing a wave to move through
the flame. (See Figure 3.12)

(2) Licking Dog: Similar to cat tongue but more periodic. It tends to stay more
confined with faster oscillation, but it is similar to the previous in its development.
Often this manifest as tongues on both sides of the flames flicking either in tandem
or opposite. (See Figure 3.13)

(3) Shrinking Flame: Flame appears to shrink and grow always in the plane of the
flame. Pulsations can come and go when first observed. (See Figure 3.14)

(4) M-flame: related to the cat tongue and licking dog, however, the oscillations
cause the flame to become M-shaped with flickers on both side (either of type 1
or 2). As this progresses, it appears as though it is originating from one point
(becoming more of an A-frame). (See Figure 3.15)

(5) Roach Flame: Flame shrinks to be a small (approximately one centimeter flame)
before flashing back and forth rapidly. (See Figure 3.16)

(6) Magician’s Flame: Flickers on the left before winking out leaving a small (ap-
proximately one centimeter ) flame on the right. This generally stays steady but
sometimes leads to a roach flame before extinguishing. (See Figure 3.17)

(7) Lightening Flame: Starts with a type 2 oscillation with tongues on either side,
then as it progresses it tends to shrink to one side. As it does, it will flash out
and down to the other side. After the flash, the shortened flame is on the other
side and the process repeats. (See Figure 3.18)

to a certain point. At a critical concentration level of fuel, the oscillation frequency in-

creases again. This leads to a case where if the system is started in the vicinity of the

critical value, extinction can be caused by either increasing or decreasing the fuel concen-

tration. If the fuel is increased, oscillations slowly set in, then grow to the point where

they extinguish the flame. When the fuel is decreased, no oscillations are observed near

extinction. The critical fuel concentration can be increased by increasing the oxidizer flow

rate. For example, when the oxidizer flow rate is 0.6 slpm, the minimum fuel extinction

concentration that can be obtained is around 10%; however, when the oxidizer flow rate

is increased to 1.0 slpm, the minimum fuel concentration that can be obtained is closer
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Conditions Under Which Oscillations Occur
Type Convecting Convecting Species Extinction

Species Vol. Flow Rate (slpm) Fuel % Oxidizer %
1. CH4 0.6-0.9 17.76 100

C3H8 0.4 7.71 35
O2 (in C3H8) 0.6 8-20 31.88-44.02

2. CH4 1.1-1.2 9.76 100
C3H8 0.4, 0.6 9.47, 6.96 40, 65

3. CH4 1.3-1.5 7.68 100
O2 (in CH4) 1.8 20 16.55
O2 (in C3H8) 1.8 60, 70 13.52,12.84

4. C3H8 0.4, 0.8 9.47 4.84 40-80
5. CH4 0.4-1.7 8-20 26.57-44.88

C3H8 0.4-0.6 8.59-20 22.91-30
O2 (in CH4) 0.6 5.44- 6.11 40-80

6. CH4 1.8 3.48-5.16 50-100
CH4 0.4 15 26.28-29.49

O2 (in CH4) 0.6 5.05-5.44 60-80
O2 (in C3H8) 0.6 20-60 5.37-12.74
O2 (in C3H8) 1.0 20-40 6.78-12.25

7. C3H8 0.4 12.64-13.91 65-80
O2 (in CH4) 1.0, 0.6 40, 10 25, 34.17
O2 (in C3H8) 0.6 20 44.02

Table 3.3. Sample conditions under which each instability type was ob-
served are documented with the extinction percentages indicated. For each
case, assume the diffusing species (from the tube) has a flow rate of 1.9
slpm, unless indicated. Methane is CH4, propane is C3H8, and oxygen is
O2.

to 20%. An oxidizer flow rate of 1.8 slpm shows hardly any oscillations, though higher

oxygen concentrations exhibit higher propane extinction concentrations creating a slight

bend in the curve. This could indicate that perhaps a minimum has been reached; but,

the curve does not extend high enough to exhibit the oscillations observed for lower flow

rates.
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When burning on the fuel lean side, there is a clear delineation between stable and

unstable flames. Below a certain fuel concentration, the flames can be stepped to extinc-

tion without oscillations. On the fuel lean side, the most common method of extinction

is a type 6 instability, but this can still be considered an extinction of a laminar planar

flame because while there is some oscillations before the flame shrinks, once it is small

it goes to extinction the same way as the larger flames. Once the fuel level is above a

certain value, decreasing the oxidizer leads to the extinction of flames at a higher oxidizer

concentration than lower flow rates. This phenomenon leads to a curve that has extinc-

tion points for two different fuel concentrations. A quick study shows that this is indeed

the case. By starting at an intermediate value and decreasing the fuel, extinction can be

reached. Conversely, at the same starting point, by increasing the fuel, oscillations begin

to occur and finally the flame extinguishes. The onset of the instability seems to correlate

with the turning point of the curve. Again, it is possible to get partial extinction when

the flame settles down to the bottom after a type 4 instability.

3.5.3.2. Propane and Oxidizer with Fuel Convecting. Similar to the case where

oxidizer convects, there are different extinction curves for different flow rates. When

fuel is convecting, it was not possible to stabilize the flame for large fuel concentrations,

independent of flow rate. For example a fuel concentration of 20% was unstable for a

variety of oxidizer concentrations and fuel and oxidizer flow rates. It was possible to change

the type of oscillation, but, it was not possible to eliminate the oscillation completely. Fuel

flow rates as low as 0.2 slpm and as high as 0.8 slpm (where the flame was causing the

tubes to glow) were tried. Type 1 oscillations were observed for low flow rates, while type

5 oscillations were observed for larger flow rates. Stable flames were observed on the fuel
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lean side of the curve for large flow rates. For smaller flow rates, instabilities of types 5, 2,

and 7 were observed. Similar to the oxidizer cases, there were regions where two different

oxidizer concentrations can be found for one fuel concentration when smaller flow rates

are used. The effect is more pronounced as higher oxidizer concentrations are used.

With fuel convecting through at 20% fuel, different combinations of oxygen concen-

tration and flow rates failed to yield a stable flame close to extinction. It was possible to

change the types of instabilities. The most common instability for these flames were type

5, type 2 and type 1 instabilities, and at very low fuel flow rates, even type 4 (see sec-

tion 3.5 for further details on instabilities). When running cases such as mo = 1.9 slpm,

mf = 0.6 slpm, and fuel concentration of 10%, extinction concentration of oxygen cannot

be determined because a type 4 instability leads to the flame falling to the bottom of the

apparatus.

3.5.3.3. Comparisons between methane and propane. While methane exhibits the

same behavior as propane, the methane flame is much less stable than the propane flame.

Comparison between the fuel convecting plots (Figure 3.9) shows the difficulty of isolating

a stable flame in the case with methane over that with propane. It was observed that it

is possible to map the propane curve for a wider range of flow rates than was possible

with the methane. It is possible that the Lewis number may be an indicator of the type

of oscillations that would be observed; but, further research would have to be done to

corroborate this.

For both methane and propane, the case where the oxidizer was convecting proved to

be a more stable configuration where nearly the entire extinction curve could be success-

fully mapped (compare the oxidizer convecting curves Figure 3.10 with the fuel convecting
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curves Figure 3.9 ). When fuel was convecting, it was difficult to find a steady flame as

the concentration of fuel increased. For methane, this effect was greatly increased to the

point where it was nearly impossible to get a true stable extinction curve for the fuel con-

vecting case. In this configuration, using the maximum possible flow rate for the oxidizer,

it was difficult to keep the flame out of the tubes. Interestingly, when fuel was convecting

through the tubes, the flame extinguished at a lower concentration of methane than when

the oxidizer was convecting when the system was fuel lean i.e. on the oxidizer size of

the curve (see Figure 3.4). On the fuel rich side of the curve, the case where the oxidizer

convects through extinguished at a lower concentration of oxygen than did the case where

the fuel was convecting through. The cross over point appears to be around 10% fuel,

25% oxygen for propane and 6% fuel and 40% oxygen for methane.

3.6. Conclusion

Experimentally and numerically determined limiting extinction curves for propane

and methane were presented with a comparison between the behaviors exhibited in both.

The difficulty of analyzing the fuel rich side of the curve was discussed and used to

explain the lack of data from the experimental results and the bending away from the

asymptotic limit expected from the numerical results. Numerically, simulations using one

step reactions were compared with complex chemistry models showing how both exhibit

the same behavior and validating the use of the one-step reaction assumption used in the

related theoretical models.

Through these investigations a better understanding of how mass flux affects extinction

was explored, showing for different regions of the extinction curve, different mass fluxes
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Figure 3.12. Cat tongue: Type 1 oscillation (side view of the burner). Fig-
ure (a) shows the beginning of the oscillation where the flame licks down
slowly out of the plane of the flame. In mild oscillations, it will go between
this state and the flat flame (Figure (d)). Once the oscillations start to in-
crease in amplitude (which often is coupled with an increase in frequency),
it will go from (a) to (b), where it has flicked up quickly. As the oscillations
grow, the flame plane itself will start to be disturbed (Figure (c)) and then
it returns to the stable state (Figure (d)).
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Figure 3.13. Licking dog: Type 2 oscillation (side view of the burner). Sim-
ilar to the type 1 oscillation, the flame dips out of the plane of the flame (as
shown in Figure (a)). This time, the oscillations occur with more regularity,
and can occur on either or both sides of the flame (and will often go from
one side to the other).

Figure 3.14. Shrinking flame: Type 3 oscillation (side view of the burner).
Oscillations occur when the flame shrinks and expands in the plane of the
flame.
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Figure 3.15. M-flame: Type 4 oscillation (side view of the burner). Oscil-
lations begin like a type 1 or 2 oscillation with both sides moving together
(a). As the amplitude grows, the flame plane takes on a warped m-shape
with distinct peaks (b). The oscillations here can lead to extinction or the
tails of the M can anchor onto the bottom burner (c) and eventually this
looks like a single point (A-frame shape) (d).
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Figure 3.16. Roach flame: Type 5 oscillation (side view of the burner).
Oscillations occur when the flame shrinks to a small disk, then oscillates
back and forth in the plane of the flame.

Figure 3.17. Magician’s flame: Type 6 oscillation (side view of the burner).
Oscillations start off with a small flicker on the left then the flame winks
out leaving a small flame on the right. This occasionally stays steady before
extinguishing , but sometimes leads to a type 5 instability before extin-
guishing.



82

Figure 3.18. Lightening flame: Type 7 oscillation (side view of burner).
Flame starts as a small disk, laps out like the start of a type 1 instabil-
ity (a), flame flashes down to the opposite corner of the burner (b), then
reestablishes itself as a flame disk (c) before repeating in the opposite di-
rection (d).
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are optimal. If a mass flux is too large, the flame is blown into the tubes and to small then

oscillations occur. Given different flow rates, various regions where burning was and was

not possible were explored. Since extinction curves might be a composite of two or three

different mass fluxes, this work helps in providing understanding as to why and how those

curves are chosen. Future work could include investigations of the influence of the mass

flux through the tube array, as practically that is also an important factor in delivering

the diffusive species to the flame plane; however, a full exploration of parameter space for

both top and bottom flow rates will require a very extensive survey.

A preliminary examination of the types of oscillations observed for different regions

of the fuel/oxidizer extinction curve and for different mass fluxes was conducted. It was

found that the instabilities that occurred for methane and propane flames were categori-

cally different than those observed in hydrogen flames. The methane and propane flame

instabilities described here tended to be oscillatory in nature with the flame plane ei-

ther deforming or shrinking, but remaining undivided. For low Lewis number fuels, the

thermo-diffusive instability for relatively low Lewis number flames breaks the flame plane

into smaller cells but it is possible that the thermo-diffusive instability is manifested as

oscillations of the type describe here. The onset and behavior of the propane and methane

cases were discussed for both fuel convecting and oxidizer flowing. Comparing methane

and propane, it was discovered that propane was more stable, and therefore we expect

the extinction curves determined to be more accurate. Future work would incorporate a

wider analysis of the instabilities that occur, and perhaps numerical work that is being

done with three dimensional fluid flows will allow a better understanding of how the fluid

dynamics near the tube arrays influences the oscillations. This preliminary work sets
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the groundwork for a wider look into unstable behavior, providing a framework wherein

a more comprehensive investigation including video documentation of the flames can be

conducted to establish the true range of flame instabilities. This work should be coupled

with analytical work to provide further understanding as to why different instabilities

occur.
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CHAPTER 4

The Effects of Lewis Number on the Collapse of Holes in Planar

Flames

4.1. Introduction

This work will focus on understanding the effects of Lewis number and strain rate on

the collapse of flame holes. Equations will be developed in Section 4.2.1 with numerics

discussed in Section 4.2.2. Results will be discussed in Section 4.3. Next, we examine

the relationship between the collapse rate of flame holes and Lewis number and derive

some emperical scaling laws for the dependence of hole radius on various parameters. The

effect of Lewis number on critical radius also will be discussed.

4.2. Formulation of the Problem

To model flame dynamics, it is necessary to consider transport of species and tem-

perature together with the dynamics of the fluids. The equations governing the system

are the general conservation equations for multi-component, reacting, ideal gas mixtures,

including the equations for continuity, momentum conservation, energy conservation, and

conservation of species (Williams [9]). Various simplifying assumptions are needed to

create a tractable problem including, ignoring the Soret1 and Dufour2 effects, body forces,

1The Soret effect, also called thermophoresis, is the effect of moledules drifting along temperature gradi-
ents [62].
2The Dofour effect is ”if temperature gradients give rise to diffusion velocities (thermal diffusion), then
concentration gradients must produce a heat flux” [9].
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bulk viscosity, radiant heat flux, and assuming steady3, low speed flow4. The fundamental

equations incorporating these assumptions are commonly known as the Shvab-Zeldovich

formulation. Moreover, we consider only a one-step reaction between fuel (denoted with

the subscript f) and oxidizer (denoted with the subscript o).

4.2.1. Relevant Equations

Following the notations used in Lu [3] the species conservation considering convection,

diffusion, and reaction can be written (for both fuel and oxidizer where the subscript i is

either f or o for fuel or oxidizer, respectively) as:

(4.1)
DYi
Dt

= Di∇2Yi −
νimi

ρ
ω

where ρ and the total derivative are in reference to the fluid, Yi is the mass fraction of

species i, Di is the mass diffusivity, νi is the number of molecules of reacting, mi is the

molecular mass, and ω is the reaction rate in number of reactions in unit volume per unit

time.

Conservation of energy requires (ignoring viscous dissipation and assuming the ideal

gas law):

(4.2) ρcp
DT

Dt
− Dp

Dt
= kT∇2T +Qω

3Steady state indicates there is no time dependence for the fluid flow. Note, this does not affect the
time dependences of the concentration and the heat flux. It does, however, permit the integration of the
continuity equation.
4This allows the assumption that the pressure is constant, thereby negating the need to separately consider
the conservation equation.
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where cp is the specific heat at constant pressure for the fluid, T is the temperature, p

is the pressure, kT is the thermal conductivity, and Q is the amount of heat released per

unit mass of the reactants consumed. By making the assumption that the gases behave

as ideal gases and that there is low speed flow, therefore pressure drops are negligible,

we can argue that the total derivative for pressure should be dropped such that the heat

equation simplifies to:

(4.3)
DT

Dt
=
kT
ρcp
∇2T +

Q

ρcp
ω

For the reaction rate, a global Arrhenius law is used:

(4.4) ω = Aρνf+νoY
νf

f Y νo
o exp

(
−Ta
T

)

here A is the pre-exponential factor and Ta is the activation temperature (Ta =
E

R
where

E is the activation energy and R is the universal gas constant. The activation temperature

is constant for a given reaction.). While A has a slight temperature dependence, here it is

assumed to be constant for simplicity. The density is taken to be constant so the constant

B can be used: B = Aρνf+νo .

While the collapse of flame holes are a three dimensional problem (see Figure 4.1),

if the system is assumed to be axisymmetric the problem can be reduced to a two-

dimensional case. Using a cylindrical coordinate system (r̃,θ̃,z̃) with a counterflow5 so

the radial velocity is proportional to the radius, ũr = ar̃, and the axial velocity is pro-

portional to the distance from the flame plane and flows to the midplane: ũz = −2az̃

and assuming symmetry about the radial direction (i.e. derivatives with respect to θ̃ are

5Note this flow preserves continuity, ∇ · ~u = 0
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Figure 1. Schematic diagram of the structure of an extinction hole on an axisymmetric
counterflow diffusion-flame sheet.

of a scalar – the mixture fraction. The scalar dissipation rate is directly proportional
to the strain rate. If the scalar dissipation rate is locally above a critical value,
extinction occurs in the neighbourhood of that point, appearing as an ‘extinction
hole’, or synonymously, a ‘flame hole’ on the flame sheet. Once the scalar dissipation
rate returns to below the critical value in the vicinity of the extinction hole, the
surrounding flame elements may propagate inward to re-ignite the extinguished area.
Since in a turbulent flow field the scalar dissipation rate is a stochastic variable, it
leads to a time-varying random distribution of extinction holes on turbulent diffusion
flame sheets. Such local quenching and re-ignition phenomena have been observed
(see e.g. Schefer et al. 1994) in the laboratory using flame visualization techniques.
In recent years, numerous numerical works have been devoted to the study of such
local extinction and re-ignition events in turbulent diffusion flames using the flamelet
formulation (Mauss, Keller & Peters 1990; Pitsch & Fedotov 2001; Pitsch, Cha &
Fedotov 2003) or conditional moment closure (CMC) modelling (Cha, Kosaly &
Pitsch 2001; Cha & Pitsch 2002; Kim, Huh & Bilger 2003).

There is another phenomenon, ‘flame disks’, which is closely related to ‘flame holes’
in turbulent diffusion-flames. A flame disk is a small burning element that may serve as
an ignition source along the stoichiometric surface to re-ignite the extinguished area.
Domingo & Vervisch (1996) investigated the ‘auto-ignition’ process of non-premixed
turbulent mixtures from an ignition kernel using two-dimensional direct numerical
simulations. Their work provides a description of the cross-sectional structure of flame
disks in a turbulent environment.

In the context of the laminar flamelet model, the investigation of flame holes
and flame disks in a laminar flow environment may be of underlying significance
for turbulent flame studies. Figure 1 shows a schematic diagram of the topological
structure of a flame hole on a laminar axisymmetric counterflow diffusion-flame
sheet. A characteristic structure, the edge flame, develops at the interface between the
burning and extinguished regions, as shown in figure 1 in cross-section. Depending
on the strain rate, the edge flame may exhibit different structural features. When
the strain rate is relatively small, the edge flame is characterized by a tribrachial
structure – two curved partially premixed flame branches joined with the diffusion

Figure 4.1. Three dimensional schematic of a flame hole with coordinate
axes (r̃, θ̃, z̃). Figure reproduced from Lu and Ghosal 2004 [43]

zero), equations 4.1 and 4.3 become (after dividing through by ρ):

(4.5)
∂Yi

∂t̃
+ ar̃

∂Yi
∂r̃
− 2az̃

∂Yi
∂z̃

= Di

[
1

r̃

∂

∂r̃

(
r̃
∂Yi
∂r̃

)
+
∂2Yi
∂z̃2

]
− νimi

ρ
ω

and

(4.6)
∂T

∂t̃
+ ar̃

∂T

∂r̃
− 2az̃

∂T

∂z̃
= DT

[
1

r̃

∂

∂r̃

(
r̃
∂T

∂r̃

)
+
∂2T

∂z̃2

]
+

Q

ρcp
ω

where DT is the thermal diffusivity defined as:

(4.7) DT =
kT
ρcp

.
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In the far field, it is assumed that the temperature and the concentrations are constant:

(4.8)
∂

∂r̃
T (∞, z̃, t̃) =

∂

∂r̃
Yi(∞, z̃, t̃) = 0.

Far from the flame plane (i.e. as z̃ → ±∞) the temperature returns to an unburned

temperature:

(4.9) T (r̃,±∞, t̃)→ Tu,

and both fuel and oxidizer asymptote to their unburned mass fractions on their respective

sides of the flame plane and zero on the other.

(4.10) Yo(r̃,−∞, t̃)→ You Yo(r̃,+∞, t̃)→ 0

(4.11) Yf (r̃,−∞, t̃)→ 0 Yf (r̃,+∞, t̃)→ Yfu.

Thus, logical non-dimensionalizations for the fuel, oxidizer, and temperature are:

(4.12) yf =
Yf
Yfu

yo =
Yo
You

θ =
T − Tu
Ts − Tu

Here, Ts is the adiabatic flame temperature.6 The the heat produced per reaction is:

(4.13) Q = cp

(
νomo

You
+
νfmf

Yfu

)
(Ts − Tu).

6The temperature found at the flame plane under stoichiometric conditions.
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The Zeldovich number7 is:

(4.14) β =
Ta(Ts − Tu)

T 2
s

To characterize the length and time scales, we use the characteristic velocity determined

from the leading order term in the asymptotic expansion for planar premixed flame ve-

locity (for unity Lewis numbers) as v0:

(4.15) v2
0 =

2BDT (νfmf )You
β3ρ

exp

(
−Ta
Ts

)

Using this as a velocity scale, the length scales and time scale are:

(4.16) r =
r̃v0

DT

z =
z̃v0

DT

t =
t̃v2

0

DT

The strain rate parameter is defined as:

λ =
aDT

v2
0

The Lewis number for species (Leo for oxidizer and Lef for fuel) is:

(4.17) Leo =
DT

Do

Lef =
DT

Df

With these non-dimensionalizations and constants and taking mf = mo and νf = νo,

equation 4.5 becomes (for both fuel and oxidizer) (as given by Lu [3]):

(4.18)
∂yi
∂t

+ λr
∂yi
∂r
− 2λz

∂yi
∂z

=
1

Lei

[
1

r

∂

∂r

(
r
∂yi
∂r

)
+
∂2yi
∂z2

]
− 1

2
β3yoyfe

−β(1−θ)

7The Zeldovich number is a “measure of the sensitivity of the reaction rate to temperature.” [1]
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and the temperature equation (equation 4.6) is now:

(4.19)
∂θ

∂t
+ λr

∂θ

∂r
− 2λz

∂θ

∂z
=

1

r

∂

∂r

(
r
∂θ

∂r

)
+
∂2θ

∂z2
+ β3yoyfe

−β(1−θ)

The boundary conditions must also be non-dimensionalized. Equation 4.8 becomes:

(4.20)
∂θ

∂r
|(∞,z) =

∂yi
∂r
|(∞,z) = 0

and the equations for temperature, oxidizer, and fuel in the axial direction (equations 4.9,

4.10, and 4.11) become:

(4.21) θ(r,±∞)→ 0

(4.22) yo(r,−∞)→ 1 yo(r,+∞)→ 0

(4.23) yf (r,−∞)→ 0 yf (r,+∞)→ 1

This set of differential equations will be solved numerically using methods discussed in

the next section. We will be primarily concerned with how the Lewis numbers and strain

rate affect the solutions.

4.2.2. Numerical Methods

The temperature, fuel concentration, and oxidizer concentration equations are solved si-

multaneously using a sixth order spatial derivative scheme and a first order time derivative

scheme. Because of the symmetry of the problem, only half the domain is modeled. The
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collision occurs at the left boundary (r = 0), and then the domain is doubled for post

processing (plotting, etc.). A uniform spatial discretization is used with nr = 400 points

and nz = 500 with the length L of the domain being Lr = 20 and Lz = 30. This allows

the edges of the domain to be far enough that they are not affected by the dynamics of

the flame. A Zeldovich number β = 16 is used.

Boundary conditions are taken as follows. At the collision plane, the symmetry bound-

ary condition allows us to use zero derivatives which is implemented numerically by setting

the value of the dependent variable to be identical at the last two adjacent points on the

grid. The top of the domain and the bottom should be far enough from the flame that

the values of fuel, oxidizer, and temperature have reached their far field values, thus the

boundaries are set to their steady state values at infinity (at the top θ = 0, yo = 0 and

yf = 1, at the bottom θ = 0, yo = 1 and yf = 0) . At the right boundary, we expect that

things are not changing in the radial direction, thus the last two adjacent points on the

grid are set to be identical.

All simulations are initialized by using a unity Lewis number solution, then allowing

the flame to burn to a steady solution. A “hole” of radius rf is artificially placed in the

burning solution by setting the temperature, fuel concentration and oxidizer concentration

to their unburned values:

(4.24) T (r, z) = 0 for r < rf

(4.25) yf (r, z) =
1

2

(
1 + erf

√
λLeo

)
for r < rf



93

(4.26) yo(r, z) =
1

2

(
1− erf

√
λLef

)
for r < rf

Initially, the hole expands as the artificially imposed boundary softens and the triple flame

develops, but once the system has equilibrated, the hole with either expand or contract,

depending on the radius in relation to the critical radius8. Following the work of Lu [3],

we elect to define the flame edge location rf as the point where the reaction rate ω is

maximized along the flame plane.

In order to estimate a curve fit vi = ar−bf to the flame edge velocity calculated from

the data9, we use an least squares regression as described by Ramanathan [63]. Ideally,

we have:

(4.27) v = ar−bf .

To find this, we wish to minimize sum of the squares of the residuals. We take the

logarithm of both sides and estimate the equation as,

(4.28) log v = log a− b · log rf + ε,

(let us define α = log a). Thus the residual:

(4.29) ε = log v − α + b log rf .

8The radius at which the hole is at an unstable equilibrium.
9Here, v is the lab frame velocity adjusted from the calculated velocity vs by taking into account the
effects of convection. More details are available in the results section.
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Next, the estimated variance (σ̂) is given by:

(4.30) σ̂2 =

∑
ε2

n− 1

We can minimize this to find the parameters a (or α) and b that give us the best curve fit

using a Matlab routine that calculates a matrix of the different parameters and extracts

the lowest σ̂. To find the error on these coefficients, if

(4.31) Sxx =
∑

(log rf −mean log(rf ))
2 ,

the standard deviation on log a is given by:

(4.32) σ̂2
α =

σ̂2
∑

(log r)2

(n− 1)Sxx

the standard deviation on b is given by:

(4.33) σ̂2
b =

ε2

Sxx

Thus the errors on α and b will be given with a 95% confidence interval or 2σ̂α and 2σ̂b,

respectively.

4.3. Results

4.3.1. General Observations of the Effects of Lewis Number

During this numerical study, different strain rates were examined, ranging from λ = 0.2 to

λ = 0.001. Special care was taken with λ = 0.1, λ = 0.05 and λ = 0.01 with flame collapse
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studied for an effective Lewis number10 ranging from Le = 0.6 to Le = 1.5. In all cases,

the reaction rate and temperature increases with decreasing Lewis number. Table 4.3.1

shows the steady state temperature, reaction rate, and fuel and oxidizer concentrations

in the middle of the domain11. In general, the smaller the Lewis number, the hotter the

flame, the stronger the reaction rate, and the larger the flame zone. For smaller Lewis

numbers, the oxidizer content on the fuel side is greater indicating that the reaction

zone is larger which is allowing more fuel to transport further. Correspondingly, the fuel

concentrations on the fuel side decrease with smaller Lewis numbers for the same reason.

Since the oxidizer can transport further, more fuel is burned and thus, the flame is hotter

and broader. Since the Lewis number is the ratio of thermal diffusivity to mass diffusivity,

this makes sense: the species can diffuse further across the flame zone. Figure 4.2 shows

an example of two collapsing flames with different Lewis number (Le = 1.0 and Le = 1.5)

for the same times. Following Lu [3], the time at collision is t = 0 with the time before

collapse taken to be negative and the time after collapse as positive. Notice how the flame

front moves faster in the case with the smaller Lewis number. The flame isolas of high

reaction rates described by Lu are smaller and dissipate more slowly in the larger Lewis

number case.

4.3.2. Relationship between Hole Collapse Rate and Lewis Number

Previous works (c.f. [3, 42, 41, 38] et al. ) have considered the influence of different

parameters such as the Damköhler numberon the flame front speed v, and here, we will

examine how the Lewis number and strain rate affect the edge flame speed. First, the

10The effective Lewis number is where the fuel and oxidizer Lewis numbers are equal
11Here middle refers to slightly above the mid-plane as zero does not naturally fall in the domain
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Table of Calculated Steady State Values
for Various Strain Rates and Lewis Numbers

λ Le Reaction rate Temperature Fuel Oxidizer
0.1 0.6 1.444 0.9346 0.0410 0.0244

0.7 1.434 0.9343 0.0418 0.0239
0.8 1.424 0.9340 0.0426 0.0234
0.9 1.414 0.9338 0.0433 0.0229
1.0 1.400 0.9331 0.0440 0.0226
1.1 1.391 0.9329 0.0447 0.0222
1.2 1.381 0.9326 0.0453 0.0218
1.3 1.371 0.9324 0.0459 0.0214
1.4 1.362 0.9322 0.0465 0.0211
1.5 1.352 0.9319 0.0471 0.0208

0.05 0.6 0.981 0.9542 0.0289 0.0172
0.7 0.975 0.9540 0.0295 0.0168
0.8 0.963 0.9530 0.0301 0.0165
0.9 0.962 0.9535 0.0305 0.0161
1.0 0.952 0.9527 0.0310 0.0159
1.1 0.945 0.9524 0.0315 0.0156
1.2 0.940 0.9522 0.0320 0.0153
1.3 0.939 0.9528 0.0323 0.0150
1.4 0.933 0.9526 0.0327 0.0148
1.5 0.923 0.9516 0.0332 0.0146

0.01 0.6 0.370 0.9771 0.0143 0.0090
0.7 0.369 0.9774 0.0145 0.0088
0.8 0.368 0.9774 0.0148 0.0087
0.9 0.366 0.9771 0.0150 0.0085
1.0 0.358 0.9746 0.0153 0.0085
1.1 0.356 0.9744 0.0155 0.0084
1.2 0.354 0.9741 0.0157 0.0083
1.3 0.353 0.9739 0.0159 0.0082
1.4 0.351 0.9737 0.0161 0.0081
1.5 0.349 0.9735 0.0162 0.0080

Table 4.1. Steady flame parameters at the mid-plane (top side) for λ =
0.1, λ = 0.05, and λ = 0.01. Shown are reaction rate, temperature, fuel
concentration and oxidizer concentrations (all non-dimensional).
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Figure 4.2. Temporal evolution of the reaction rate contours for two differ-
ent Lewis numbers, Le = 1.0 on the left and Le = 1.5 on the right. Note
how the lower Lewis number flame front travels at a faster speed. For the
larger Lewis number, the isolas of high reaction rates are smaller and diffuse
more slowly.

question of how to determine the flame position (and hence the flame speed) is a difficult

one and has been pondered by Buckmaster and Jackson [41] and Lu [3] among others.

Their convention is adopted, namely to use the peak of the reaction rate to track the

“edge” of the flame and hence use that to calculate the edge flame velocity in the sim-

ulation (Figure 4.3 shows typical plots of edge flame vs time for different strain rates).

Next, to consider the flame velocity, a coordinate transformation from the flame velocity
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in the simulation vs to the lab frame velocity (i.e. flame front speed as observed in from

a stationary observer) is given by:

(4.34) v = vs + λrf ,

where λ is the strain rate (discussed previously) and rf is the radius of the flame edge.

Consistent with the results of Daou and Liñán [38], the flame speeds observed in the

simulations drop with increasing Lewis number. Figure 4.4 gives resulting flame speed

curves for various Lewis numbers (for strain rate λ = 0.01).

Figure 4.3. Plot of edge flame position vs time for various strain rates (λ =
0.01, λ = 0.05 and λ = 0.1). All cases are shown for Le = 1.0

Given previous results in the literature, if we look at the flame velocity near collision,

we expect that since r ∝ t, the curve for velocity will be related to radius through some
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Figure 4.4. Shown here are the lab frame flame speeds for three different
Lewis numbers. Note that, consistent with literature results, the flame’s
free stream velocity increases as the Lewis number decreases. The strain
rate here is λ = 0.01.

polynomial expression of the form:

(4.35) v = ar−bf

where a and b are coefficients that are determined from the simulation results. For one-

dimensional flame collapse with unity Lewis number, Lu [3] found the flame velocity to

be:

v ∼ Λ

rf

where Λ = 1.71 is a numerically determined parameter. Pantano and Pullin [42] ana-

lytically determined the flame speed for a two dimensional unity Lewis number case of a
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collapsing cylinder (limit of zero strain rate) as:

(4.36) v = Λ

(
1

rf
+

2a

δ

)

where Λ = 3.15991 is a numerically determined eigenvalue, a2 = −0.262156 is a parameter,

and δ is a reduced Damköhler number. In the limit of large Damköhler number, this

reduces to:

(4.37) v =
3.15591

rf

Using the numerical curve fitting described earlier where the final few points and

the initial collapse are neglected, the values for a and b that minimize the sum of the

squares of the errors are presented for different Lewis numbers and strain rates: Table 4.3

shows the value a, Table 4.4 shows the value of log a, Table 4.5 shows the value b. For

each Lewis number, a remains relatively constant, while for each strain rate b remains

relatively constant. Our value for the coefficient a (their Λ) for Le = 1.0 of 3.4 is close

to that of Pantano and Pullin, with the minor discrepancy due to numerical integration

issues or curve fit estimations (it could also be due to their estimations and approximation

of the system as a cylinder). Note, our value is nearly twice that predicted for planar

flame collapse in the one dimensional case (by Lu), indicating the influence of the curved

geometry has important effects on collapse. Interestingly, we find that the exponential

coefficient, b depends strongly on strain rate. As the strain rate decreases, the value of

the exponent approaches Pantano and Pullin’s value of b = 1. Table 4.2 shows how the

value of b increases with strain rate, Figure 4.5 shows how the value of b is nearly constant

for a given strain rate, and Figure 4.6 shows how b varies with strain rate.
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Values of b for various strain rates

λ b± 2σb
0.001 1.142± 0.008
0.005 1.155± 0.006
0.01 1.200± 0.007
0.03 1.235± 0.005
0.05 1.264± 0.006
0.08 1.367± 0.005
0.1 1.432± 0.005
0.15 1.644± 0.009

Table 4.2. Table of exponential b with a 95% confidence interval from the
curve fit of velocity (v = ar−bf ) for various strain rates. Values were taken
by fitting the data to the simulation results. Data for Le = 1.0.

Figure 4.5. Plot of b versus Lewis number for λ = 0.01, λ = 0.05 and
λ = 0.1. Here, the average values of b for a given strain rate are plotted as
lines across the strain rate.
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Figure 4.6. Plot of exponential coefficient b versus strain rate λ. Error bars
are smaller than the size of the markers and thus are not shown (refer to
table 4.2 for further information). Note how low strain rates approach the
value of unity for zero strain rate as developed from Pantano and Pullin
[42] (shown in a black dot).

Pantano and Pullin reported that it was analytically impossible to find a unique Λ for

non-unity Lewis numbers; but, we determined the coefficients a and b numerically for a

range of Lewis numbers. Note that a is highly dependent on Lewis number, even though

b is not (it is indeed nearly constant within a strain rate, independent of Lewis number).

As can be seen from Tables 4.3 and 4.4 and Figure 4.7, a does not increase linearly with

the decrease in Lewis number but rather decreases logarithmically (as plotted on a log-log

plot). The equations relating α = log a to logLe are (as determined by Matlab’s curve
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Coefficient a for various strain rates and Lewis numbers

Lewis number aλ=0.01 aλ=0.05 aλ=0.1

0.6 5.676 5.968 6.169
0.7 4.788 5.012 5.149
0.8 4.135 4.318 4.398
0.9 3.633 3.770 3.831
1.0 3.234 3.363 3.375
1.1 2.925 3.015 3.012
1.2 2.662 2.732 2.715
1.3 2.434 2.496 2.464
1.4 2.253 2.296 2.254
1.5 2.084 2.122 2.071

Table 4.3. Table of coefficient a for the exponential fit v = ar−bf for flame
velocity near the collapse for various Lewis numbers. Values were taken by
fitting the data to the simulation results. Flames were started at r = 16
and allowed to collapse. Strain rates λ = 0.01, λ = 0.05 and λ = 0.1 are
shown.

fitting algorithm):

λ = 0.1 : α = −1.189 log(Le) + 1.215 σ2 = 6.4× 10−4

λ = 0.05 : α = −1.127 log(Le) + 1.211 σ2 = 4.0× 10−4

λ = 0.01 : α = −1.093 log(Le) + 1.178 σ2 = 1.5× 10−3

4.3.3. Critical Radius

To understand what influence the Lewis number has on the critical radius, we examine

two different strain rates, λ = 0.1 and λ = 0.05. As discussed by Lu [3], for unity Lewis

numbers, we expect the critical radius to decrease as strain rate decreases. Values for

unity Lewis numbers correspond to results he reported. Moving beyond that, it is found
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Table of α± 2σα for various strain rates and Lewis numbers

Lewis number λ = 0.01 λ = 0.05 λ = 0.1
α± 2σα α± 2σα α± 2σα

0.6 1.736± 0.002 1.786± 0.003 1.820± 0.004
0.7 1.566± 0.002 1.612± 0.002 1.639± 0.003
0.8 1.420± 0.002 1.463± 0.003 1.479± 0.002
0.9 1.290± 0.002 1.327± 0.002 1.343± 0.001
1.0 1.173± 0.002 1.213± 0.002 1.216± 0.002
1.1 1.073± 0.003 1.104± 0.002 1.103± 0.001
1.2 0.979± 0.001 1.001± 0.002 0.998± 0.001
1.3 0.890± 0.002 0.915± 0.002 0.902± 0.001
1.4 0.812± 0.001 0.831± 0.002 0.813± 0.001
1.5 0.734± 0.002 0.752± 0.002 0.728± 0.001

Table 4.4. Table of logarithmic coefficient α = log(a) for the exponential
fit v = ar−bf for flame velocity near the collapse for various Lewis numbers.
Values were taken by fitting the data to the simulation results. Flames were
started at r = 16 and allowed to collapse. Strain rates λ = 0.01, λ = 0.05
and λ = 0.1 are shown, with 2σα denoting the 95% confidence interval.

Table of b± 2σα for various strain rates and Lewis numbers

Lewis number λ = 0.01 λ = 0.05 λ = 0.1
b± 2σb b± 2σb b± 2σb

0.6 1.210± 0.006 1.264± 0.006 1.432± 0.009
0.7 1.200± 0.007 1.261± 0.005 1.429± 0.007
0.8 1.207± 0.008 1.262± 0.006 1.430± 0.005
0.9 1.200± 0.007 1.255± 0.005 1.439± 0.003
1.0 1.200± 0.007 1.264± 0.006 1.432± 0.005
1.1 1.195± 0.008 1.258± 0.006 1.441± 0.004
1.2 1.169± 0.004 1.265± 0.006 1.440± 0.004
1.3 1.182± 0.004 1.256± 0.006 1.440± 0.003
1.4 1.165± 0.004 1.250± 0.006 1.439± 0.003
1.5 1.176± 0.005 1.242± 0.005 1.445± 0.002

average 1.190 1.257 1.436

Table 4.5. Table of exponential b for the exponential fit v = ar−bf for flame
velocity near the collapse for various Lewis numbers. Values were taken by
fitting the data to the simulation results. Flames were started at r = 16
and allowed to collapse. Strain rates λ = 0.01, λ = 0.05 and λ = 0.1 are
shown.
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Figure 4.7. The relationship between the coefficient a in the curve fit to the
collapsing radius (v = ar−bf ) and the Lewis number is roughly linear in a
log-log plot as can be seen from the data (points). Curve fit lines are given
in the text for the different strain rates.

that the critical radius decreases with the increase in Lewis number. Specifically it is:

(4.38) rc = rc,Le=1.0Le
−0.5

where the prefactor rc,Le=1.0 would change to match the individual strain rate value of

the Le = 1.0 critical radius (so when λ = 0.1, rc,Le=1.0 = 3.35 as shown in Figure 4.8).

Figure 4.8 and Table 4.6 shows reported values for critical radii for various Lewis numbers.

Interestingly, the values for critical radius scale with strain rate, for example at a given

Lewis number, the critical radius at λ = 0.05 is 2.94 that at λ = 0.1. By finding the

relationship between given values at unity Lewis numbers and knowing the relationships,
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it is possible to extrapolate the values for any Lewis number. Using other strain rates

(see Table 4.7) for both Le = 0.6 and Le = 1.0 the separations between the critical radii

are shown to scale uniformly between strain rates.

Figure 4.8. Critical radius vs. Lewis number (both non-dimensional) for
λ = 0.1 and λ = 0.05 (note that λ = 0.05 has been scaled by a factor
of 2.95 so as to lie on the λ = 0.1 curve). Here the curve fit is the line
rc = 3.35Le−0.5 .

4.4. Conclusions

Through this study, we looked at the effect of Lewis number on the extinction of holes

in planar flames. Examining general trends in the behavior of planar flames, we found

that, as expected, temperature and reaction rate are tied to the Lewis number with both

increasing as the Lewis number decreases. A correlation between the Lewis number and

the critical radius was found showing that the critical radius is inversely proportional to

the square root of the Lewis number. The flame velocity was also found to be strongly
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Critical radii for different Lewis numbers

Lewis number rc(λ = 0.05) rc(λ = 0.1)
0.6 12.80 4.35
0.7 11.85 4.00
0.8 11.05 3.75
0.9 10.45 3.55
1.0 9.9 3.35
1.1 9.45 3.20
1.2 9.05 3.05
1.3 8.75 2.95
1.4 8.35 2.85
1.5 8.10 2.75

Table 4.6. Critical radii for different strain rates and different Lewis num-
bers. Notice that the critical radii scales almost exactly the same between
strain rates.

Critical radii for different strain rates

λ rc(Le = 0.6) rc(Le = 1.0) rc(λ)/rc(λ=0.1)

0.22 0.75 0.5 0.16
0.2 1.0 0.8 0.24
0.15 2.0 1.55 0.46
0.1 4.35 3.35 1.0
0.08 6.3 4.9 1.46
0.05 12.8 9.9 2.95

Table 4.7. Critical radii for different strain rates for Lewis numbers Le = 0.6
and Le = 1.0. The ratio of the radius at the given λ and that of λ = 0.1 is
given in the right column.

dependent on Lewis number, and we developed a numerical relation showing that the

prefactor a was dependent on the Lewis number while the exponent b was dependent

on strain rate. A greater understanding of the Lewis number effects is important when

trying to understand the different effects exhibited by different fuels. Through this study,

we hope to extend the knowledge that is applicable only to unity Lewis number cases to



108

other situations, thus opening up a wider range of applicability for unity Lewis number

simulations.
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CHAPTER 5

Conclusion

While the study of laminar diffusion flames represent only a small subset of the rich

and varied field of combustion phenomena, it has far reaching applications for the purpose

of developing a fundamental understanding of systems from engines to kitchen ranges.

Through these studies we have continued to develop the fundamentals essential to a fuller

understanding of the complex processes behind the everyday phenomenon of fire.

The first part of my thesis involved the extinction of unstrained planar flames that

were studied using a combination of experimental techniques and numerical simulation.

The effect of burner configuration on extinction was explored, showing how the flame

is steadier when oxidizer is flowing and how the extinction curves change when the fuel

and oxidizer are switched. Comparisons between methane and propane were conducted

showing that, in general, propane is a more stable system with extinction of propane

occurring at lower fuel concentrations than methane. It was shown how flames are highly

dependent on flow rate with various regions where burning is not possible. Along with this

work, I presented a framework to examine instabilities in the methane/propane system,

noting the different types of oscillations and when they occur. Since oscillations can

greatly increase the concentration at which extinction occurs, it is essential to have a good

understanding of these instabilities and when they occur to develop the most accurate

concentration extinction curves. Also, I looked at numerical simulations and showed how

simple one step chemistry models capture many of the same phenomena that the more
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complex models exhibit, vindicating the use of simple chemistry in analytical work. These

experiments and the numerical simulations used to model them create a bridge between

observed flame behavior (in other burners and in other, non-laboratory settings) and

analytical models where simple chemistry and flame structure are assumed.

In the second part of my thesis, numerical simulations of two dimensional, colliding

planar flames were studied to determine the effects of the Lewis number on the collapse

of flame holes. General observations of the effects of the Lewis number on planar flames

including the effects of strain rate and Lewis number on temperature and reaction rate

were presented showing how decreasing the Lewis number causes the flame to burn hotter

and the flame to be thicker. On examining the speed of collapse of flame holes leading to

re-ignition of quenched flame sheets, a scaling law for the dependence of edge propagation

speed on hole radius was extracted from the data. I found that the ”critical radius” (the

maximum hole size that results in a re-ignition event) decreases with an increase in Lewis

number and scales in a certain way with the strain rate. These studies add to the body

of literature and increase the general understanding of the extinction or growth of flame

holes.

Both of these studies examine important parameters necessary for the spreading or

extinction of flames. By developing these fundamental models and connecting them to

the systems we know how to model, we draw closer to being able to realistically model

more complex systems such as turbulent combustion.
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