
NORTHWESTERN UNIVERSITY

Synergy of Physics and Learning-based Models

in Computational Imaging and Display

A DISSERTATION

SUBMITTED TO THE COMMITTEE

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS

for the degree

DOCTOR OF PHILOSOPHY

Field of Computer Science

By

Zihao Wang

EVANSTON, ILLINOIS

September 2020



2

c© Copyright by Zihao Wang 2020

All Rights Reserved



3

ABSTRACT

Synergy of Physics and Learning-based Models

in Computational Imaging and Display

Zihao Wang

Computational imaging (CI) is a class of imaging systems that optimize both the opto-electronic

hardware and computing software to achieve task-specific improvements. Machine/deep learn-

ing models have proven effective in drawing statistical priors from adequate datasets. Yet

when designing computational models for CI problems, physics-based models derived from

the image formation process (IFP) can be well incorporated into learning-based architectures.

In this thesis, we propose a group of synergistic models (synergy between physics-based and

learning-based models) and apply such models in several CI tasks. The core idea is to derive

differentiable imaging models to approximate the IFP, enabling automatic differentiation and

integration into learning-based models. We demonstrate two synergistic models with the use

of differentiable imaging models. The first synergistic model combines a differentiable model

with residual learning for high frame-rate video frame synthesis based on event cameras. The

second one integrates a light transport model with an autoencoder for 3D holographic display

design.
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Additionally, we demonstrate two other synergistic strategies without differentiable imaging

models. In solving privacy preserving action recognition task using coded aperture videos, we

show that extracting motion features derived from the IFP can improve the performance of deep

classifiers. In an on-chip holographic microscopy task, to achieve space-time super resolution,

we use sparsely-coded bi-level dictionary for hologram super resolution followed by a phase

retrieval algorithm for 3D localization.

Media: presentation video https://youtu.be/VEJxdNok-K0.

https://youtu.be/VEJxdNok-K0
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CHAPTER 1

Introduction

Computational imaging (CI) is a class of imaging systems that optimize both the opto-

electronic hardware and computing software to achieve task-specific improvement. A concep-

tual visualization is shown in Fig. 1.1. Generally, the imaging hardware includes the optical

elements and electronic sensors to transform the real-world signals into digital forms. The raw

data collected from the hardware system serves as the input for computational algorithms for

executing pertinent tasks, which can be diversely defined. A CI system can not only be designed

to produce high quality photographs and videos, but also to retrieve information and/or perform

cognitive interpretation.

Computation has emerged as an integral role in the design of modern imaging and display

systems. In essense, CI research has been largely focused on the study of image formation.

Interestingly, a large volume of computational models have been proposed in solving existing

as well as novel tasks. Very recently, we have witnessed a shifting in designing computational

models, from physics-based towards learning-based. For instance, suppose we are tasked to

Figure 1.1. Computational imaging systems include the design of optical ele-
ments, electronic sensors, as well as computation. The raw data collected from
the hardware system is leveraged by computation to achieve the final task.
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solve the classic visual problem of image denoising. Researchers in 2007 [9] would take a

close look at the in-camera image signal processing (ISP) pipeline and derive an analytical

relationship for different sources of noise and the noisy image. The noise model, which contains

a few parameters but are closely related to the physical imaging process, is then used to perform

image denoising. As a comparison, recent image denoising models such as DnCNN in 2017 [10]

do not have explicit modeling of the ISP pipeline, rather modeling noisy image and the residual

image in an end-to-end fashion with many layers of convolutional filters. The weights of the

filters are optimized by enormous amount of simulated image pairs. Such models have departed

from ISP knowledge, yet are able to solve the image denoising task (additive Gaussian noise)

with effectiveness and efficiency. Although both models are tasked to solve the same image

denoising task, the two models have different design logic and architectures. In this thesis, we

refer to the models that arrive at analytical solutions from the image formation process (IFP) as

physics-based models. Meanwhile, we refer to the models that draw statistical priors from data

as learning-based models. In terms of the number of parameters, physics-based models usually

contain much fewer parameters than learning-based models. Learning-based models, however,

due to their large number of parameters, require large amounts of high quality training datasets

and may have generalization and domain adaptation issues while physics-based models do not.

The goal of this thesis is to explore and develop synergistic models to take the union of the

advantages from both the physics-based models and learning-based models.

One key idea being explored in this dissertation is to derive differentiable models for the IFP.

Ene-to-end differentiable models have been the core feature of learning-based models as such

models can be optimized by back propagation following the chain rule. By incorporating differ-

entiable imaging models in conjunction with the already-differentiable learning-based models,
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one can employ automatic differentiation techniques to propagate the loss information through

both parts. Since part of the differentiable models is based on IFP, the relevant weights and pa-

rameters have physical counterparts/interpretation. The pipeline for this optimization strategy is

shown in Fig. 1.2a. The loss error is propagated by the chain rule to update the weights ω in the

imaging model f(x, ω). η stands for the learning rate. One benefit of such models is that part of

the weights ω has physical counterparts. By optimizing the weights in the imaging model in an

end-to-end fashion, one can make physical interpretation and fabrication. Such models are also

task-specific. This is because the model weights are optimized by the annotated data x and y,

and therefore, towards improving the corresponding task performance. Examples along this line

are [11, 12, 13, 14, 15, 16, 17]. These works are common in that, although performing different

tasks ranging from action recognition to depth estimation, they all have physical components

such as phase plate pattern or pixel-wise exposure coding as part of the imaging models and

learned by optimizing the corresponding task performance. A variant of the task-specific differ-

entiable models is shown in Fig. 1.2b. In such types of models, the weights are pre-defined and

fixed during training while the input is being updated at each epoch. This type of models can be

interpreted as differentiable inverse solver designed for inverse problems. Examples along this

line includes [18, 19].

1.1. Overview of this Dissertation

In this dissertation, we explore and demonstrate synergistic models. Such models can be

viewed as the combination between physics-based models and learning-based models. We show

that synergistic models have benefits in overcoming certain drawbacks from individuals. In the
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(a) (b)

Figure 1.2. Task-specific differentiable imaging. The input signal x is passed
through a differentiable imaging model (a) In the backpropagation step, the
weights of the imaging model are being updated. (b) The weights are fixed
while the input signal is updated.

meantime, synergistic models also have disadvantages. We will demonstrate several synergistic

models applied in different imaging systems and tasks.

We demonstrate two synergistic models with the use of differentiable imaging models. The

first synergistic model combines a differentiable model with residual learning for high frame-

rate video frame synthesis. This is detailed in Chapter 2. The second one integrates a light

transport model with an autoencoder for 3D holographic display design. This is detailed in

Chapter 3.

Additionally, we demonstrate two other synergistic strategies without differentiable imag-

ing models. Chapter 4 discussed the topic of holographic imaging. In an on-chip holographic

microscopy task, to achieve space-time super resolution, we use dictionary learning for holo-

gram super resolution followed by a phase retireval algorithm for 3D localization. In Chapter 5,

we demonstrate the limit of deep classifiers in classifying unconventional image data, i.e., lens-

free coded aperture images. In solving privacy preserving action recognition task using coded

aperture videos, we show that extracting motion features derived from the image formation can

improve the performance of deep classifiers.
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Chapter 6 demonstrates our recent development in the synergy between event cameras and

RGB cameras. This has been a continued research of Chapter 2. Although not in the scope

of synergistic models, we believe RGB-event vision is an interesting direction to inspire future

works.
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CHAPTER 2

Event-driven Video Frame Synthesis

In this chapter, we propose a synergistic model for solving the problem of high frame-rate

video frame synthesis. We approach this problem by fusing a hybrid set of inputs, i.e., a regular

frame-rate intensity video and a stream of high speed neuromorphic events. We first analyze

the temporal sensing process of the hybrid camera DAVIS, and propose a differentiable forward

model that models the degeration from a latent high frame-rate video tensor to a low frame-rate

frame observation tensor and event frame tensor. Our differentiable model enables iterative

optimization of the latent video tensor via automatic differentiation, which propagates the gra-

dients of a loss function defined on the observation data and updates the target video signal.

This part of the model is referred as the physics-based model. Second, we concatenate the

physics-based model with a residual network and develop a deep learning strategy to enhance

the results from the first step, which we refer as a residual “denoising” process. Our trained

“denoiser” is beyond Gaussian denoisers and shows properties such as contrast enhancement

and motion awareness. We show that our framework is capable of handling challenging scenes

including both fast motion and strong occlusions.

2.1. Introduction

Conventional video cameras capture intensity signals at fixed speed and output signals frame

by frame. However, this capture convention is motion agnostic. When the motion in the scene

is significantly faster than the capturing speed, the motion is usually under-sampled, resulting
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captured data 
intensity image + events

final output
synthesized video

time (t)

y

x

pre-processing
binning events to frames

DMR
differentiable model-
based reconstruction

conv + ReLU

conv + BN + ReLU

conv

17
layers
...

global skip connection

Residual “denoising”
learning to remove

DMR artifacts

Figure 2.1. We propose a fusion framework of intensity image(s) and events for
high frame-rate video synthesis. Our synthesis process includes a differentiable
model-based reconstruction and a residual “denoising” process.

in motion blur or large discrepancies between consecutive frames, depending on the shutter

speed (exposure time). One direct solution to capture fast motion is to use high speed cam-

eras, in exchange with increased hardware complexity, degraded spatial resolution and/or re-

duced signal-to-noise ratio. Moreover, high speed moments usually happen instantaneously

in-between regular-speed context. Consequently, either we end up collecting long sequences

of frames with a great amount of redundancy, or the high-speed moment is missed before we

realize to turn on the “slow-motion” mode.

We argue that high speed motion can be acquired and synthesized effectively by augmenting

a regular-speed camera with a bio-inspired event camera [20, 21]. Compared to conventional

frame-based sensors, event pixels independently detect logarithmic brighness variation over

time and output “events” with four attributes: 2D pixel address, polarity (e.g., “1”: brightness

increase; “0”: brightness decrease) and timestamp (∼ 10µs latency). This new sensing modality

has salient advantages over frame-based cameras: 1) the asynchronism of event pixels results

in sub-millisecond temporal resolution, much higher than regular-speed cameras (∼ 30 FPS);

2) since each pixel responds only to intensity changes, the temporal redundancy and power

consumption can be significantly reduced; 3) sensing intensity changes in logarithmic scale
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enlarges dynamic range to over 120 dB1. However, event-based cameras have increased noise

level over low frame-rate cameras. And the bipolar form of output does not represent the exact

temporal gradients, introducing challenges for high frame-rate video reconstruction from event-

based cameras alone.

In this chapter, we propose a high frame-rate video synthesis framework using a combina-

tion of regular-speed intensity frame(s) and neighboring event streams, as shown in Fig. 2.1.

Compared to intensity-only or event-only TVFS algorithms, our work takes advantages from

both ends, i.e., high-speed information from events and high contrast spatial features from in-

tensity frame(s). Our contributions are listed below:

(1) We introduce a differentiable fusion model which is able to model various tempo-

ral settings. We consider three fundamental cases, i.e., interpolation, prediction and

motion deblur, which can serve as building blocks for other complex settings. The

problem can be solved by automatic differentiation that does not involve training. We

refer to this process as Differentiable Model-based Reconstruction (DMR).

(2) We introduce a novel event binning strategy and compare it against conventional stacking-

based binning strategy [22, 7, 8, 23]. Our binning preserves the temporal information

of events necessary for high frame-rate video reconstruction. Additionally, we perform

statistical evaluation for our binning strategy on the existing dataset [24].

(3) We introduce a deep learning strategy for further improving the DMR results. We

model the DMR artifacts as additive “noise” and perform “denoising” via deep residual

learning. During training, we augment the samples by randomizing all the parameters

of the DMR. We show preliminary results that the trained residual denoiser (RD) has

1Typical dynamic range of a conventional camera is 90 dB
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properties including contrast enhancement and motion awareness, which is beyond a

Gaussian denoiser.

2.1.1. Related work

Multimodal sensor fusion Fusion among different types of sensing modalities for improved

quality and functionality is an interesting topic. A related problem to ours is to spatially upsam-

ple functional sensors, e.g., depth or hyperspectral sensors, with a high resolution guide image.

The fusion problem can be formulated as joint image filtering via bilateral [25], multi-lateral

filters [26] or Convolutional Neural Network (CNN) based approach [27]. For high speed video

sensing, a fusion strategy can be employed between high speed video cameras (low spatial

resolution) and high spatial resolution still cameras (low speed) [28, 29, 30, 31, 32].

Our paper investigates the temporal upsampling problem. While previous approaches inves-

tigate in the framework of compressive sensing [33, 34, 35, 36, 37, 38, 39], we formulate our

work as fusing event streams with intensity images to obtain a temporally dense video. Com-

pared to existing literature [1] which integrates events per pixel across time, our differentiable

model utilizes “tanh” functions as event activation units and imposes sparsity constraints on

both spatial and temporal domain.

Event-based image and video reconstruction Converting event streams (binary) to multiple-

valued intensity frames is a challenging task, yet has been shown beneficial to downstream

visual tasks [8]. Existing strategies for image reconstruction include dictionary learning [7],

manifold regularization [40], optical flow [22], exponential integration [2, 1], conditional Gen-

erative Adversarial Networks (GAN) [41] and Recurrent Neural Network (RNN) [8]. Compared
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to existing algorithms, our work unifies different temporal frame synthesis settings, includ-

ing interpolation, extrapolation (prediction) and motion deblur (reconstructing a video from a

motion-blurred image).

Non-event-based video frame synthesis 1) Interpolation: Early work on video frame in-

terpolation has focused on establishing block-wise [42] and/or pixel-wise [43, 44] correspon-

dences between available frames. Improved performance has been achieved via coarse-to-fine

estimation [45], texture decomposition [46], and deep neural networks (DNN) [47]. Recent

DNN-based approaches include deep voxel flow [48], separable convolution [3], flow com-

putation and interpolation CNN [49]. 2) Prediction: Recent work on future frame prediction

has proposed to use adversarial nets [50], temporal consistency losses [51] and layered cross

convolution networks [52]. 3) Motion deblur: Recent work on resolving a sharp video/image

from blurry image(s) has leveraged adversarial loss [53], gated fusion network [54], ordering-

invariant loss [55], etc..

2.2. Approach

2.2.1. Image formation

Assume there exists a high frame-rate video denoted by tensor H ∈ Rh×w×d, d > 12. The

forward sensing process results in two observational tensors, i.e., the intensity frame tensor F

and event frame tensor E . Our goal is to recover tensor H based on the observation of intensity

and event data.

2H is indexed on time axis starting from 1. Color channel is omitted here.
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Case 1: interpolation Case 2: prediction Case 3: motion deblur

latent video tensor event frame tensorintensity frame tensor

Figure 2.2. Forward models considered in this chapter. Case 1: interpolation
from two observed intensity frames and event frames. Case 2: prediction from
one observed intensity frame at the beginning and event frames. Case 3: Motion
video from a single observed intensity frame and event frames.

Intensity frame tensor. We consider three sensing cases, i.e. 1) interpolation from the first

and last frames of H ; 2) prediction based on the first frame of H and 3) motion deblur, in

which case the intensity tensor is the summation over time. This can be visualized in Fig. 2.2.

Event frame tensor. As previously introduced, a pixel fires a binary output/event if the log-

intensity changes beyond a threshold (positive or negative). This thresholding model can be

viewed in Fig. 2.3a. Mathematically, the event firing process can be expressed as,

et =


1 θ > εp

−1 θ < −εn

0 otherwise

, (2.1)

where θ = log(It + b)− log(I0 + b). If et = 0, no events are generated. In order to approximate

this event firing process, we model each event frame as a function of the adjacent frames from
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1

et

-1

Є θp

Єn

(a) the event firing process

1

et

-1

h     - ht+1       t

(b) our proposed activation unit

Figure 2.3. Comparison of the event firing process and our proposed differen-
tiable model. ht denotes a pixel of Ht.

the high frame-rate tensor H , i.e.,

Et = tanh
{
α[Ht+1 −Ht]

}
, (2.2)

where α is a tuning parameter to adjust the slope of the activation curve. This function can

be viewed in Fig. 2.3b. Based on this formulation, a video tensor with d temporal frames

correspond to d− 1 event frames.

2.2.2. Differentiable model-based reconstruction

The DMR is performed by minimizing a weighted combination of several loss functions. The

objective function is formed as,

(2.3)Ĥ = argmin
H

Lpix(H ,F , E) + LTV (H )
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Pixel loss. The pixel loss includes per-pixel difference loss against intensity and event pixels

in `1 norm, i.e.,

Lpix(H ,F , E) = Efpix[‖F −A(H )‖1]

+ λeEepix[‖E − B(H )‖1],

(2.4)

over the entire available data range. F and E denote the captured intensity and event data,

respectively. A and B denote the forward sensing models described in Fig. 2.2 and Eq. 2.2. Ex

represents expectation with respect to the observed pixels/events.

Sparsity loss. We employ total variation (TV) sparsity in the spatial and temporal dimensions

of the high-res tensor H . The TV sparsity loss is defined as:

(2.5)LTV (H ) = λxyEhpix
[∥∥∥ ˙Hxy

∥∥∥
1

]
+ λtEhpix

[∥∥∥ ˙Ht

∥∥∥
1

]
,

where ˙Hxy = ∂H
∂x

+ ∂H
∂y

and ˙Ht = ∂H
∂t

. We later denote LTVxy = Ehpix[
∥∥∥ ˙Hxy

∥∥∥
1
] and LTVt =

Ehpix[
∥∥∥ ˙Ht

∥∥∥
1
]. LTVxy can be viewed as a denoising term for intensity tensor, and LTVt can be

viewed as an event denoising term. A comparison of the performance for each loss function

is shown in Fig. 2.4. The figure shows a synthetic case for single-frame interpolation. We use

three frames, resulting in two event frames (Eq. 2.1). Combining the spatial and temporal TV

losses resullts in better performance.

Implementation. We use stochastic gradient descent to optimize Eq. 2.3 so as to reconstruct

the latent high-res tensor. Our algorithm is implemented in TensorFlow. We use Adam op-

timizer. The learning rate varies depending on the tensor size as well as related parameters.

Empirically, we recommend 0.002 as initial value. We recommend to schedule the learning

rate to decrease 5× every 200 epochs. The momenta β1 = 0.9, β2 = 0.99. For the case of
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(a) Lpix (b) Lpix + λtLTVt (c) Lpix+λxyLTVxy (d) Lpix + LTV (e) ground truth

Figure 2.4. Comparison of different loss functions (simulated single-frame in-
terpolation). LTV = λtLTVt + λxyLTVxy .

Figure 2.5. Loss values and accuracy (PSNR and SSIM) during DMR optimization.

interpolation, we initialize the high-res tensor H by linearly blending the two available low-res

frames. For prediction and motion deblur, we initialize the high-res tensor using the available

single low-res frame. An example of the optimization progress can be viewed in Fig. 2.5. As

the loss decreases, both PSNR and SSIM increase and gradually converge.

2.2.3. Binning events into event frames

Our event sensing model requires binning events into frames. The ideal binning strategy would

be “one frame per event”. However, this binning strategy is unnecessarily expensive. For
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Figure 2.6. Comparison of two binning strategies.

example, the events between two consecutive frames (22 FPS in [24]) may vary from thousands

to tens of thousands, resulting in computational challenges and redundancy. However, events

happening at different locations but at very close timestamps can be processed in the same event

frame. Therefore, we design and compare two binning strategies:

Binning 1 (proposed): For an incoming event, if its spatial location already has an event in

the current event frame, then cast it into a new event frame; otherwise, this incoming event will

stay in the current event frame. In this case, each event frame should only have three values,

i.e., {-1, 0, 1}.

Binning 2: Similar to several previous work [22, 7, 8, 41], where events are stacked/integrated

over a time window, we allow each event frame to have more than three values. However, since

the “tanh” function in Eq. 2.2 only outputs values between -1 and 1, we modify our event

sensing model to have a summation operation over several sub-event frames. Mathematically,

Eb2 =
∑

t Et. We use a toy example to analyze the performance of the two binning strategies,

shown in Fig. 2.6. Assume there are two intensity pixels at different locations. During a certain
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amount of time, each intensity pixel outputs two intensity values, i.e., a1 and b1 from Pixel

1 and a2 and b2 from Pixel 2. Assume in the same time window four events are fired from

two event pixels. (Assume the locations of event pixels and intensity pixels match perfectly.)

According to Binning 1, the four events result in 3 event frames. Therefore, two intermediate

frames [x11, x21] and [x12, x22] can be interpolated accordingly. Binning 1 makes sufficient use

of the temporal order of events, resulting in 6 constraints:

σ(x11 − a1) = 0

σ(x12 − x11) = 1

σ(b1 − x12) = 1

σ(x21 − a2) = −1

σ(x22 − x21) = −1

σ(b2 − x22) = 0,

(2.6)

where we use σ(·) to denote the event sensing model tanh{α(·)}. Binning 2 integrates sub-

event frames together. Therefore, it does not preserve the temporal order of events, resulting in

ambiguity. In Eq. 2.7, the first equation has at least three solutions, i.e. {0, 1, 1}, {1, 0, 1}, {1,

1, 0} corresponding to each ”tanh” function respectively. This ambiguity is challenging to be

solved by stochastic gradient descent.


σ(x11 − a1) + σ(x12 − x11) + σ(b1 − x12) = 2

σ(x21 − a2) + σ(x22 − x21) + σ(b2 − x22) = −2

(2.7)

We show DMR results for a frame interpolation case using DAVIS dataset [24] in Fig. 2.7. We
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(a) Binning 1 (b) Binning 2

Figure 2.7. Comparison of two binning strategies applied to frame interpolation
using the DAVIS dataset.

use two consecutive intensity frames and the events in-between. In Row 1 (“slider depth”), 9

event frames are binned from over 7, 700 events using Binning 1. Row 2 (“simulation 3 planes”)

has 19 event frames from over 40, 000 events. For Binning 2, we match the sub-event frame

number with Binning 1 so as to compare the performance. Frame #2 is shown. Our results

show that Binning 1 preserves sharp spatial structures. We will use Binning 1 in subsequent

experiments.

2.3. Statistics on real event streams (Binning 1)

We examine several event streams captured in real scenarios using our Binning 1 strategy.

The results are shown in Fig. 2.8. We plot three metrics: 1) event density, defined as (# of
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events) / (full resolution) × 100% per event frame; 2) event speed, defined as (event density) /

(event frame duration); and 3) event frame duration, defined as the elapsed time from the first

to the last event in the same frame. We observe that the event frame duration results in less

variation than the event density and speed. An empirical mean of the event frame duration is

∼ 2ms, corresponding to ∼ 500FPS and ∼ 16× temporal upsampling from 30FPS (regular

frame rate).

2.3.1. Learning a residual denoiser

DMR is an iterative reconstruction approach based on a differentiable model, which does not

involve training. The benefit of DMR is that it can handle a variety of fusion settings (interpola-

tion, prediction, deblur, etc.) and is independent of optimizers. Although DMR does not involve

training, it requires case-specific parameter tuning. Moreover, we observe that the DMR results

may have visual artifacts. This is due to the ill-posedness of the fusion problem and different

noise levels between the two sensing modalities.

In order to address these issues, we model the artifacts outcome of DMR as additive “noise”

and propose a “denoising” process to remove the artifacts. Inspired by ResNet [56] and DnCNN

[10], we employ the residual learning scheme and train a residual denoiser (RD). Rather than

training the denoiser from various levels of artificial noise, we design to train the network from

the outcome of DMR. Mathematically, the residual R is expressed as,

R = Ĥ −Hg, (2.8)

where Ĥ represents the reconstructed frame from DMR, and Hg represents the ground truth

frame. We use a residual block similar to [57], which has a {conv + ReLU} and a {conv} layer
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Figure 2.8. Statistics for using Binning 1 on real event streams.
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Table 2.1. Augmentation recipe

source notation value range
Eq. (2.1) εp, εn (0, 0.05)
Eq. (2.2) α (8, 20)
Eq. (2.4) λe (0.1, 0.5)
Eq. (2.5) λxy (0.3, 0.8)
Eq. (2.5) λt (0.2, 0.6)

event percentage (0%, 20%)
PBR learning rate (0.001, 0.009)

PBR epoch(s) (1, 350)

at the beginning and end, with 17 intermediate layers of {conv + BN + ReLU}. The kernel size

is 3× 3 with stride of 1. The loss function for our denoiser is the mean squared error of Ĥ and

R. During training, we augment data by randomizing the configuration parameters (including

the running epochs) in DMR, summarized in Table 2.1. The goal of this augmentation is 1)

to prevent overfitting; 2) to enforce learning of our DMR process; 3) to alleviate effects due to

non-optimal parameter tunning. Our denoiser is single-frame, as we seek to enhance each DMR

output frame iteratively without comprimising the variety of DMR fusion settings.

2.4. Experiment results

We design several experiments to show the effectiveness of our framework.

• For DMR, we evaluate the three cases (interpolation, prediction and motion deblur)

described in Fig. 2.2 on the DAVIS dataset [24], and compare against state-of-the-

art event-based algorithms, i.e., Complementary Filter [1] and Event-based Double

Integral [2].

• For RD, we first discuss how to use the trained RD. We compare two strategies, i.e., 1)

to use RD after every DMR iteration; 2) to use RD only when DMR is converged. We
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(a) Frame #1 + events (b) Frame #5 (c) Frame #10

(d) Error map #10 (e) Frame #16 (f) Frame #21

Figure 2.9. Frame interpolation. The start and end frames, as well as in-between
events, are used as input. Frame #10 is compared against the ground truth middle
frame.

then evaluate the effectiveness of trained RD by comparing with Gaussian denoisers,

e.g., DnCNN [10] and FFDNet [57].

• Finally, we compare our results with a non-event-based frame interpolation algorithm,

SepConv [3].

2.4.1. Results for DMR

Interpolation. We first show interpolation results in Fig. 2.9. We use three consecutive frames

from [24], withholding the middle frame. The intermediate events bin into 20 event frames. The

ground truth middle frame is the closest to Frame #10.
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Prediction. We next show frame prediction results, corresponding to Case 2 in Fig. 2.2. We

withhold the end frame of two consecutive frames and seek to predict it using the start frame

and “future” events. The results are shown in Fig. 2.10. Compared to CF [1], our results are

less noisy and closer to the ground truth.

Motion deblur. Corresponding to Case 3 in Fig. 2.2, we compare our DMR results with state-

of-the-art, Event-based Double Integral (EDI) [2], shown in Fig. 6.16. Compared to EDI, our

results preserves sharp edges while alleviating event noise.

2.4.2. Results for RD

Data preparation. We use publicly available high-speed (240 FPS) video dataset, the Need

for Speed dataset [58]. The reason we choose this dataset is because it has rich motion cate-

gories and content (100 videos with 380K frames) which involves both camera and scene/object

motion. As introduced in Subsection 2.3.1, our RD is trained on the output of DMR process.

As a proof of concept, we simulate solving a single-frame prediction problem, i.e. given two

consecutive video frames, we first simulate the latent event frame. Next, a DMR is performed

to predict the end frame.

Training and testing. We randomly split the dataset into 89 training classes and 11 testing

classes. For augmentation purpose, we perform a random temporal flip and a spatial crop with

size 40 × 40. The sample clip will then experience event frame simulaltion and DMR using a

random setting according to Table 2.1. Note that we enforce generated event frames to contain

less than 20% of events. This is according to the statistical analysis of the DAVIS dataset we

have performed in Fig. 2.8. We generate 100K image pairs of size 40 × 40 pixels; 80% of the
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(a) Start frame (b) w/ future events (c) CF [1]

(d) Ours (DMR) (e) Error map of CF (f) Error map of ours

Figure 2.10. Frame prediction. Given a start frame (a) and the future events (b)
happened after (a), we predict the end frame (ground truth omitted). Our results
using DMR alone outperforms existing algorithm, Complementary Filters (CF)
[1].
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(a) Blurry images (data from [2]) (b) w/ events during exposure time

(c) EDI [2] (d) Ours (DMR)

Figure 2.11. Motion deblur. A motion blurred image (a) and the events during
exposure time (b) are used to reconstruct a high frame-rate video. Compare to
(c) EDI [2], our results (d) preserves spatial features with less noise.

sample dataset are randomly chosen as training samples and the rest 20% are used for validation.

We use a batch size of 128, which results in 2K batches per epoch. We use mini-batch stochastic

gradient descent with an Adam optimizer (β1 = 0.9, β2 = 0.999). Note that the same optimizer

has been used in the DMR process, but the optimization of DMR does not involve training. The

learning rate is scheduled as 1× 10−3 for the initial 30 epochs, then 1× 10−4 for the following

30 epochs and 5 × 10−5 afterwards. We use an NVIDIA TITAN X GPU for parallelization.

Each epoch takes approximately 6 minutes training on our machine. We train our network for

150 epochs. Since our model is fully convolutional, the number of parameters is independent of

the image size. This enables us to train on small patches (40× 40) and test on the whole image.

Plug & play vs. one-time denoising. Since we train our denoiser to establish a mapping

function between DMR and its residual towards the ground truth, the first experiment we inves-

tigated is how/when to use this denoiser. We compare two frameworks, i.e., the plug & play
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Table 2.2. Plug & play vs. one-time denoising using RD.

clip name plug &play one-time
Motorcycle 28.07 / .951 29.11/.965

Car race 24.53 / .883 24.89/.895
Football Player 29.94 / .935 32.30/.978

[59] and the one-time denoising. The plug & play framework decouples the forward physical

model and the denoising prior using the ADMM technique [60]. For one time denoising, we

apply the residual denoiser once after the DMR has converged. One-time denoising is con-

sidered because it is considerably faster than plug & play. Our experimental results show that

one-time denoising performs similar or even better than plug & play, shown in Table 2.2. We

reason that this is related to our training process and the initialization of the high-res tensor.

Our differentiable model involves a temporal transition process from an existing frame to a fu-

ture frame. We initialize the high-res tensor with the reference intensity frame. In each DMR

iteration, the reconstruction process produces artifacts that are similar to the degradations in the

initialized image. However, our denoiser is trained to “recognize” this degradation and remove

these artifacts. Therefore, our denoiser is most useful and efficient when applied after the DMR

has converged. Examples are shown in Fig. 2.12.

Comparison with Gaussian denoisers. Since we decouple the problem as DMR and RD pro-

cess, it is interesting to see whether a general denoiser can complete this task. We select several

video clips from the testing classes and compare our results with two other denoisers, DnCNN

[10] and FFDNet [57]. DnCNN is an end-to-end trainable deep CNN for image denoising with

different Gaussian noise levels, e.g., [0, 55]. During our testing of DnCNN we found that the

pre-trained weights do not perform well. We retrained the network using the Need for Speed

dataset with Gaussian noise. The FFDNet is a later variant of DnCNN with the inclusion of pre-
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Figure 2.12. Plug & play vs. one-time denoising.

Table 2.3. Performance comparison for different denoisers.

clip name metric DMR DnCNN FFDNet Ours

airplane PSNR 30.91 31.10 30.92 31.38
SSIM 0.975 0.982 0.976 0.982

basketball PSNR 23.55 24.05 23.47 24.06
SSIM 0.963 0.971 0.964 0.972

soccer PSNR 29.96 31.08 30.13 31.29
SSIM 0.961 0.974 0.962 0.975

billiard PSNR 36.46 35.42 36.48 36.46
SSIM 0.982 0.986 0.983 0.987

ping pong PSNR 32.46 32.26 32.50 32.24
SSIM 0.974 0.978 0.975 0.979

and post-processing. During our tuning of the FFDNet, we found that smaller noise levels (a

tunable parameter for using the model) result in better denoising performance in terms of PSNR

and SSIM metrics. For each testing image, we present the best tuned FFDNet result (noise level

less than 10) and compare with our proposed denoiser. The results are summarized in Table 2.3.
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(a) Ours (DMR) (b) DnCNN [10] (c) FFDNet [57] (d) Ours (RD) (e) ground truth

Figure 2.13. Comparison of denoising performance. Our learned Residual De-
noiser (RD) reconstructs the intermediate frame (1-frame interpolation case)
with fewer motion artifacts.
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2.4.3. Comparison to non-event-based approach

We compared our results for performing multi-frame interpolation with a state-of-the-art ap-

proach, SepConv [3]. We present results comparing 3-frame interpolation in Fig. 2.14. We

convert our grayscale testing images to 3 channels (RGB) before applying the SepConv inter-

polation algorithm. Although the results from SepConv provide better visual experience, they

have salient artifacts around large motion regions. Note that performing intensity only frame

interpolation produces significant artifacts in the presence of severe occlusions. On the other

hand, our event-driven frame interpolation is able to successfully recover image details in oc-

cluded regions of interpolated frames. For a quantitive comparison, the SepConv method has

an average SSIM of 0.9566 and PSNR of 29.79. Ours have average SSIM of 0.9741 and PSNR

of 37.64.

2.5. Concluding remarks

In this paper, we have introduced a novel high frame-rate video synthesis framework by

fusing intensity frames with event streams, taking advantages from both ends. Our framework

includes two key steps, i.e., DMR and RD. Our DMR is free of training and is capable to

unify different fusion settings between the two sensing modalities, which was not considered in

previous work such as [2, 1]. We have shown in real data that our DMR performs better than

existing algorithms. However, DMR requires tuning parameters, which have large variance

across various settings. This was one of the reasons we propose to train an RD. Our strategy

is to incorporate a range of DMR parameter settings so as to expose the network with various

DMR results, including both the optimal and non-optimal ones. By learning the corresponding

residual, our simulation results have shown that a RD can be trained to effectively remove
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Figure 2.14. Multi-frame interpolation results, compared with SepConv [3].
Shown are frames #2, #3 and #4. Note that the intensity-only based frame inter-
polation method (SepConv) produces considerable motion artifacts around oc-
cluded areas, while our event-driven frame interpolation succesfully recovers
image details in occluded regions.

artifacts from DMR. Currently we train an RD from single-frame prediction case. Yet it is

interesting to further augment the training samples with all the cases, which we will investigate

in the future. Applying the RD to real data faces a domain gap due to the resolution (both

spatial and temporal) and noise level mismatch. Currently, none of the existing DAVIS datasets

contains enough sharp intensity images captured at high speed for training/fine-tuning. We will

investigate event simulation using event simulator [61] in our future work.
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CHAPTER 3

Hogel basis display

In this chapter, we continue the demonstration of synergistic modeling. We introduce a

novel synergistic model for the design of 3D holographic display, namely hogel basis display

(HBD). HBD is inspired by holographic stereograms (HS). HS a type of holographic display

that produces high quality static imagery by recording parallax view images into an array of

volume holographic pixels (hogels). HBD explores storage capability of volume holograms.

The concept of hogel basis is introduced by grouping a set of hogels as super hogels (SH) and

storing the compositing bases into each hogel, instead of complete images. A SH is able to

display/synthesize complete viewpoint images. Programmability is added to the corresponding

playback reference beam.

An autoencoder is designed for learning the hogel basis, which is essentially an image com-

pression algorithm. The autoencoder is the learning part of our proposed synergistic model. To

build the physics-based part, we numerically simulate the recording and playback processes of

the hogel bases. We then integrate the differentiable hologram simulator in the autoencoder.

The optimization process includes 1) learning basis decomposition of images, 2) numerically

simulating the recording-playback effects for the bases. Therefore, the learned bases have po-

tential to be recorded by hardware. Additionally, we show performance improvements for the

synergistic model over the basic autoencoder. This is interesting as it indicates a regularization

property of the physical model.
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3.1. Introduction

Holographic stereograms. Our work is built upon the synthetic holographic stereogram (SHS)

printing technique [62, 63], which incluses recording and playback processes of a series of vol-

ume hogels (holographic elements). The procedure can be viewed in Fig. 3.1a. The hologram

plate is stationed with a scanning motor with 2-DoF mobility. At each hogel position, the object

beam is illuminated through a spatial light modulator (SLM). The SLM is used to modulate the

incident light beam such that a desired light field pattern is programmed. Each SHS position

corresponds to a 2D perspective view of the 3D scene. The SLM pattern is then focused down to

the hogel position (nearly a point). On the other side of the hogel projects a collimated reference

beam. The reference beam can be projected with an oblique angle. The recording process has a

time perioud for exposure, allowing the hologram material to undergo photochemical reactions

such that its refractive index is proportional to the interference fringes [64]. In the playback

process, the best viewing condition is to have the same reference beam illuminated onto the

hologram with the same geometry. Since the recording reference beams do not have encodings

or variations, it is also possible to use other light sources to view the stereogram. When view-

ing, the viewers need to see through the panel, as shown in 3.1b. Effectively each eye observes

different scene perspectives that allows the viewers to have 3D viewing experience.

Overview of hogel basis display. The design of hogel basis display is based on SHS. The

recording and playback processes are shown in Fig. 3.2. Instead of directly projecting a com-

plete view image onto each hogel, we project an optimized basis. A few hogels are grouped

together as a super hogel (SH). An SH is equavalent to a conventional hogel in the SHS setting.

Therefore, during playback, the viewers should look through the hogel basis screen (HBS) as
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(a) Recording a holographic stereogram.
(b) Viewing the holographic stereogram.

Figure 3.1. The recording and viewing of a holographic stereogram.

(a) Recording phase. (b) Playback phase.

Figure 3.2. Overview of hogel basis display (hardware).

conventional SHS does. However, the playback reference is programmed by another SLM de-

vice (omitted in Fig. 3.2b). Each SLM pixel will program a single hogel with a complex value.

For the m-the SH, the 2D view image is represented as:

ISHm = |
J∑
j=1

α(m,j)u
(j)
b |

2, (3.1)

where ISHm denotes the m-th SH image intensity, α(m,j) denotes the j-th coefficients within the

m-th SH and u(j)
b denotes the j-th basis image. Both α and ub are complex-valued. The image

ISHm is a complex linear representation of J bases weighted by the coefficients.
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Here, we list a proposed quantification of HBS. Assume an SLM has 1000 × 1000 pro-

grammable pixels per frame. An SH consists of 10 × 10 hogels, totally 100 bases as well as

programmable coefficients for each view. An HBS is therefore composed of 100 × 100 SH,

equivalently 100 × 100 viewing perspective images. We use 100 × 100 SLM pattern to record

one hogel. Therefore, during playback each hogel will project 100 × 100 directional rays (re-

lated to the playback optics). In sum, we use 1000×1000 programmable SLM pixels to program

the playback reference beam, and is able to produce 100× 100× 100× 100 directional rays. In

the next section, we will describe the optimization for the hogel bases ub.

3.2. Hogel basis autoencoder

We propose a deep neural network architecture named hogel basis autoencoder to optimize

the bases. The designed neural network is shown in Fig. 3.3. This network has a deep encoder

stage and a shallow autoencoder stage. The encoder stages takes in as input a single view of

the light field and outputs the complex basis coefficients. The input image is of size 100x100

and the output of the encoder is a complex vector of length 100. This basis coefficient vector

is the compressed representation of the input image. The decoder consists of the hogel bases in

the form of network weights. There are 100 complex hogel bases each of size 100x100. The

predicted coefficients from the encoder network are used to scale the hogel bases and summed

coherently to produce the predicted image.

To train the network we generate a synthetic dataset that contains high angular resolution

light fields. Both the spatial and angular resolution are set as 100x100. We use Pytorch3d1, a

differentiable OpenGL based renderer library to render the high dimensional light field images.

1https://pytorch3d.org/
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Figure 3.3. Hogel basis autoencoder (BaseNet).

We use these high dimensional light fields to learn the hogel bases which can effectively repre-

sent these images in a much lower dimension. Here, we have chosen a 100x lower dimension

than the input space, thus achieving a 100x compression ratio. As shown in Fig. 3.3, the en-

coder consists of a series of convolutional layers with kernel size of 3 × 3 and strides of 1 × 1

and padding size of 1 × 1, as well as average pooling layer with filter size of 2 × 2. The final

average pooling layer has two output branches, each leading to a vector of real/imaginary part

of the coefficients. A 100× 100 input will be encoded as a 100× 2 coefficient tuple. The bases

are initialized independently from the input images. The decoder takes the complex coefficients

and the basis images and reconstructs the image by performing complex multiplication and

summation. The final intensity values are regarded as the output image. The encoder network

weights and the hogel bases are optimized over the entire light field training dataset to minimize

the mean squared error.



56

In contrast to the hogel basis autoencoder, referred as BaseNet, we propose a physics-in-the-

loop architecture to incorporate the physical effects, as shown in Fig. 3.4. This network, referred

as HoloNet, has a different decoder as BaseNet. The original bases are first fed into a hologram

simulator, which simulates the recording and playback processes for each complex-valued basis.

The output bases are then combined with the coefficients to reconstruct the image. During

training, both the coefficients and the bases are learnable variables. The hologram simulator

is constructed as a differentiable model such that we can backpropagate the loss error to the

original basis end.

In the next section, we will describe the hologram simulator.

3.3. Hologram simulator

In this section, we describe a simulation approach for volume holograms (VH) based on

3D convolution. The problem is to solve the light field distribution with VH as scattering

media. Here, a VH is regarded as a hogel in the HBS. During the recording phase, a recording

basis wave u(j)
b (x, y; zb) and reference wave u(j)

r (x, y; zr) are counter-propagating through the

VH, where j ∈ {1, ..., J}, zb and zr denote the location on the z-axis respectively. We use

u
(j)
b (x, y) and u

(j)
r (x, y) to denote the complex-valued 2D images located at two ends along

z-axis of the VH. The reference wave is constrained as a ramp phase image, i.e., u(j)
r (x, y) =

exp [i(k
(j)
r,xx + k

(j)
r,yy]. We use k

(j)
r = [k

(j)
r,x, k

(j)
r,y , k

(j)
r,z ] (with |k(j)

r |= k0 = 2πn0

λ
) to represent the

reference wave vector. The light distribution in the VH satisfies the inhomogeneous Helmholtz

equation:

(∇2 + k2
0)u(x) = −v(x)u(x), (3.2)
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Figure 3.4. Physics-in-the-loop hogel basis autoencoder (HoloNet).

where v(x) is the scattering potential and is defined as:

v(x) =
k2

0

4π
[(
n(x)

n0

)2 − 1]. (3.3)

Under the Born approximation, the scattered field u(x) is approximated as a superposition

of the incident wave uin(x) and a scattered component us(x), i.e., u(x) = uin(x) + us(x). The

scattered component us(x) can be modeled as a 3D convolution with the Green’s function:
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us(x) = E(v(x), uin(x)) = F−1{F [uin(x) ◦ v(x)] ◦ F [g(x)]}, (3.4)

where g(x) = exp(ik0x)
|x| is the Green function, and F represents 3D Fourier transform. Next, we

illustrate the recording and playback process in the Fourier space, as shown in Fig. 3.5.

(a) |F{g}| (b) |F{ub + ur}| (c) |F{v}| (d) |F{v ◦ ur}|

(e) Single recording (f) Single playback

Figure 3.5. Fourier analysis for volume diffraction holography. (a-d) show the
amplitude of the Fourier transforms of (a) the Green’s function, (b) the interfer-
ence field (ub + ur) in reflection hologram geometry, (c) the scattering potential
v, (d) the playback field (before applying the Green’s function). Bottom of (a-d)
show amplitude slices in corresponding volumes.
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Green function. In Fourier space, the Green function has the form of g(k) = 1
|k|2−k20

. As the

spatial frequency approaches the wave vector k0, the value of the Green function approaches

infinity. Since the 3D convolution is to equivalently multiply the incident spectrum by the Green

spectra, it serves as a sampling function near k0, i.e., |k−k0|< ε. In literature, the Green spectra

is referred as the Ewald sphere, as shown in Fig. 3.5a. The forward and backward half-space

represents the propagation/sampling in forward and backward directions.

Recording phase. The recording phase involves counter-propagating two waves inside the

VH. We use u(j)
b (x) and u(j)

r (x) to represent the 3D distribution of the basis wave u(j)
b (x, y)

and reference wave u(j)
r (x), by using the 3D convolution in Eq. 3.4. Since we have constrained

the reference wave as a ramp phase, it only consists of one wave vector k
(j)
r . In Fourier space,

this signal is a point on the backward Ewald hemisphere, while the basis signal is located on

the forward hemisphere. The spectra of the interference pattern is shown in Fig. 3.5b. After

the j-th exposure, the refractive index variation of the VH is proportional to the intensity of the

interference pattern:

∆n(x) ∝ |ub(x) + ur(x)|2 = u2
b(x) + u2

r(x)︸ ︷︷ ︸
non-interferring terms

+ub(x) ◦ u∗r(x) + u∗b(x) ◦ ur(x), (3.5)

where index j is omitted. u∗b and u∗r are the complex conjugates of ub and ur. In Fourier space,

the Hadamard multiplication becomes convolution. Since the reference wave and its conjugate

resemble two delta signals. The convolutions operate as spatial shifts. The basis spectra and

its conjugate have been shifted away from the Ewald sphere, with shift magnitudes of k0. The
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scattering potential v preserves this behavior as taking the square of ∆n is performing pixel-

wise scaling. The Fourier spectra of v can be seen in Fig. 3.5c. The non-interferring terms are

centered around the zero frequency.

Playback phase. To playback a recorded basis wave, the same reference wave is used with

the same illumination geometry. The field F{ur ◦ v} before applying the Green function in

Eq. 3.4 is shown in Fig. 3.5d. The reference wave shifts the potential spectra, resulting in the

term F{ub ◦ u∗r} shifted back to the Ewald sphere. After applying the Green function, all other

signals have been suppressed while the basis signal F{ub} has been amplified. We refer to the

playback 3D light field in the VH as ub, p(x), and the playback basis image located at the basis

location as ub, p(x, y).

Numerical implementation. The simulation pipeline is illustrated in Fig. 3.6. In the record-

ing step, the basis image and the reference image are placed in different depth layers in an

empty 3D volume. The distance between the two images is the hologram thickness. The 3D

volume is convolved with the Green’s function. This operation is performed by taking 3D FFT

of both volumes, pixel-wise multiplying the spectra, and then taking the inverse 3D FFT. The

output is regarded as the interference pattern. To construct the scattering potential, we need to

take the intensity of the interference and follow Eq. 3.5. Note that there is a step for applying

a mask function to constrain the light interference between the hologram region (between the

basis and reference image). This masking operation can be performed either in the spatial do-

main as shown in Fig. 3.6a, or in the FFT domain. When in the FFT domain, the basis 3D cube

and the reference 3D cube are separately convolved with the forward Green’s function and the

backward Green’s function, constraining the propagation direction, i.e., counter-propagating.
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To construct a forward Green’s function, we apply a zero-masking operation on the spectra of

the Green’s function, which is the Ewald sphere as shown in Fig. 3.5a. The backward Green’s

function should mask out the forward hemi-space in the Fourier space. The playback phase

starts with the same playback reference cube as used in the recording phase. The playback

reference is pixel-wise multiplied with the potential v from the recording phase. The product is

then convolved with the forward Green’s function so as to obtain the reflection wave. Then, the

same depth layer as the recording basis depth is used as the playback output image.

(a) Recording of a basis image.

(b) Playback of the recorded basis image.

Figure 3.6. Hologram simulator algorithm pipeline.

There are singularities in the Green’s function, both in the spatial (g(x) = (ik0x)|x|) and the

frequency (g(k) = 1
|k|2−k20

) domain. In our simulation, we first construct the Green’s function

in the spatial domain and then take its FFT to simulate the Ewald sphere. To avoid dividing

by zero, we sample the coordinates with even sample numbers in symmetry. The spectrum of

the Green’s function is shown in Fig. 3.7a. The spectrum shows aliasing artifacts due to the
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undersampling of the Green’s function (around x=0). We therefore apply a Gaussian mask to

suppress the signal away from the wave vector, shown in Fig. 3.7. The Ewald sphere after

masking is shown in Fig. 3.7c.

(a) Ewald sphere w/o mask. (b) Gaussian mask. (c) Masked Ewald sphere.

Figure 3.7. Suppressing the signal amplitude away from k = k0 in the frequency
domain for the Green’s function by applying a Gaussian mask.

We implemented a normalization step for the Green’s function in the frequency domain.

Each kz layer is pixel-wise normalized with the complex sum values along the kz direction.

This can be viewed in Fig. 3.8b (before normalization) and 3.8b (after normalization). Note

that in this simulation the Ewald sphere looks elipsoidical rather spherical. This is because we

make the unit of kz different than kx and ky axes, such that the Ewald sphere covers most of the

input spectrum. The right hand side shows kx-ky plot of the sphere. The 3D convolution results

using the Green’s function w/o and w/ kz normalization are shown in Fig. 3.8c and Fig. 3.8d.

As can be seen in the middle colume, most of the signal of the input image has been preserved

by using the normalized Green’s function.
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3.4. Physics-in-the-loop basis learning

In this section, we detail experiments for physics-in-the-loop basis learning. The learning

archiceture is shown in Fig. 3.4. We convert the hologram simulator to a differentiable model.

During each training forward pass, the initial bases are first fed into the hologram simulator to

simulate the recording and playback phases. The outputs are the same number of bases. The

output “playback” bases are then multiplied with the coefficients to construct the target image.

For the backpropagation step, the loss is first propagated to update the “playback” bases, and

then backward through the hologram simulator to update the initial bases. By doing this, the

initial bases are updated in a way that incorporates the properties of the hologram simulator.

As an intermediate step, we propose GreenNet. GreenNet refers to the architecture that

the initial bases are only convolved with the 3D Green’s function, but not through the entire

recording-playback process. This process is a portion of the full simulator and is computa-

tionally efficient. Additionally, HoloNet can initialize its bases either randomly, or from the

results of GreenNet. We refer to the training strategy that HoloNet initialized by the pre-trained

GreenNet bases as GreenHoloNet. The results are shown in Fig. 3.9. As can be seen, the

BaseNet plateaus around 26.3dB near 300 epochs. At the same number of epochs, the Green-

Net achieves better results at 26.5dB. HoloNet trained from scratch (gray curve) does not show

enough progress over certain epochs. However, HoloNet trained from GreenNet bases at first

drops performance, but is able to quickly improve and keeps the growing trend of the GreenNet,

plateaued at 27.9dB.

The results comparing the BaseNet and the GreenHoloNet are shown in Fig. 3.10. We

can observe sharper regions in the GreenHoloNet results compared to both the BaseNet and

GreenNet.
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The visualization of the learned bases is shown in Fig. 3.11. Compared to BaseNet, the

GreenHoloNet bases are less noisy both in the real and imaginary components.

3.5. Conclusion

In this chapter, we have demonstrated a physics-in-the-loop deep learning architecture for

optimizing the image decomposition. The physics part incorporates a volume hologram sim-

ulation process that serves as a predictor to “record a hologram for each basis and playback”.

By the physical simulation, the learned bases achieve better reconstruction performance than

the basic architecture (BaseNet). However, this performance improvement is not achieved by

directly training HoloNet. In fact, we have shown that directly learning basis using HoloNet is

unable to achieve basis learning. Therefore, we use a part of the HoloNet, i.e., the GreenNet,

to first optimize the bases. The learned bases are then used as initialization for the HoloNet,

referred as GreenHoloNet. In this time, the GreenHoloNet is able to fine-tune the bases and

steadily improve the performance. The learned bases also have potential to be finally printed by

hardware.
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(a) Ewald sphere before kz normalization.

(b) Ewald sphere after kz normalization.

(c) 3D convolution using Ewald sphere w/o kz normalization.

(d) 3D convolution using Ewald sphere w/ kz normalization.

Figure 3.8. kz normalization.
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Figure 3.9. Progressive testing results for BaseNet, HoloNet, GreenNet and
GreenHoloNet.

Figure 3.10. Results comparing BaseNet and GreenHoloNet.
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Figure 3.11. Visualization of example bases learned from BaseNet and GreenHoloNet.
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CHAPTER 4

Dictionary learning-based space-time super resolution for on-chip

holographic imaging

This chapter demonstrates a synergistic strategy without the use of differentiable imaging

models. On-chip in-line holography (OIH) is a lens free imaging method that offers high res-

olution over a wide field-of-view. However, high spatial resolution sensors usually yield low

temporal resolution. Compressive sampling schemes can be used for improving temporal res-

olution, leaving spatial resolution recovery a challenging task. In this work, we consider the

problem of localizing objects in 3D at both high spatial and temporal resolutions. We present a

dictionary-based phase retrieval approach for space-time super resolution on OIH videos. Here,

the phase retrieval algorithm can be viewed as a physics-based solution while the dictionary can

be regarded as learning-based model. By leveraging single frame super resolution schemes, we

recover high resolution holograms from sub-sampled holograms. We show that this approach

performs better than conventional phase retrieval methods applied directly to sub-sampled holo-

grams. Through pixel sub-sampling, we experimentally achieve a factor of 9 increase in sensor

frame rate while monitoring the in vivo movement of Euglena microorganisms.

4.1. Introduction

Lensless on-chip imaging offers the ability to simultaneously obtain a high resolution im-

age over a wide field-of-view (FOV) in a simple optical setup. In a lensless on-chip imaging

experiment, one typically places a sample within several millimeters of a digital sensor. By
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illuminating the sample with a spatially coherent light source, a diffraction pattern is formed at

the nearby sensor, which may be captured as a digital in-line hologram. A phase retrieval algo-

rithm typically recovers the sample’s amplitude and phase, at high fidelity, from the recorded

hologram intensities [65].

Lensless on-chip holographic imaging has been widely used to investigate biological and

chemical phenomena at the micro and/or nano scale. Recent examples include high resolution

and wide field-of-view imaging of malaria-infected cells [66], dense pathology slides [67], and

nanometer-scale viruses [68]. The issue of spatial resolution improvement was addressed and

explored based on interpolation [69, 70]. Recent development also focuses on sparsity-based

super resolution [71]. While these samples are primarily stationary over time, it is also possible

to monitor in-vivo dynamic phenomena using lensless holographic video. On-chip examples of

monitoring biophysical processes include discovering the spiral trajectories of sperm [72], the

formation of endothelial cells into microvessels [73], and analyzing single-cell motility [74].

The total pixel count of the reconstructed images from these setups (i.e., the system space-

bandwidth product) is simply set by the effective pixel count of the detector array. As detector

array sizes grow into the regime of hundreds of megapixels, a limited detector array readout rate

will eventually limit the rate of high-speed lensless image acquisition. A tradeoff space thus

emerges between the spatial and temporal resolution of a lensless on-chip imaging experiment:

either images can be acquired at either high resolution, or at high frame rates, but currently not

both.

The same tradeoff space also currently impacts video capture in conventional cameras. The

limited speed of sensor hardware for pixel readout, analog-to-digital conversion, and a con-

strained on-board memory together form a data bottleneck. To overcome this limitation, many
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high speed camera sensors now offer a multitude of video frame rates at different image resolu-

tions. A typical example is the recent Casio EX-F1 camera, which trades off image resolution

and frame rate in an inversely proportional manner, offering 2.07 megapixels (MP) at 30 frames

per second (fps), 0.20 MP at 300 fps, 0.08 MP at 600 fps, and 0.03 MP at 1200 fps1. Here, the

sensor data rate faces an approximate upper bound of 65 MP per second.

A number of different coding strategies were recently proposed to overcome this data read-

out limit in standard video. For example, offsetting the exposure time of interleaved pixels may

simultaneously provide high-speed video and high-resolution imaging [75]. A similar strategy

may be applied to the interleaved frames from a camera array [76]. Alternatively, the incident

light may be coded into a spatio-temporal pattern, either using a spatial light modulator [37, 77],

global shutter [78] or translating mask [36]. Subsequently, an inversion algorithm, typically

operating within a compressive sensing framework that assumes scene sparsity, can recover a

high-resolution and high-speed video[39]. This strategy was most recently applied with a streak

camera to create videos of light propagation resolved down to picosecond time scales [79].

Similar coding strategies may also help overcome the space-time resolution tradeoff in lens-

less holographic imaging. Unlike traditional video, however, the operation of a lensless holo-

graphic setup is fundamentally connected to its phase-retrieval algorithm. An ideal strategy to

improve lensless image readout rates would operate in tandem with phase retrieval [80]. As

with the compressive video recovery schemes above, phase retrieval must also assume some

prior knowledge about the imaged sample to ensure accurate algorithm convergence. Exam-

ples include a known finite sample support [81, 82], sparsity[71], non-negativity or an intensity

1Casio cameras, http://www.casio.com/products/archive/Digital_Cameras/
High-Speed/EX-F1/

http://www.casio.com/products/archive/Digital_Cameras/High-Speed/EX-F1/
http://www.casio.com/products/archive/Digital_Cameras/High-Speed/EX-F1/
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histogram. Several recent works examine how sample sparsity permits accurate sample recon-

struction from a limited number of holographic measurements [83, 84, 39, 85, 86, 87]. To the

best of our knowledge, no work has yet examined whether prior knowledge of sample support

alone may also relax required in-line holographic image readout rates, nor has demonstrated

that such a modified phase retrieval process can improve the frame rate of on-chip holographic

video.

In this work, we aim at overcoming the space-time resolution tradeoff with a dictionary-

based image super resolution approach. Our result demonstrates a suitable performance for

space-time reconstruction with a temporal increase of 9× with 4 × 4 sub-sampling. The rest

of this article is organized as follows: Section 4.2 reviews related works. In Section 3, we first

introduce the principle of OIH, followed by an examination of its auto-refocusing capability.

Section 3.2 performs 3D tracking of biological sample (Euglena) and addresses the problem

of space-time resolution tradeoff. Section 3.3 proposes our dictionary-based super resolution

scheme. Section 4 shows our simulation and reconstruction results for two dictionary-based

methods. Section 5 concludes the paper.

4.2. Related works

4.2.1. Digital holography and coherent diffraction imaging

Numerical reconstructions for digital holography (DH) usually branch into tomographic and

phase retrieval directions. Tomographic reconstruction enables recovering 3D information from

2D images, such as refocusing [88] and sectioning [89]. This property comes from the depth-

dependent nature of the 2D coherent spread function originating from coherent light propa-

gation. This is analogous to incoherent point spread function (PSF). Recent advancements in
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DH leveraged compressed sensing (CS) theory, a mathematical framework that allows robust

signal reconstruction from substantially fewer measurements [90, 91, 92]. The 3D reconstruc-

tion capability of DH implies a proper CS mechanism [83, 93]. Besides the 3D reconstruction

capability, computational methods are also devised to retrieve phase information from holo-

grams. The phase retrieval task is commonly addressed in the literature of coherent diffraction

imaging (CDI), where a diffraction pattern of the object signal is sampled instead of an in-

terference pattern with a reference beam. However, the simplicity of the in-line holographic

setup actually aligns with CDI as it is implemented by enforcing the illumination arm to serve

both as the reference and object beam. This is also based on the assumption that the objects

do not occlude the illumination much so that the non-occluded part of the illumination can be

regarded as the reference beam. Several algorithmic schemes have been proposed for solv-

ing phase retrieval problem. Among them, popular ones are alternating projection algorithms

[94, 81]. Pioneered by the work of Gerchberg and Saxton, alternating projection methods aim

to recover the complex field by iteratively imposing real-plane and Fourier-plane constraints,

such as non-negativity and/or object boundary/support in real-plane and Fourier-plane magni-

tude, respectively. Follow-ups [95, 82] have been proposed to overcome the limitations such

as high-noise vulnerability and pre-defined support. Another approach [96, 97] formulates the

phase retrieval problem as a semi-definite programming (SDP) problem and solves it by matrix

lifting, i.e., replacing the sought vector with a higher dimensional matrix. Recent advances in

solving phase retrieval problems incorporated sparsity constraints in some known representation

and have been incorporated into the previous methods [98, 99, 100].
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4.2.2. Space-time resolution tradeoff

Research scientists have proposed many heuristic methods for tackling the space-time resolu-

tion tradeoff of modern sensors. Hybrid camera systems with cameras, featuring high spatial

resolution and high temporal resolution separately, have been proposed for synthesizing high-

resolution videos and motion-debluring [101, 30, 102]. Another part of literature in computa-

tional photography focuses on the encoding of multiplex information in the temporal domain,

i.e., coded exposure. Raskar et al. [103] pioneered the concept of coded exposure by using a

coded global shutter. Gu et al. [104] proposed coded rolling shutter for CMOS image sensors.

Gupta et al. [30] proposed a similar system with motion-aware photography. Instead of trading

off space-time resolution on the whole scene [75], they did so only at the moving regions of

the scene. Reddy et al. [37] proposed a programmable pixel-wise compressive sensing camera

based on LCoS. Liu et al.[77] proposed a dictionary learning approach for recovering a multi-

frame video from a single coded image. The advantage of using a dictionary-based approach is

that it does not require analytical motion models. Wang et al. [39] exploited spatial-temporal

redundancy and performed 4D reconstructions (3D position with time) from a single image.

In their implementation, in-line holography served as a spatial encoder and pixel-wise coded

exposure was used as temporal encoder.

4.3. Phase retrieval algorithm for on-chip holographic imaging

The phase retrieval task is commonly addressed in the literature of coherent diffraction

imaging (CDI), where a diffraction pattern of the object signal is sampled instead of an inter-

ference pattern with a reference beam. In view of this, the LOIH setup aligns with CDI by
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enforcing the illumination arm to serve both as the reference and object beam. Several algo-

rithmic schemes [100, 105] have been proposed for solving phase retrieval problem based on

CDI/LOIH setup. This type of algorithms can be categorized as alternating projection methods,

originally proposed by [106, 81], which aim to recover the complex field by iteratively imposing

real-plane and Fourier-plane constraints, such as non-negativity and/or object boundary/support

in real-plane and Fourier-plane magnitude, respectively.

A simple on-chip imaging setup is shown in Fig. 4.1(a). A small light source (e.g., light-

emitting diode (LED)) positioned at a relatively large distance from the detector (sensor) illumi-

nates the sample with quasi-monochromatic light. The spatial coherence of the source, defined

by its distance from the sensor and the width of its active area should be sufficient to produce

high-contrast diffraction fringes at the detector plane. The samples for imaging are prepared on

a transparent glass. The glass is closely placed and adjusted parallel to the sensor plane. By

modeling the incident light reaching the sample plane as a coherent plane wave, the modulated

field right after the sample plane is a direct indication of the optical properties of the sample,

i.e., the object signal f(x, y) can be expressed as f(x, y) = A(x, y) expiφ(x,y). The signal is

usually assumed to be complex with amplitude A so that its phase information φ reflects the

optical thickness of the object. The observed signal is the field on the sensor which is propa-

gated a distance d and only the intensity information is received, i.e., I(x, y) = |h(x, y; d)|2.

The propagation process is well described by the Fresnel-Kirchoff diffraction theory and can be

equivalently modeled as a convolution process, that is,

h(x, y; d) = Qd ∗ f, (4.1)

with kernel
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Figure 4.1. (a) Experimental setup for on-chip in-line holography. (b) Periodic
sub-sampling. The pattern is static over time.

Qd = − ik

2πd
exp [ik

√
x2 + y2 + d2] (4.2)

where k = 2π
λ

and λ is the wavelength. This convolution process can be efficiently im-

plemented in the Fourier domain, with a corresponding multiplicative kernel to be QF
d =

exp [id
√
k2 − k2

x − k2
y] and a frequency-cut-off aperture C = circ

(√
k2x+k2y
k

)
. This method

is also referred to as angular spectrum method (ASM) [107].

Phase retrieval algorithms usually leverage this diffraction process and seek for the recovery

of the original signal through an iterative process. We start by adopting the error reduction

algorithm [82], which iteratively projects an initial estimation of f onto two constraints in two

different domains. On the sample plane, it enforces the constraint of the object’s support, i.e.,

location and shape etc., while on the sensor plane, it replaces the intensity with the measured

values. However, the exact support of the object cannot be easily obtained. A ”shrink-wrap”

method [?] method has been proposed for iteratively updating the object support by blurring

it and thresholding it. The convergence of this type of alternating projection method has been

examined in [82].
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4.3.1. 3D localization from OIH

The depth-dependent nature of the propagation kernel (Eq. 4.2) brings up the digital refocus-

ing property through a convenient back-propagation procedure [107]. In combination with the

convenient setup of OIH, the 3D information can be easily extracted from a 2D hologram [88].

Note that the useful depth information of the object is also a pre-requisite for the phase retrieval

(PR) algorithms based on the OIH setup. However, conventional PR algorithms usually take

a visually-determined depth. We intend to design a scheme that estimates the depth automati-

cally and integrate this into the PR algorithm, which saves the effort of visual justification. In

order to achieve this goal, we examine the refocusing capability in this subsection and design

an auto-refocus method for automatic determination of the object depth. We start by a simu-

lation example of an extended object, as shown in Fig. 4.2. An extended object, with image

size 256× 256 pixels, is constructed within a depth range of 1.3 mm to 2.7 mm away from the

imaging plane. The simulated hologram is shown in (a). A depth volume (U ∈ R256×256×100,

absolute value from back propagation) is reconstructed with a refocus range from 1.0 mm to

3.0 mm. By scanning a square window of size (2k + 1) × (2k + 1) (e.g., k = 2 pixels) in the

image at depth z and repeating this scanning procedure across different depths, a variance cube

(V) can be computed as,

V [x, y, z] =
x+k∑
i=x−k

y+k∑
j=y−k

|U [i, j, z]− Ū [x, y, z]|2, (4.3)

where Ū is the average value

Ū [x, y, z] =
1

(2k + 1)2

x+k∑
i=x−k

y+k∑
j=y−k

U [i, j, z] (4.4)
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Figure 4.2. Simulation of depth recovery. (a) Simulated hologram. (b) Con-
structed depth map as ground truth. (c) Scan of variance on two example points
pointed out in (a). (d) Recovered depth map.

Fig. 4.2 (c) plots the variance vs. depth for the two example points shown in (a). It can be

seen that the maximum value of the variance form a good estimate of the depth (Point A), i.e.,

de[x, y] = arg max
z
V [x, y, z] (4.5)

However, points that are not of great interest, e.g., Point B, usually have spurious variance

peak values and will be assigned to a wrong depth. Thus, a threshold is set to filter out low
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variance peak values so that only object pixels are used for depth estimation. Fig. 4.2 (d) shows

the recovered depth map from the hologram. Note that the depth at the edges of the object has

been successfully recovered while the depth estimates in the inner-area are removed by thresh-

olding because of their low peak values the variance. This effect provides an insight into the

depth estimation of biological samples. Reconstructions for biological samples require a rough

estimation of location, which is usually adjusted visually. We use this depth estimation tech-

nique to automatically refocus and locate the position of the object and integrate this technique

into a phase retrieval algorithm. Figure 4.3 shows our reconstruction result of Blepharisma, in

which (b) shows a preliminary depth estimation of the object. Here, we insert another filtering

step using k-means clustering, which seeks an optimal partition of the depth values into k sets,

S = {S1, S2, ...Sk},

argmin
S

k∑
i=1

∑
de∈Si

|de −�i|2, (4.6)

where�i is the mean values of each partition. In this case, we set k = 3 because the background

pixels are assigned as the frond end of the depth range and the error pixels are mostly assigned

near the back end of the depth range (also see Fig. 4.2 (c)). The boundaries of the object are

the principle points for estimating the depth. Fig. 4.3 (c) shows the filtered depth. This leaves

out the pixels that are located roughly on the object. The mean value of these effective pixels is

used as the depth estimation for phase retrieval. Fig. 4.3 (d-f) present the phase retrieval result.

We then use the recovered support to filter the background pixels, as shown in Fig. 4.3 (g).

We focus our depth estimation only on boundary pixels, the filtered boundary area by k-means

clustering is shown in Fig. 4.3 (h).

Experimentally validating the depth estimation results is difficult because of the difficulty in

establishing the ground truth. However, it is still possible to examine the relative depth range.
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Figure 4.3. Phase retrieval improves depths recovery. (a) Hologram of blephar-
isma. Scale bar: 40µm (b) Depth map. (c) Filtered depth map after k-means
clustering (k = 3). (d)-(f) Phase retrieval using estimated depth from (c). (d)
Recovered support. (e) Recovered amplitude. (f) Recovered phase. (g) Depth
map after PR. (h) Filtered depth around boundary.

We show a validation example by observing two holograms of the same Blepharisma at different

time frame, as shown in Fig. 4.4 (a). The free-swimming rotation of the Blepharisma results

in depth differences for the boundary, as shown in Fig. 4.4 (b). Based on this, we collect the
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near-boundary pixels and fit a linear regression model for these location points. The range of the

projected values is regarded as a length estimation of the Blepharisma. As is also pointed out in

Fig. 4.4 (c), the two estimates are 262.4µm and 264.7µm. The normal size of Blepharisma is

between 75 and 300 µm. The samples are cultured for a week after receiving them. The error

between the two length estimates originates from the subtle shape change of the Blepharisma

itself and also the defocusing effect resulting from the phase retrieval process. It is evident

that the Blepharisma on the right panel has an extended depth range while phase retrieval only

performs alternating projection on two planes with fixed depths. The defocus effect influence

the accuracy of the support recovery and will yield less accurate estimation for the boundary.

4.3.2. 3D tracking over time

By applying the auto-refocusing technique as described above, one is able of achieving quasi-

pixel-wise depth information based on the OIH setup. This is especially useful for localizing

in vivo biological samples and is also beneficial for developing tracking schemes. However,

tracking moving objects requires high-enough sensor frame rate. Unfortunately, high spatial

resolution and high temporal resolution are usually not satisfied simultaneously. For example,

in Fig. 4.5 left-most, we present a tracking result based on high (full) resolution imaging. In this

case, a larger size of variance-scanning window (e.g., 20 × 20 pixels, empirically determined

for Euglena) is used to estimate the overall depth of each Euglena. However, the temporal per-

formance is poor, only yielding 4.4 FPS. In order to achieve the goal of tracking objects with

visually indistinguishable frame rate, it is non-trivial to leverage a compressive sampling tech-

nique, such as a periodic sub-sampling scheme (static over time) in Fig. 5.6(b), to increase the

temporal resolution. Figure 4.5 shows an improved performance of tracking Euglena based on
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Figure 4.4. Depths (near boundary) and length estimation at different time
frames. Shown are the same Blepharisma with a time interval of 0.91s.

different sub-sampling factors. However, as the sub-sampling factor increases, the same auto-

refocusing scheme becomes increasingly difficult to apply as the signal turns weak and noisy

and no longer preserves high frequency information which results in deteriorated refocusing

accuracy. The loss of high frequency information also affects the phase retrieval algorithm be-

cause during each iteration, fewer pixels will be used for updating the amplitude at the sensor

plane (Fourier domain).
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Figure 4.5. Sub-sampling technique improves temporal resolution. An example:
4D tracking of Euglena. Within the same time duration, the trajectory of motion
becomes more smooth as sub-sampling factor increases.

4.3.3. Improving spatial resolution for sub-sampled holograms

Performing 3D tracking with high space-time resolution is a challenging task. Temporal reso-

lution can be improved by sub-sampling technique, leaving spatial resolution degraded because

only a subset of the full resolution image is sampled. A simple yet effective perspective to solve

spatial resolution recovery problem based on OIH setup was recently proposed in [105]. Instead

of updating the amplitude for ”full resolution” (achieved by interpolation, etc.) holograms, in

[105], an approach was proposed for updating amplitude only on the available (sampled) pixel

locations, which is from a subsetR of the detector. We refer to this as the sub-sampled phase re-

trieval (SPR) method. A version of the algorithm with our auto-refocusing scheme is described

in Alg. 1. In Alg. 1, the input and output images are represented as n-element vectors. Some

empirical parameter choices can be found in [105]. The benefit of SPR to 3D tracking is that it

recovers the support on the object plane. Note that in Section 3.1, we also showed an improved

depth estimation by applying the recovered support from PR.

This type of reconstruction technique, along with [39], can be classified as recovering object

information directly from substantially fewer measurements of holograms, i.e., low resolution
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Algorithm 1 Sub-sampled phase retrieval

Input: I[n], R[n], σ, a, Th, b, w, maxIter
I[n] - intensity of captured hologram
R[n] - sub-sampling boolean mask
σ - standard deviation for Gaussian filter
a - coefficient for adjusting σ every w
Th - threshold for error reduction
b - coefficient for adjusting threshold every w
w - iteration strides for updating support
maxIter - maximum iterations

Output: f[n] - recovered signal with phase information

Initialization: h0[n] =
√
I[n],

Depth estimation, d
Ref = Q−d ∗median(h0[n])

for i = 0 to maxIter do
update amplitude of gi[n] if R[n] = 1
back-propagation fi[n] = Q−d ∗ hi[n]
if mod(i,w) = 0 then

update support S[n] (boolean)
bg = median(|fi[n]|)
σ = a · σ, Th = b · Th
s[n] = Gaussian(bg − |f [n]|, σ)
S[n] = normalize(s[n]) > Th

end if
fi+1[n] = S[n] · fi[n] + (1− S[n]) · Ref
forward propagation to sensor plane
hi+1[n] = Qd ∗ fi[n]
end for
return fi+1[n]

(LR) holograms, as is shown in Fig. 4.6, Path 2. Compared to phase retrieval methods applied

to high/full-resolution (HR) holograms (Path 1), low-resolution/sub-sampled (LR) holograms

can provide temporal resolution enhancement.
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Figure 4.6. Phase retrieval classification. 1PR: iterative phase retrieval methods
based on high resolution (HR) holograms; 2SPR: sub-sampled phase retrieval
method from low resolution/sub-sampled (LR) holograms; 3DPR: dictionary-
based phase retrieval scheme. A dictionary learning (DL) method is introduced
in combination with an iterative phase retrieval method in order to overcome
space-time resolution tradeoff.

Apart from applying sub-sampled constraints, i.e., SPR, we propose another approach by

taking a ”detour”, i.e., first recover HR holograms from LR holograms and second to perform

PR on the recovered HR holograms. This approach is described in Fig. 4.6, Path 3. We propose

to use a dictionary learning method for the LR-HR recovery. This is based on the consideration

that HR holograms, although being acquired at a low frame rate, can serve as a resourceful

dataset through a long recording time. Thus, enough features can be extracted from the HR

holograms to guide the reconstruction. Another phenomenon that supports this argument is that

HR holograms contain important spatial frequency information yet preserving similar visual

patterns. Intuitively, holograms are ”blurry” images with fringes, i.e., diffraction pattern. Since

the patterns obey the same diffraction rule, we can probably make an assumption that a unique

pattern can be fully recovered/represented by a smaller amount of observations (measurements).

The latent connections between missing and available observations could be well understood

via machine learning/training technique. This curiosity leads to the investigation of finding a

feasible computational approach for holographic imaging.
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4.4. Sparse representation

The problem in sparse signal representation is to find the sparsest representation possible of

a given signal vector y ∈ Rn, based on an over-complete dictionary Φ ∈ Rn×m, with m > n.

Each column vector of the dictionary φi ∈ Rn, i = 1, ...,m. is referred to as an atom. Thus, the

sparse representation problem becomes the following optimization problem,

min
α
||α||0 s.t. y = Φα (4.7)

This is a combinatorial optimization problem. Several variants [108, 109] such as convex

relaxation have been proposed. In the context of single image super resolution [110, 111], this

problem can also be formulated as bilevel optimization problem and the relationship between

the LR and HR dictionaries is also optimized.

4.4.1. Tracking-based vector quantization

We first examine a classic sparse representation technique, vector quantization (VQ) [112], and

propose a tracking-based VQ scheme to improve the spatial resolution of the tracked image

patch.

Our goal is to recover high resolution images from low resolution observations acquired by

L = RH, where L and H are vectorized image patches connected by a sensing matrix R. In

the case of periodic sub-sampling, with a sub-sampling factor of k×k, R becomes a bn/kc×n

dimensional matrix, with R[j, kj − k + 1] = 1, j = 1, ..., bn/kc and the rest of the elements

being zeros. Here, b·c denotes the floor of a number. Thus, the reconstruction problem can fit

into the formulation of Eq. 4.7 by applying the sensing mask R upon the dictionary. In this
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case, each column in the dictionary φi represents an HR vector. The sought after representation

is Ĥ = Φα.

We seek to solve the optimization problem based on a constructed dictionary Φ with large

image patches and finding the ”nearest neighbor” in the dictionary based on VQ. This is inspired

by a typical type of applications in holographic imaging, i.e., object recognition and tracking

with high throughput performance [72, 113]. Biological samples such as protozoa are usually

small in sizes, e.g., around 20× 20 pixels (2.2µm pixel pitch) for Euglena, and produce similar

holographic patterns. During our characterization of sensor noise, we found that the signal-to-

noise ratio (SNR) is reduced as the sub-sampling factor increases. This inspires us to develop

a dictionary based on large patch sizes that can cover the entire hologram and is capable of

tolerating noise. Another reason to explore this path is that high frequency fringes determine

the resolution of the reconstructed object. As is also pointed out in the lower-right panel of

Fig. 4.7, the distance from object center to the place that high frequency fringes disappear is

about 80 pixels in a typical on-chip setup, i.e., objects are located 1 mm to 3 mm away from

the sensor. This leads us to the problem of high-frequency representation based on optimized

dictionaries because in order to learn a fully-optimized dictionary, a small number of atom

elements is required.

As can be seen in Fig. 4.7, the local descriptors (the locations of key points are framed)

for a holographic image are detected and filtered. Extracting local descriptor is a low-level

computer vision task and has been well studies and applied for various applications. We used

Scale-Invariant Feature Transform (SIFT) [114] for feature extraction. Fig. 4.7 also shows a

filtering process in order to avoid extracting useless key points such as static points over time

and points that are not describing holograms. In the figure, the key points that have the same
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Figure 4.7. Constructing an over-complete dictionary. Left: One frame of full
resolution video (Euglena). Detected key points are marked in square frames.
First, unique key points between adjacent frames are picked; second, low vari-
ance points are filtered out. Lower right: a quarter of one atom. The high
frequency information can be extended as far as 80 pixels away from key point
centers. Thus, 160 × 160 pixels should be cropped so as to preserve high fre-
quency information of the hologram.

location between adjacent time frames are filtered out. A second step is to apply a variance

threshold within a 100× 100 window around each key point’s location.

In this case, the highly-redundant dictionary is used along with the tracking scheme. We

aim to focus on recovering a tracked small hologram patch (b160/kc × b160/kc) from an LR

(sub-sampling factor of k×k) captured image. Thus, we focus our testing case only on sample-

centered image patches. This extraction requirement can be achieved by applying a filter on

the ”scale” of each key point. We construct the testing data set from a set of video frames

used separately from the set for constructing the over-complete dictionary. Both videos are

recorded during a single experiment. We build a testing set of 800 images. Each image patch

has size of 160 × 160 pixels. We use the orthogonal matching pursuit (OMP) algorithm for

seeking the sparse representation [108]. A pipeline is shown in Fig. 4.8 (b). According to our
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experience, the coefficient drops very fast after the first sought coefficient. This is because the

atoms in the dictionary are not strictly orthogonal to each other. However, since the dictionary

is constructed through careful filtering procedure, we still assume the optimum solution is in

the dictionary space. Based on this consideration, instead of applying a strict sparsity one

constraint, we applied a stopping criterion when the smallest coefficient to be αmin < 10−6.

As the number of atoms in the dictionary increases, the representation capability improves and

becomes stable over sub-sampling factors. This indicates that in this constructed dictionary, the

solution yields to a local optimum. This also shows that the local optimum does not change

over different sub-sampling factors. However, the representation capability is still constrained

in limited recovery performance. As shown in the error map in Fig. 4.8 (b), although the main

body of the hologram has been represented, the error is not randomly distributed. This suggests

that the latent connection between the LR and HR dictionaries shall be optimized.

4.4.2. Sparse coding via learned bilevel dictionary

In order to avoid the under-optimized connection between LR image and HR dictionary, we

use a sparse coding scheme, bilevel coupled dictionary[111, 110] to jointly optimize an HR

dictionary and its corresponding LR dictionary, as well as the sparse representation coefficients.

The optimization problem can be described as below,

min
D

N∑
i=1

||xi −Dαi||22+λ||αi||i (4.8)

min
Dl,Dh

N∑
i=1

1

2
(||Hi −Dhαi||22+||Li −Dlαi||22) + λ||αi||i (4.9)
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Figure 4.8. Performance of the constructed over-complete dictionary. (a) Com-
parison of the performance for different atom number. (b) A representation ex-
ample: 4 × 4 sub-sampling. The range of the original image and representation
image is from 0 to 1.
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2× 2 3× 3 4× 4

5× 5 pixels 38.78 N.A. 32.10†

7× 7 pixels 39.04 35.67 32.33
9× 9 pixels 39.13 36.72 33.13

Table 4.1. Comparison of different patch sizes at different sub-sampling factors.
PSNR values are shown in decibel unit. †: tested by applying the 2 × 2 dictio-
naries twice.

min
Dl,Dh

N∑
i=1

1

2
||Hi −Dhα

H
i ||22

s.t. αHi = argmin
αL
i

1

2
||Li −Dlα

L
i ||22+λ||αLi ||1

||Dh(:, k)||2≤ 1, ||Dl(:, k)||2≤ 1, k = 1, ...,m

(4.10)

Each element of the HR and LR dictionaries obeys the constraint: ||Dh(:, k)||2≤ 1, ||Dl(:

, k)||2≤ 1, k = 1, ...,m. The two dictionaries are coupled so as to share the same sparse coeffi-

cient αHi = αLi .

We built the coupled dictionary separately for each sub-sampling factor. In the training

phase, we used the previous training video set for acquiring HR image patches (106). The LR

image patches are obtained by numerically sub-sampling. The number for dictionary atom is

512. In the testing phase, the same 800 image patches were used. Empirically, we found that

larger image patch sizes improve the reconstruction performance, as is also shown in Table4.1.

However, larger image patch sizes require more atoms and larger number of training patches.

A comparison of different reconstruction algorithms is shown in Fig. 4.9. In this case, the

parameters, e.g., distance of propagation, are fixed based on the full-resolution auto-refocusing

scheme. The parameters in the phase retrieval algorithm are roughly the same after tuning.



91

In order to perform a fair comparison, the central 60 × 60 pixels are cropped from the origi-

nally reconstructed 160 × 160 image and the PSNR and SSIM values are computed based on

the cropped images. It can be seen that the dictionary-based methods perform better than sub-

sampled phase retrieval algorithm. For the two dictionaries we used, VQ dictionary provides

a constantly stable performance. This has been discussed in the previous section. However,

the clear contrast of the reconstruction result does not have higher PSNR or SSIM values com-

pared to bilevel dictionary. This indicates the inaccuracy and limitation of an over-complete

dictionary.

Figure 4.9. A side-by-side comparison between three super resolution algo-
rithms applied to phase retrieval. PSNR is in decibel unit.

Further, we present a reconstruction result based on experimental data, as shown in Fig.

4.10.
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Figure 4.10. Reconstruction. Experimental data acquired from 4× 4 sub-sampling.

4.5. Discussion

In this paper, we investigate the imaging performance of OIH and explore computational

methods to overcome space-time resolution tradeoff. Our experiments are conducted based on

a simple on-chip imaging setup (an LED is used as the light source and a CMOS sensor as

the imager). However, this lens-free setup still provides high-resolution (2.2µm in our case)

and wide field-of-view. We explore the refocusing schemes for imaging extended objects. We

designed an auto-refocusing scheme for estimating depth information of the objects. This is

useful for integrating into conventional phase retrieval algorithms, especially for high through-

put imaging tasks.
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We address the space-time resolution tradeoff while performing a tracking task. As com-

pared to previous phase retrieval method (SPR), we proposed two dictionary-based methods

for overcoming the spatial resolution loss in the sub-sampling context. Our first method is to

build an over-complete dictionary. We show that an over-complete dictionary has a stable per-

formance over different sub-sampling factors. However, we also show that the reconstruction is

not globally optimum. The requirement for building an over-complete dictionary is that it has

to be used in combination with tracking schemes. This method is not applicable as a general

single-frame super resolution method. Another issue is the image patch size. We build the

dictionary based on an atom length of 25600. However, this method requires the patch size to

cover the entire range of a single hologram. For significantly large objects, such as Blephar-

isma, this method is not recommended for use. A learned dictionary is optimized via bilevel

sparse coding technique. Our result shows an improvement from the previous method. In both

cases, the space-time super resolution goal has been achieved.

Our current dictionary-based phase retrieval method is trained and tested on the same sce-

narios. It is more attractive to develop a general holographic dictionary that is capable of per-

forming super resolution given an arbitrary hologram.
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CHAPTER 5

Lens-free Coded Aperture Imaging for Privacy Preserving Action

Recognition

In this chapter, we demonstrate a synergistic model without the use of differentiable imaging

models. This synergistic model is designed for the privacy preserving action recognition using

lens-free coded aperture cameras. We show that deep classifiers face difficulty in directly clas-

sifying unconventional data, such as lens-free coded aperture images. Instead, we demonstrate

a synergistic strategy by deriving motion features from the coded aperture imaging model, and

show that physics-based motion model can improve the performance of deep classifiers.

The risk of unauthorized remote access of streaming video from networked cameras under-

lines the need for stronger privacy safeguards. We propose a lens-free coded aperture camera

system for human action recognition that is privacy-preserving. While coded aperture systems

exist, we believe ours is the first system designed for action recognition without the need for

image restoration as an intermediate step. Action recognition is done using a deep network

that takes in as input, non-invertible motion features between pairs of frames computed using

phase correlation and log-polar transformation. Phase correlation encodes translation while the

log polar transformation encodes in-plane rotation and scaling. We show that the translation

features are independent of the coded aperture design, as long as its spectral response within

the bandwidth has no zeros. Stacking motion features computed on frames at multiple different

strides in the video can improve accuracy. Preliminary results on simulated data based on a
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subset of the UCF and NTU datasets are promising. We also describe our prototype lens-free

coded aperture camera system, and results for real captured videos are mixed.

5.1. Introduction

Cameras as monitoring systems inside and outside the home or business is an important area

of growth. However, as cameras that are connected online are prone to hacking, with images

and videos illegally acquired potentially resulting in loss of privacy and breach of security.

In this paper, we describe initial work on a novel privacy-preserving action recognition

system. Our system enhances the preservation of privacy from capture to executing visual

tasks, as shown in Figure 5.1. By using a lensless coded aperture (CA) camera, which places

only a coded aperture in front of an image sensor, the resulting CA image would be visually

unrecognizable and are difficult to restore with high fidelity. Instead of decoding the image

as a preprocessing step, which is ill-posed and requires expensive computation if the mask is

non-separable, we extract motion features (translation, rotation, and scaling) using the Fourier-

Mellin transform and use them as inputs to a deep neural network.

We show that the translation features are invariant to the coded aperture (2D mask pattern)

design, as long as its Fourier transform is broadband (i.e., no zeros in the spectral magnitude).

Specifically, the term “invariance” refers to the fact that the translational features are only de-

pendent on the type of motion in the scene, not on the choice of the coded aperture design. To

promote the invariance property for all features, we design a training mechanism which arbitrar-

ily changes masks for each sample batch and observe performance improvements when testing

with a new random mask.
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Figure 5.1. Comparison of action recognition systems. The conventional sys-
tem (top) may be vulnerable to a privacy attack by an adversary. Our lensless
coded aperture camera system (bottom) preserves privacy by making the video
incomprehensible while allowing action recognition.

The ”mask-invariant” feature is important for two reasons: (1) training can be done without

reliance on a specific coded aperture design, and (2) from a commercial perspective, no two ran-

dom cameras are likely to have the same coded aperture design, which makes image restoration

virtually impossible through reverse engineering.

From a privacy perspective, the CA camera acts as the first layer of privacy protection,

as CA images are visually incomprehensible. Our motion features provides a second layer of

privacy. These features are based on phase correlation between pairs of video frames, which

whitens signal in Fourier space and only leaves motion signal intact. Please note that from here

on, we use the terms “coded aperture” and “mask” interchangeably.

5.2. Related work

Our work is multi-disciplinary. The relevant areas are compressive sensing, optics and

sensors, coded apertures and action recognition. Here, we briefly survey each area.
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5.2.1. Reconstruction-free visual inference

Executing visual tasks without reconstructing the original visual data is an interesting direc-

tion for data collected not in the form of visual images/videos as reconstruction problems are

usually ill-posed and computationally expensive. One reconstruction heavy scenario is Com-

pressive Sensing (CS), where the measurements are far fewer than required by Shannon-Nyquist

requirement [92]. Tasks that can be solved by directly processing CS data include optical flow

[115], dynamic textures [116], face recognition [117, 118], and action recognition [119], etc..

Our work considers a similar problem to [119], i.e., performing action recognition without re-

constructing images. In the smashed filters approach, every frame of the scene is compressively

sensed by optically correlating random patterns with the frame to obtain CS measurements.

Therefore, the approach requires multiple sequential frame capture and a DMD array (which

is costly and has fragile moving parts). Our approach uses a single coded aperture camera.

Reconstruction-free methods do not reveal the appearance of the scene and can therefore safe-

guard privacy in sensitive environments.

5.2.2. Privacy-preserving optics and cameras

Optics and imaging sensors. There are imaging sensors and modalities whose direct output is

not visually recognizable. This achieves the purpose of privacy preservation at the optics/sensor

level. A popular approach for preserving privacy is by defocusing [120]. Alternative optical

solution is to put optical elements in front of sensors, e.g., cylindrical lens [121], diffraction

gratings [122], or diffusers [123] in front of the sensor. Recovery of these images requires

careful calibration of the imaging system and adequate computation.
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Firmware. Sensor firmware can be modified to protect privacy before or during the sensing

process. For example, in PrivacyCam [124], regions of interest are first identified based on

background subtraction before being encrypted using AES. Other implementations involve em-

bedding watermarks into the captured data [125, 126].

Coded apertures. Coded aperture imaging originates from the field of astronomical X-ray and

gamma-ray imaging in the 1960s [127, 128, 129]. By extending pinholes to cameras with masks

consisting of designed patterns, coded apertures has been used for eliminating issues imposed

by lenses and has found novel applications in extending depth-of-field [130, 131], extracting

scene depth and light fields [132, 133, 134], and miniaturizing camera architectures [135, 136].

Unlike conventional RGB images, lensless coded aperture images obfuscates visual features

familiar to human. Our work is inspired by this distinctive effect. We explore the feasibility of

using coded aperture data to execute visual tasks such as action recognition, for the purpose of

preserving privacy.

5.2.3. Privacy-preserving action recognition

Action recognition is a long-standing computer vision task with wide applications in video

surveillance, autonomous vehicles and real-time patient monitoring. Early approaches use

handcrafted motion features, e.g., HOG/HOF [137] and dense trajectories [138]. Recent works

utilize two input streams for appearance and motion [139] and 3D CNN architectures [140] to

learn spatio-temporal features [141]. State-of-the-art approaches for video-based action recog-

nition require both appearance and optical flow based motion features. These systems are train-

ing on large video datasets, e.g., ImageNet and Kinetics.
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Privacy-preserving action recognition is becoming important due to the risk of privacy

breaches in surveillance systems in sensitive areas such as healthcare. Approaches that use

multiple extremely low resolution cameras have been explored [142, 143]. Recently, Ren et al.

used adversarial training to anonymize human faces in videos, without affecting action recogni-

tion performance [144]. Furthermore, adversarial learning has been explored to jointly optimize

privacy attributes and utility objectives [145, 146, 147].

5.3. Image formation for coded aperture camera

We consider a lens-free coded aperture imaging architecture, where a planar coded aperture

(mask) is placed in front of an imaging sensor. The encoding mask can be considered as an

array of pinholes located at various lateral locations. The acquired image d can be numerically

modeled as a convolution between the object image o and the point spread function (PSF) a,

i.e.,

d = o∗a + e, (5.1)

with e being noise. The convolution is applicable if the mask is far enough from the sensor,

such that each sensor pixel is able to see the entire mask pattern. If the mask-sensor distance

is small (as in the case of FlatCam [136]), the mask design should consist of a smaller pattern

replicated in a 2D array. The size of the smaller pattern should be such that each sensor pixel

sees a version of it locally. Then the output can be considered a result of convolution.

We first implement the convolution based on FFT, which we refer as the without boundary

effect (BE) version. However, we observe that real CA images have boundary effect. We then

incorporate boundary effect by zero-padding both image and mask. The FFT-based convolution

remains the same. We then crop to the original size after convolution. This would generate
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simulated CA frames that are more consistent with ones captured with a real camera. However,

this procedure is significantly more computationally expensive. In experiments, we use the

without BE version for analysis of the motion features and optimizing feature representation as

DNN input, and both versions are used for final testing.

5.4. Extraction of motion features

In this section, we describe how we compute features for action recognition without having

to first restore the images from a lenless coded aperture camera. We refer to them as TRS

(translation, rotation, scale) features. They are computed from pairs of frames captured at

different moments in time.

5.4.1. Translational (T) features

Phase correlation was used first for global image registration [148] and then for motion/flow

estimation [149, 150]. Compared to other motion estimation methods [151], phase correlation

has the advantages of being computational efficient and invariant to illumination changes and

moving shadows. Additionally, from a privacy point-of-view, operating in the frequency do-

main, rather than the original domain, provides a natural opportunity for executing visual tasks

without retrieving the original data. We show how phase correlation can be used to characterize

motion in coded aperture observations without knowing the mask design.

Assume there exists a translation between two video frames:

o1(p) = o2(p + ∆p), (5.2)
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where p = [x, y]T and ∆p = [∆x,∆y]T are the spatial coordinates and displacement, respec-

tively.

In frequency domain, translation gives rise to a phase shift:

O1(˚) = φ(∆p)O2(˚), (5.3)

where ν = [ξ, η]T and φ(∆p) = expi2π(ξ∆x+η∆y). ξ and η are the frequency coordinates in

Fourier space. O1 and O2 represent Fourier spectra of o1 and o2. By computing the cross-

power spectrum and taking an inverse Fourier transform, the translation yields a delta signal:

Co(ξ, η) =
O∗1 · O2

|O∗1 · O2|
= φ∗

O∗2 · O2

|O∗2 · O2|
= φ(−∆p), (5.4)

c(p) = δ(p + ∆p). (5.5)

The translation can be located by finding the peak signal; this feature is the basis of the

original work [148], assuming a single global translation. Multiple translations result in an

ensemble of delta functions. Note that these two equations are critical to our technique, as

they show that computing translation is independent of the coded aperture design, as long as

they have a broadband spectrum. Instead of finding the peak signal, we make full use of the

computed image, treating it as a translation map (T-map).

5.4.2. T features independent of coded apertures

The convolutional transformation that generates a CA image encodes local motion in the origi-

nal video to global motion in the resulting CA video. This makes the localization of the motion

very challenging without restoration. However, we demonstrate that the global translation can
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still be retrieved using phase correlation, and is independent of the mask design, as long as they

have broadband spectrum. Following Eqs. (5.1) and (5.3), a translation relationship (∆p) also

exists:

D1(ν) = O1 · A = φO2(ν) · A = φD2(ν), (5.6)

where A denotes the Fourier spectrum of mask a. The cross-power spectrum is then

Cd(ν) =
D∗1 · D2

|D∗1 · D2|
= φ∗

O∗2 · A∗ · A · O2

|O∗2 · A∗ · A · O2|
' Co. (5.7)

Note that phase correlation has a magnitude normalization procedure while computing the

cross-power spectrum. This step can effectively whiten the spectrum so as to eliminate global

changes in appearance. This property provides an additional layer of privacy protection. In our

implementation, we add a small number ε in the denominator of Eq. (5.7) to prevent division by

zero. Regardless, the object spectrum will be unstable if A has near-zero elements.

5.4.3. Translation size, object size and noise

We perform numerical evaluation of the translation features. In order to quantitatively analyze

the motion feature, we synthesize the motion based on background (21) and human pose (16)

images collected from the Internet. Since our goal is towards indoor scenarios, the background

images are all indoor scenes. We collect various types of single human pose images, with

and without object interactions. All the pose images are masked according to the pose shape.

Examples are shown in Figure 5.2. In each simulation case, a pose image is placed on top of

the background image. In the computed translation image, two dominating spike signals are

observed. One is located at the image center, representing the background static signal. The



103

Figure 5.2. Examples of background and human pose images.

other one is the translation signal of interest. We use the ratio between the translation signal

and the background signal as metric. The signal-background ratio (SBR) is evaluated using two

parameters, i.e., translation pixel number and the size of the moving object. The results are

shown in Table 5.1. For relatively large object size, the average SBR increases as the translation

step increases. However, the 5% case observes decreasing trend. Horizontally, as the object

size increases, the SBR increases as well. Note that some pose images (2-5) exceed background

image size at {15%, 20%} moving at {6, 8, 10} pixels and are not included.

We next characterize the performance across different noise level. We repeat the experiment

in Table 5.1 with different levels of Gaussian noise. As expected, the translation signal peak
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5% 10% 15% 20%
2 .978 / .268 1.32 / .323 1.61 / .453 1.82 / .577
4 .979 / .267 1.35 / .331 1.68 / .473 1.89 / .593
6 .976 / .266 1.34 / .336 1.68 / .486 1.88 / .656
8 .988 / .265 1.36 / .339 1.70 / .508 1.90 / .693

10 .979 / .263 1.37 / .344 1.71 / .522 1.93 / .734
Table 5.1. Averaged Signal Background Ratio (SBR). Row: translation size in
pixels. Column: object size in percentage. Format: without BE / with BE.

decreases rapidly as noise increases. However, we observe that the SBR increases as noise in-

creases. This indicates that the noise deteriorates both the translation signal and the background

signal. But the background signal experience more severe degradation. The results are summa-

rized in Figure 5.3. For visualization purpose, we use log scale for the two axes. The original

values are normalized with respect to the zero-noise case.

5.4.4. Coded aperture design

We focus on 2D intensity binary mask patterns as they enable practical implementations. As

shown in Figure 5.4, the randomness in the mask pattern, which result in broadband spectra,

preserves the T features compared to the T map computed from RGB frames. Figure 5.4 show

representative masks that are considered. The pseudorandom mask (mask 1) provides a rela-

tively uniform magnitude distribution. The separable mask (mask 2) based on maximum length

sequence (MLS) have much stronger frequency response along the horizontal and vertical axes.

Mask 3 is a round aperture and has undesirable dropoffs at higher frequencies. We use pseudo-

random masks in our evaluation.
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Figure 5.3. Noise characterization. Values are normalized with respect to the
zero-noise case. Data format: average value / standard deviation.

Note that since these masks are spatially as large as the image and non-separable in x and y

(except row 1), high fidelity image restoration would be difficult and computationally-expensive

[130]. We did not implement a restoration algorithm for these reasons.

We will show later that using only T features is less effective for action recognition (Fig-

ure 5.5). We investigate two extensions of the T features, namely rotation and scale features,

and multiple strides.
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Figure 5.4. T features from different CA observations. 3 different mask pat-
terns (all 50% clear) are investigated (Row 2). Row 1 shows the cross-section of
Fourier spectra. Rows 3 and 4 show example RGB images and their correspond-
ing synthetic CA frames (withoout BE). For clarity, the intensity of CA frames
is rescaled to (0, 1), original contrast is approximately 1.007 : 1; T feature maps
are normalized and γ corrected (γ = 0.4). Row 5: T feature maps based on Eq.
(5.7). Row 6: error maps, with the “ground truth” being the T map for RGB
frames. ε = 10−3.
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5.4.5. Rotation and scale features in log-polar space

Given global translation, rotation, and scaling, we have o1(p) = o2(sRp + ∆p), where s is a

scaling factor and R is a rotation matrix with angle ∆θ. Translation ∆p can be eliminated by

taking the magnitude of the Fourier spectrum,

|O1(ν)|= |O2(sR˚)|. (5.8)

If we treat the Fourier spectra as images and transform them into log-polar representations,

i.e., p = [x, y]T ⇒ q = [log(ρ), θ]T , rotation and scaling become additive shifts on the two

axes

|O1(q)|= |O2(q + ∆q)|. (5.9)

This enables us to use phase correlation once again to locate rotation and scale. Note that

the mask invariant property is not preserved in RS space. This is because the mask spectrum

contributes to a strong static signal to the observed images. However, we later show that the

mask-invariant property for RS features can be realized by training with varying random masks.

5.4.6. Multi-stride TRS (MS-TRS)

We make a further extension to compute TRS features based on multiple strides in each video

clip. This is to account for varying speeds of motion. For a video clip with length l, the TRS

features in stride s are computed by:

T
(s)
i , RS

(s)
i = T RS{di×s,di×s+s}, (5.10)
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where i ∈ {0, 1, ..., b l−s
s
c+ 1} denotes all the possible consecutive indices within length l. For

example, if a video clip of length 13 is given, the resulting s2 TRS features have 12 channels, 6

for T, and 6 for RS. In our case, we compare evaluation results for strides of 2, 3, 4, 6, with clip

lengths of 13 and 19.

5.5. Experimental results on simulated data

We now report the results for the following experiments:

• We compare the performance of our method based on CA videos with a baseline that

uses regular videos.

• We evaluate the performance of our method when the proposed T, TRS, and MS-TRS

features are used.

• We compare the effect of using the same versus different or varying masks on training

and validation data.

• We also compare the effect of using different MS-TRS configurations. This experiment

is used to select an appropriate configuration for the final evaluation.

• We report results for the best MS-TRS configuration.

We first describe the datasets and protocols used.

Datasets. We have evaluated our approach on the UCF-101 [152] and NTU [153] datasets.

UCF-101 [152] contains 101 action classes with 13k videos. In our initial evaluation, we focus

on indoor settings (more important from a privacy standpoint). Therefore, we created four

different subsets from the 101 classes by selecting actions relevant to indoors.

• UCF-05: Writing on board, Wall pushups, blowing candles, pushups, mopping floor;



109

• UCF-body (09): Hula hoop, mopping floor, baby crawling, body weight squat, jump-

ing jack, wall push up, punch, push ups and lunges;

• UCF-subtle (13): Apply eye makeup, apply lipsticks, blow dry hair, blowing candles,

brushing teeth, cutting in kitchen, mixing batter, typing, writing on board, hair cut,

head assage, shaving beard, knitting;

• UCF-indoor (22): combination of UCF-body and UCF-subtle.

We also use the NTU [153] dataset which contains videos of indoor actions. We choose this

dataset as it collects data using stationary cameras (we handle only static background for now).

From our initial evaluation, we found that our proposed approach is better suited for more

significant body motions. Because of this, we choose ten classes (with a mix of whole and

partial body motions) for our final testing. Eight classes come from the NTU dataset and two

classes are from the UCF dataset.

5.5.1. Protocol

Definitions. We use letters s and l to denote the stride and length of a video. For example, s1, l4

denotes four consecutive video frames. The number of input channels depends on the training

mode.

Training and Validation. We use the first official train/test split from the UCF dataset and

randomly select 20% of the training set for validation. Both the training and validation data is

expanded using data augmentation to prevent over-fitting. The data augmentation process is as

follows.
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• gray clips: Each video frame is loaded in as grayscale image at a resolution between

224 and 256. The aspect ratio is fixed at (240×320). The clip is then vertically flipped

with 50% chance. A (224× 224× l) clip is then cropped and used as input.

• CA clips: Each CA clip first experiences the same augmentation step as gray clips.

The CA simulation is computed at the resolution of 256 × 256 and rescaled back to

224 × 224. We simulate CA observations by computing element-wise multiplication

in Fourier space between the Fourier transforms of the image and the mask kernel.

We did not implement boundary effect for computation consideration. The diffraction

effect is not accounted for as we observe minimal impact on the TRS features. Another

reason is that simulating PSF for non-separable masks by matrix multiplication [130]

is expensive.

• T features: The T features are generated from CA clips at the resolution of 256× 256.

The central 224× 224 area is cropped as input. An l-frame CA clip results in (l− 1) T

channels.

• TRS/MS-TRS features: In the TRS setting, the T features follow the same cropping.

For RS, the R-axis uses center cropping while the S-axis is downsized to 224. An

l-frame CA clip results in 2l channels, with l T channels and l RS channels stacked

together. For MS-TRS, the resulting channels depend on the selected strides.

We use a batch size of 16 or 32. Each epoch, for both training and validation, prepares samples

randomly from approximately 20% of all the possible frame combinations. 50 Epochs are used

in our evaluation experiments. The percentage of accurate samples is reported. When reporting,

we compute the running average accuracy of 5 epochs for better visualization.
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Testing. During testing, we resampled each video at 3 spatial scales (µ × µ pixels, with

µ = 224, 256, 300) and 5 temporal starting frames evenly distributed across the video length.

For example, using MS-TRS-s346-l19 configuration, a video with 100 frames will be used to

generate five clips, starting at frames 1, 21, 41, 61, and 81, with each clip being 19 frames long.

Each clip will be used to compute MS-TRS at three spatial scales. The final score for each

video is computed by averaging the scores of the 15 clips.

Others. We use the VGG-16 CNN architecture, which contains approximately 134 million

parameters. Adam optimizer is used with learning rate 0.0001, β1 = 0.9, β2 = 0.999. Since

the CA observation is computed on-the-fly, we can change the underlying masks used in each

batch. In this paper, we use “m1/m1” to refer to the setting where training and validation using

the same fixed mask and “m1/m2” to refer to when training and validation uses two different

masks. Finally, “dm1/dm2” denotes the setting where training and validation is done using

variable masks. A pseudo-random binary mask is randomly generated for each batch. Note that

the mask is fixed for all frames of a single video.

5.5.2. Initial evaluation (without BE)

The goal of our initial evaluation is to validate our proposed training framework, as well as to

find the optimal feature representation. Such experiments are implemented using CA simula-

tions without BE, as accounting for boundary effect is computationally more expensive.

Baselines. We first train one network on the original videos and three networks on the sim-

ulated CA videos as our four baselines. See the results in Table 5.2. The top-1 classification

accuracy of 95% (row 1) for the original videos is our upper bound of what we can expect. The
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training validation
gray video 99.56 (99.86) 94.39 (95.91)

CA (m1/m1) 79.06 (92.65) 63.21 (86.96)
CA (m1/m2) 94.66 (95.17) 27.95 (40.55)

CA (dm1/dm2) 34.93 (36.61) 27.23 (36.96)
Table 5.2. Baseline comparison for UCF-05. Here, for the CA cases, training
and validation are done directly on CA videos. The numbers are: average ac-
curacy % of the last 5 epochs (maximum accuracy %). All clips have length
3.

performance of the baselines trained directly on CA videos (rows 2 to 4), will serve as our lower

bounds. We expect our proposed features, which involve computation based on CA, to perform

better than CA. The CA baselines show instability even when training and validation phases

have the same mask. The network corresponding to the second row suffers from overfitting.

Changing training masks for each batch does not improve the performance.

Variable masks during training. Our goal is to maximize the robustness of the designed

features to the mask patterns. In order to achieve this, we change the training and validation

masks by randomly generating a pseudo-random mask during each batch. We compare this

dynamic training mechanism with two other modalities, i.e., (1) training and validation using

the same mask (m1/m1) and (2) training and validation using two different masks, no mask

variation during training (m1/m2). The results are presented in Figure 5.5.

For T features, the validation accuracy plateaus at about 60%. Dynamic training with vari-

able masks does not improve the accuracy. This supports the fact that T features are invariant

to the choice of masks.

For TRS and MS-TRS features, using the same stride and length of the clips, the perfor-

mance improves to around 70% for m1/m1. However, since the RS features are not mask-

invariant, validation using a different mask does not have the same accuracy. Varying the
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Figure 5.5. Comparison of validation accuracy for UCF-05, with training and
validation: using the same mask (m1/m1), using two different masks (m1/m2),
and based on a random mask per batch and a different random mask for valida-
tion (dm1/dm2). Note: s3 = stride of 3, s2346 = strides of 2, 3, 4, and 6.

masks during training does not improve the performance compared to training using the same

mask. This is an interesting effect as, theoretically, the RS features do not have the same

mask-invariant property. This drawback appears to be mitigated by changing the masks during

training. This, in turn, enables us to test using an arbitrary mask. MS-TRS trained with varying

mask achieves the highest validation accuracy 77.8%.

Strides and clip length. In the case of TRS, we found that increasing the strides and clip

lengths can improve the performance. The results are summarized in Table 5.3. In this case, the

same mask was used during training and validation (m1/m1).

We evaluated different combinations of MS-TRS features. The training and validation for

MS-TRS is under dm1/dm2 mode. The results are summarized in Table 5.4. For the same

video length, using larger strides improves validation accuracy. For the same stride setting, e.g.,

s346, processing more video frames improves performance. However, using longer stride and

longer video, such as i.e. s46, l19, suffers from overfitting. The combination s2346, l19 is not

evaluated as generating the 44-channel input on-the-fly becomes computationally expensive.
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training validation

ch6
s1 97.23 82.33
s2 97.44 82.49
s4 98.66 85.16

s2
ch4 97.76 81.78
ch6 97.44 82.49
ch10 98.87 85.56

Table 5.3. Comparing performance of different strides and lengths of video, for
TRS, m1/m1 on the UCF-05 dataset. The numbers are maximum accuracy per-
centages within the first 50 epochs. ch denotes the number of input channels.

input shape training validation
s2346, l13 (224, 224, 30) 96.67 83.59
s346, l13 (224, 224, 18) 93.69 83.66
s46, l13 (224, 224, 10) 92.94 86.59
s346, l19 (224, 224, 26) 96.00 86.26
s46, l19 (224, 224, 14) 89.91 79.23

Table 5.4. Comparison of training and validation performances for MS-TRS,
dm1/dm2 for UCF-05. Numbers are max accuracy percentage within the first 50
epochs.

UCF-body UCF-subtle UCF-indoor
s346, l13 88.4 / 81.2 84.9 / 73.2 84.8 / 70.8
s346, l19 90.5 / 83.4 86.1 / 76.4 88.6 / 72.8
s46, l13 89.9 / 79.1 80.9 / 66.5 83.8 / 66.3

Table 5.5. Training and validation accuracies on different UCF subsets for net-
works trained on different MS-TRS configurations. UCF-body, UCF-subtle and
UCF-indoor has 9, 13 and 22 classes respectively.

More action classes. We selected three MS-TRS settings from Table 5.4 and then trained

networks for three larger datasets. These datasets are also subsets of UCF-101 actions focused

on indoor settings and include body motions and subtle motions which primarily involve hand

& face. The evaluation results are shown in Table 5.5.
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5.5.3. Testing results

Based on the experiments on the UCF subset datasets, we selected i.e., MS-TRS-s346-l19 as

the best feature representation. Next, we computed MS-TRS-s346-l19 features on the 10-class

combined dataset of NTU and UCF to examine the feasibility of our representation for daily ac-

tivities. We used about one-sixth of the NTU videos for the eight classes for training to ensure

we have a similar number of training examples as for the two UCF classes. In training phase,

each class consists of 100 videos with more than 10K frames. We use a different data aug-

mentation scheme for the NTU dataset. Each NTU video is loaded at random height resolution

between 460 and 520. The aspect ratio is fixed at 1080 : 1920 = 9 : 16.

The central 240 × 320 region (same as the UCF classes) is cropped and used to compute

CA and MS-TRS. For testing, each NTU video is loaded at 522 × 928 resolution. The central

256×256 video is cropped and used to compute CA and MS-TRS at different scales as described

in the testing protocol.

For synthetic CA testing, the overall top-1 accuracy is 60.1% without BE and 35.5% with

BE. The top-1, 2, 3 accuracies for each class is reported in Table 5.6. The results indicate a large

variation across classes. Our trained model is able to correctly recognize body motions such as

hopping and staggering but is less accurate at differentiating between subtle hand motions such

as clapping and hand waving.

5.6. Experimental results on real data

5.6.1. Prototype

To validate our ideas, we built an imaging system as shown in Figure 5.6. Our system consists

of a monochrome board-level imaging sensor (XIMEA MQ042, 2048 × 2048) and a spatial
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class top-1 top-2 top-3
1 hopping 97.1 / 97.1 100 / 97.1 100 / 100
2 staggering 94.3 / 65.7 97.1 / 91.4 100 / 100
3 jumping up 91.4 / 0.00 97.1 / 71.4 97.1 / 88.6
4 JJ † 81.1 / 16.2 91.9 / 83.8 100 / 91.9
5 BWS † 76.7 / 33.3 86.7 / 73.3 93.3 / 90.0
6 standing up 57.1 / 20.0 88.6 / 40.0 94.3 / 54.3
7 sitting down 51.4 / 11.4 82.9 / 22.9 100 / 31.4
8 throw 31.4 / 20.0 57.1 / 48.6 68.6 / 80.0
9 clapping 11.4 / 20.0 14.3 / 68.6 31.4 / 77.1

10 hand waving 5.70 / 71.4 14.3 / 88.6 20.0 / 88.6
average 60.1 / 35.5 73.4 / 68.6 80.8 / 80.2

Table 5.6. Testing results for combined NTU and UCF 10 classes dataset. Data
format: accuracy % without BE / with BE. BWS: body weight squats; JJ: jump-
ing jack. † indicates the class comes from UCF dataset, others are from NTU
dataset. Ranking according to top-1 accuracy without BE.

light modulator or SLM (LC2012, 1024× 768) sandwiched between two polarizing filters. The

distance between the sensor and SLM is approximately 6mm. The pixel size for the XIMEA

camera is 5.5um while that for the SLM is 36um. A long-pass filter is required to remove

light frequencies that have low extinction factors with the SLM-filter combo. In addition, we

use a cover with a square opening (12mm × 12mm) to cut out stray oblique rays and reduce

inter-reflection on the side walls between the SLM and sensor.

5.6.2. Testing results

We collect several CA videos using our prototype system and test using both models with and

without BE. These models are trained on a subset of NTU and UCF data as discussed in Section

5.5.3. Each testing video consists of 100 consecutively captured frames. Quantitative results are

shown in Table 5.7. We observe that “body weight squats” is a dominating class, and has been

correctly classified. Other classes such as “jumping jack” and “standing up” are only correctly
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Figure 5.6. Prototype consisting of monochrome camera XIMEA MQ042 and
spatial light modulator LC2012.

classified in the top-2 and top-3 choices. “Sitting down” and “hand waving” have not been

correctly classified. Examples of our successful and failed videos are shown in Fig. 5.7.

We hypothesize that a possible reason for such failure could be due to the fact that failure

videos are much darker than the successful videos. Further, we note that the models used for

testing the prototype data has been trained only on NTU and UCF data. The model has not seen

a single sample from the real prototype system. We believe this could have caused domain gap

between the prototype and simulated models, that led to loss in accuracy. Such performance

drop has been observed in other recognition problems as well. For example, loss in accuracy

has been observed when a deep model trained on computer graphics data is tested on real world

data [154].

In order to resolve the domain gap issue, we will investigate two future research directions.

First, we will capture a large set of CA training data from our prototype system. Currently
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class top-1 top-2 top-3
BWS (3) 100 / 100 100 / 100 100 / 100

jumping jack (5) 0.0 / 0.0 100 / 0.0 100 / 40.0
standing up (1) 0.0 / 0.0 0.0 / 0.0 0.0 / 100
sitting down (2) 0.0 / 0.0 0.0 / 0.0 0.0 / 0.0
hand waving (8) 0.0 / 0.0 0.0 / 0.0 0.0 / 0.0

Table 5.7. Results on captured CA videos. Accuracies (in percentage) using
with BE / without BE model are reported.

there is no publicly available CA dataset for action recognition. Collecting such a large scale

coded aperture dataset is an interesting direction, and will be really valuable for wider research

community working on privacy-preserving action recognition problem. Second, we will fine-

tune the model that has been pre-trained on large scale simulated CA data, e.g., on NTU-UCF

data. Such fine-tuning should help to achieve better robustness and generalization, as shown in

RGB based action recognition tasks [155]. These are interesting future research directions.

5.7. Discussion

Restoration of coded aperture images. Restoration from CA images is a non-trivial task.

Deconvolution can be done if the mask design is known (including PSF or mask code, pixel

pitch, distance between the SLM and the sensor) [136, 130], although their masks are separable

in x and y whereas ours are not. Even when the mask and camera parameters are known,

restoring our CA images can be expected to be substantially more computational expensive.

If the mask pattern is unknown, reconstruction approaches can be designed by incorporating

several properties of the encoding mask. Correlation-based approaches can be used for recovery

as the pseudorandom masks have approximately a delta function as their autocorrelation. The

autocorrelation of a CA image is equivalent to the autocorrelation of the scene image: d ? d '
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Figure 5.7. Examples of captured videos used for testing. The four rows from
top to bottom show one example of the ”jumping jack”, ”body weight squats”,
”hand waving” and ”sitting down” classes respectively.

(o∗a) ? (o∗a) = (o ? o)∗(a ? a) ∝ o ? o. The object signal can thus be recovered using

a phase retrieval algorithm [156, 157]. However, such methods can only restore a coarse image

(specifically, near binary quality at high contrast areas). Other constraints such as coprime blur

pairs (CBP) [158] can be applied for on/post capture video blurring and recovery. Although

the polynomial CBP kernels can be estimated, it imposes higher numerical precision for the

captured images.
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Attacking our system through deep learning is plausible. A deep neural network may be

designed to estimate the underlying optical parameters and mask pattern, or to reconstruct the

original image; this assumes enough training data can be collected. Since a lensless coded

aperture result in a global image transformation, a fully-connected layer may well be required.

Limitations. In our work, we assume that our camera is perfectly stationary, which is typically

the case for indoor surveillance. Our FFT-based features are sensitive to extraneous global

motion that is not related to body action; a source of such motion is camera shake. As noted

earlier, our system is also unable to discern local multiple complex motions such as hand-

waving and head scratching.

5.8. Conclusions

There are several interesting takeaways from our experiments. First, training directly on the

CA videos results in poor performance. Second, varying the mask at random during training

reduces overfitting and improves performance. Third, using multiple strides with TRS (MS-

TRS) as input works the best. This is likely attributed to its ability to adapt to different speeds

of motion. We also described our prototype, and results for real CA sequences are mixed.

However, we believe this is a good first step towards proving the viability of using CA cameras

for privacy-preserving action recognition.
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CHAPTER 6

Guided Event Filtering: Synergy between Intensity Images and

Neuromorphic Events for High Performance Imaging

This chapter documents our recent work on event-based vision, which has been an extension

of chapter 2. Although this chapter does not propose a synergistic model, we believe this work

has the potential to be further explored in such direction.

Many visual and robotics tasks in real-world scenarios rely on robust handling of high speed

motion and high dynamic range (HDR) with effectively high spatial resolution and low noise.

Such stringent requirements, however, cannot be directly satisfied by a single imager or imaging

modality, rather by multi-modal sensors with complementary advantages. In this chapter, we

address high performance imaging by exploring the synergy between traditional frame-based

sensors with high spatial resolution and low sensor noise, and emerging event-based sensors

with high speed and high dynamic range. We introduce a novel computational framework,

termed Guided Event Filtering (GEF), to process these two streams of input data and output

a stream of super-resolved yet noise-reduced events. To generate high quality events, GEF

first registers the captured noisy events onto the guidance image plane according to our flow

model. it then performs joint image filtering that inherits the mutual structure from both inputs.

Lastly, GEF re-distributes the filtered event frame in the space-time volume while preserving

the statistical characteristics of the original events. When the guidance images under-perform,
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GEF incorporates an event self-guiding mechanism that resorts to neighbor events for guid-

ance. We demonstrate the benefits of GEF by applying the output high quality events to exist-

ing event-based algorithms across diverse application categories, including high speed corner

detection and tracking, depth estimation, high frame-rate video synthesis, and super resolu-

tion/HDR/color image restoration.

6.1. Introduction

The complexity of real-world vision and robotics underlines the importance of high per-

formance imaging and sensing. Ideally, a high performance imaging system shall be able to

acquire high speed motions without blur and capture high dynamic range (HDR) images, with

high spatial resolution and low sensor noise. However, traditional imaging sensors, e.g., CMOS,

fall short in addressing all these aspects.

Event cameras are emerging sensor technology which brings a paradigm shift from tradi-

tional cameras. An example comparing the two imaging modalities is shown in Fig. 6.1. While

a traditional RGB camera captures a sequence of images in a frame-by-frame manner, an event

camera responds only to brightness variations and outputs a stream of asynchronous bipolar

events. In Fig. 6.1 the blue/red events represent the brightness (log intensity) increase above

or decrease below positive/negative thresholds. Event-based sensing has distinctive advantages

including low temporal latency (10µs), HDR (120dB) and low power consumption (10mW)

[159, 160]. Since its invention, event cameras have shown promising capability in solving

classical as well as new computer vision and robotics tasks, including optical flow estimation

[161, 4], HDR imaging [23, 162], high frame-rate video synthesis [6, 8, 2], 3D human motion
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(a) 3D spatiotemporal view (b) 2D hybrid view

Figure 6.1. While a traditional RGB camera captures images at high spatial res-
olution, an event camera is capable of recording motion at high speed. (a) Data
from our hybrid camera. Between two consecutive frames are high speed events;
(b) Left: the event image (accumulated over time) has low resolution and uncon-
ventional noise. Right: the RGB image reveals rich spatial details.

capture [163], 3D scene reconstruction and odometry [164, 165, 166, 167], and autonomous

wheeling prediction [168].

Despite the numerous advances of event-based vision [169], current event sensor prototypes,

e.g., DAVIS240, still bear low spatial resolution and unconventional sensor noise. Moreover,

the unique event sensing mechanism renders event-based super resolution (SR) and denoising

challenging. Although we have witnessed and experienced the success of CMOS sensors and

image-based SR and denoising algorithms over the past decades, it is not straightforward to ap-

ply image-based algorithms to the novel event data. These sensory and algorithmic imbalances

motivate us to design a unifying framework that leverages the complementary advantages of

both ends.

Overview of this work:
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In this paper, we establish a computational framework, termed guided event filtering (GEF),

that bridges event-based sensing with frame-based sensing. As outlined in Fig. 6.2, GEF takes

as input two streams of data and outputs a single stream of events with high spatio-temporal

resolution and low noise. With improved quality, the output events can interface with existing

event-based algorithms for a variety of downstream applications.

GEF consists of three main steps: the motion compensation step, the guided image filtering

step and the event re-distribution step. (1) For the motion compensation step, we propose a novel

algorithm, henceforth referred to as Joint Contrast Maximization (JCM), that associates events

with adjacent image frame(s) via a motion model. We show experimentally results the benefit

of employing intensity frames for noise-robust optical flow estimation. (2) For the second

step, we filter the motion compensated event frame with the guidance of neighboring intensity

image or the event frame itself, outputting a denoised and upsampled event frame. We design a

novel switching mechanism that automatically determines the feasible guiding source. (3) For

the event re-distribution step, we interpolate the filtered event frame along the flow direction

(computed in the first step), preserving the statistical characteristics of the original events.

GEF has a broad range of applications, including high frame-rate video frame synthesis [8,

6], motion deblur [2], corner/feature detection and tracking [5], HDR imaging, depth estimation

[4], and color event demosaicking [170]. We demonstrate and evaluate the effectiveness of GEF

for each application. GEF is tested on datasets from two event-based imaging prototypes, i.e.,

DAVIS240 and CeleX-V [171].

Our work has the following limitations: our motion model is based on the linear optical flow

assumption. Non-linear motion, occlusions and fast illumination variations are not modeled in

GEF and therefore may limit the performance of optical flow estimation. GEF produces optimal
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performance when the high-resolution images are provided. In the event self-guided mode,

however, the super resolution performance is limited by the lack of high resolution information

(results shown for 2×). As our hardware prototype consists of two cameras, the system has a

combined power consumption that no longer preserves the low power advantage of the event

camera alone.

Input

images

events

Motion 

compensation

JCM

Guided filtering

Intensity image 

guided

Events self-guided

Output

reconstructed 

events

Applications

Denoised & SR 

event frame 

High frame-rate 

video synthesis

Corner detection 

& tracking

Depth estimation

LDR HDR

High dynamic 

range

Image super 

resolution 

Events demosaicking

Figure 6.2. The framework of guided event filtering (GEF). Our imaging proto-
type consists of a high-resolution RGB camera and an event camera DAVIS240.
To process the two streams of input signals, we first perform motion compensa-
tion to associate local events to image edges using our proposed joint contrast
maximization (JCM) algorithm. Guided image filtering is then performed by
setting the intensity or the motion compensated event image as guidance. The
filtered output is a denoised and super-resolved event frame. The final output
of GEF is a volume of densely distributed events that preserves the statistical
characteristics of the original events. By generating high quality events, GEF
has broad applications.

6.2. Related works

In this section, we briefly review recent advances in event denoising, event-based motion

estimation and compensation, RGB and event-based vision, hybrid high-speed cameras, and

guided/joint filters.
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6.2.1. Event denoising

Unlike conventional RGB cameras, which have comprehensive in-device processing steps [172],

research in event camera pipelines are still in a preliminary stage. Event denoising is consid-

ered a useful processing step in the literature [173, 174, 175, 176, 177]. In datasets such as

[177], the weighted median filter is used to remove noisy events. Recent literature has shown

that event denoising serves as an effective pre-processing step for downstream visual tasks. For

example, Ev-gait [178] exploits local spatial-temporal correlations, and labels isolated events

as noise to be canceled. EPM [179] presents a method for labeling noise-free event data by

calculating the likelihood of generating an event at each pixel. But the accuracy is limited by

the sensitivity of the inertial measurement unit. Nonetheless, existing event denoisers focused

exclusively on canceling excessive events yet have limited capability retrieving missing events,

e.g., under-fired events due to low spatial contrast [159]. Our work solves event denoising

from a different perspective. GEF performs event denoising by extracting mutual structures

from events and images, and reproduce densely-distributed event streams while preserving the

statistical properties.

6.2.2. Event-based motion estimation and compensation

Events are inherently associated with motion. One assumption is that local events are triggered

by the same edge signal and should comply with the same motion flow [180]. The flow parame-

ter can therefore be estimated by maximizing the contrast of the histogram/image of the warped

events [4]. In [181], Almatrafi et al. proposed to calculate the optical flow based on the dis-

tance surface, each pixel of which is assigned by the distance measure to its nearest event. The
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distance surface serves as an effective data association scheme suitable for optical flow compu-

tation. Recent work has incorporated the optical flow constraint in training convolutional neural

networks (CNN) in an unsupervised manner [182]. Motion compensation is a reverse step for

event motion and has shown benefits not only for estimating the optical flow but also camera

pose estimation [183], depth estimation [4], motion segmentation [184] and feature tracking

[185]. In [183] and [186], the 3-DoF model was used to solve the camera angular rotation while

a 4-DoF model was used in [187] and [188]. In [188], the motion parameters are modeled as a

function of time to achieve improved accuracy. Recently, Mitrokhin et al. have leveraged event

surface representation for motion segmentation [189]. Our work extends to the motion compen-

sation between image and events.We show that by maximizing the contrast of an image jointly

formed by the warped events as well as the image edge, the motion parameters associated with

the optical flow constraint can be robustly estimated.

6.2.3. RGB and event-based vision

Computer vision scientists have been paying increasing attention to solve visual tasks from the

joint source of RGB images and events, taking advantages from both sides. Early works have

tackled the problem of video frame synthesis [1, 6]. Scheerlinck et al. proposed a complemen-

tary filters to recover high speed video frames at continuous time [1]. To unify different fusion

settings including interpolation, extrapolation and motion deblur, Wang et al. proposed a differ-

entiable model that enables direct video reconstruction via automatic differentiation, followed

by a residual neural network for refinement [6]. Recently, Han et al. has leveraged the HDR

property of events and trained a generative adversarial network to restore a LDR image to its
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HDR counterpart [162]. In [190], Zhu et al. leveraged the RGB images to enforce the photo-

consistency loss in a self-supervised way while learning event-based optical flow. As events

can encode high speed information, Pan et al. made used of this advantage to deblur motion

blurred images via a double integral model [2], and recently proposed a variational approach

to jointly estimate the optical flow as well as recovering the sharp image [191]. The motion

deblur problem has also been approached using learning-based method [192]. For high speed

feature tracking, Gehrig et al. proposed to detect the features on images and propagate the fea-

tures along event tracks [185, 193]. Xu et al. applied this idea to recover high speed 3D human

motions beyond the framerate of image-based approach [163]. Researchers have also revis-

ited image compression. In [194], Banerjee et al. have proposed a quadtree based compression

scheme for both image and events.

6.2.4. Guided/joint image filters

The goal of guided/joint image filters (GIF) is to transfer structural information from a ref-

erence image to a target image. The reference and the target can be identical, in which case

the filtering process becomes an edge-preserving one [195, 196, 197, 198]. In [195], He et al.

proposed a closed-form solution via least squares. Li et al. proposed edge-aware weighting

scheme for encourage both global and local smoothing [199]. Shen et al. proposed to penalize

for inconsistent edge structures so as to extract mutual structure [200]. Recent advances have

proposed several CNN models to perform joint filtering [201, 202, 197]. Although similar ideas

of guided/joint image filtering (GIF) have been explored between RGB and near infrared (NIR)

images [203], 3D-ToF [204], and hyperspectral data [205], the major challenge for applying

GIF to event cameras is that events do not directly form an image and are spatio-temporally
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misaligned by scene motions or illumination variations. In this work, we demonstrate that the

events, after a motion compensation step, have structural similarities with respect to the image

gradient. The sought-after similarity enables structural transfer from the image to the events.

6.3. Guided event filtering

In this section, we first briefly review the event sensing preliminaries in Sec. 6.3.1, and

derive its relation to intensity/frame sensing in Sec. 6.3.2. Our framework guided event filtering

(GEF) is then introduced in Sec. 6.3.3 (for the motion compensation step), Sec. 6.3.4 (for the

joint filtering step), Sec. 6.3.5 (for event self-guiding mechanism), Sec. 6.3.6 (for the space-time

volume redistribution step) and Sec. 6.3.7 (for the implementation details). Figure 2.1 shows

the conceptual pipeline of our GEF framework.

6.3.1. Event sensing preliminaries

Consider a latent space-time volume (Ω × T ∈ R2 × R) in which an intensity field is sam-

pled simultaneously by a frame-based camera which outputs intensity images I(x, y; t) and an

event camera which outputs a set of events, i.e., E = {etk}
Ne
k=1, where Ne denotes the number

of events. Each event is a four-attribute tuple etk = (xk, yk, tk, pk), where xk, yk denote the

spatial coordinates, tk the timestamp (monotonically increasing), pk the polarity. pk ∈ {−1, 1}

indicates the sign of the intensity variation in log space. I.e., pk = 1 if θt > εp and pk = −1 if

θt < εn, where θt = log(It + b)−log(It−δt + b). b is an infinitesimal positive number to prevent

log(0). It and It−δt denote the intensity values at time t and t − δt, respectively, and εp and εn

are contrast thresholds. We will use Lt to denote the log intensity at time t, i.e., Lt=̇ log(It + b).

For now, we assume that I and E have the same spatial resolution.
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6.3.2. Event-intensity relation

We show that the event and intensity/frame sensing are bridged via temporal gradients. On the

intensity side, we employ the optical flow assumption for deriving the temporal gradient of the

latent field L. Assume that in a small vicinity, there exists a small flow vector δu = [δx, δy, δt]>

under which the intensity is assumed to be constant. Mathematically, this assumption can be

expressed as:

L(x+ δx, y + δy, tref + δt) = L(x, y, tref). (6.1)

The Taylor series expansion of the left side of Eq. 6.1 gives:

Ltref+δt = Ltref +∇xytLtrefδu + o(|δx|+|δy|+|δt|), (6.2)

where ∇xytLtref = [∂L
∂x
, ∂L
∂y
, ∂L
∂t

]|tref
denotes the gradient operator evaluated at time tref. If we

substitute only the zero- and first-order terms to approximate Ltref+δt and re-arrange Eq. 6.1, we

can obtain the following relation:

∂L
∂t

∣∣∣
tref
' −∇xyLtrefv =̇ Ql, (6.3)

where ∇xyLtref = [
∂Ltref
∂x

,
∂Ltref
∂y

] denotes the spatial gradient of Ltref , and v = [ δx
δt
, δy
δt

]> is the

velocity vector. For future reference, we define the temporal gradient derived from intensity

image as Ql.

On the event side, the flow velocity v shall result in position shifts for local events. This

is based on the assumption that local events are triggered by the same edge1, as shown in

Fig. 6.3(a). Therefore, the temporal gradient can be approximated by the tangent of a set of

1Events generated by illumination variation are not considered here.
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warped events in a local window:

∂L
∂t

∣∣∣
tref
≈
∑

(tk−tref)∈(0,δt) εkδ(x− x′k)

δt
=̇ Qe, (6.4)

where εk = εp, if pk = 1; and εk = εn, if pk = −1. δ(·) is the Dirac delta function. x′k is the

event location by warping (back propagating) measured events to time tref according to the flow

velocity v, i.e., x′k = xk − (tk − tref)v, where x = [x, y]>, xk = [xk, yk]
> and x′k = [x′k, y

′
k]
>.

For future reference, we define the temporal gradient derived from events as Qe.

From Eq. 6.4 and Eq. 6.3 we obtain,

Qe ' Ql. (6.5)

The above equation establishes the relation between events and image spatial gradients.

There are two unknowns, εk and v in the relation, where εk ∈ {εp, εn} can be obtained from the

event camera configuration. Numerically, εk can be viewed as a constant scaling value to match

Qe with Ql. The key unknown is the flow velocity v.

6.3.3. Joint contrast maximization

Previous work [4] proposed contrast maximization (CM) to optimize the flow parameter based

on the contrast of the image (or histogram) formed only by the warped events, as shown in

Fig. 6.3b. However, CM is designed for event data alone. In the presence of an intensity image,

we extend the framework of CM and propose joint contrast maximization (JCM) to estimate

the flow vector based on intensity image and events. Particularly, we propose to maximize the

contrast of an image/histogram jointly formed by the absolute edge of the intensity image and
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Figure 6.3. (a) A latent edge signal (gray curve) triggers a set of (noisy) events
due to motion. (b) In contrast maximization (CM) [4], the events are warped
back at tref to form a histogram (purple). (c) In our joint contrast maximization
(JCM), an image is formed jointly by the events (purple) and the edge of the
intensity image (green).

the warped events, as shown in Fig. 6.3c. Mathematically, the image of warped events and

intensity edge is expressed as:

J(x; v) =
Ne∑
k=1

δ(x− x′k(v)) + αS(x), (6.6)

where S(x) is the edge image which is defined as S(x) =
√
|gxI(x)|2+|gyI(x)|2. We use the

Sobel edge (without thresholding) as a discrete approximation. The x-axis kernel can be defined

as gx = [−1, 0, 1;−2, 0, 2;−1, 0, 1], gy = g>x , and α = Ne∑
i,j S(i,j)

is a normalization coefficient

to balance the energy of the two data.

The objective for estimating the flow velocity is:

v̂ = argmax
v

1

Np

∑
ij

(Jij − J̄)2, (6.7)
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where Np indicates the number of pixels in an image patch J , while J̄ denotes the mean value

of J . Note that when no intensity image is available or it has low quality (e.g., blurry), the Sobel

term can be set to zero and the formulation degenerates to event-only contrast maximization [4].

With non-zero S, the maximal contrast corresponds to the flow velocity that transports events

to the image edge. Non-optimal velocity will lead to a deterioration of the contrast.

Here, we perform a numerical comparison between CM and JCM, shown in Fig. 6.4. We

follow the analysis in [159] and [24] for event simulation from images. More specifically, a

thresholding operation (εp = 0.2, εn = −0.2) is applied to the difference image between the

flow-shifted image and the original/last image. The event noise follows a Gaussian distribution

around the per-pixel threshold values [159]. We consider a standard deviation range of σe ∈

(0, 0.1), and compare the accuracy for flow estimation with respect to different flow directions

with fixed flow radius of 5 pixels. We use the Euclidean distance to quantify the flow estimation

error. The error is averaged over 18 images of size 30×30. Details of this experiment as well as

visual examples can be found in the supplementary material. As shown in Fig. 6.4, both JCM

and CM errors increase as noise level increases. However, JCM maintains low error across the

range of noise levels, revealing a more noise-robust property than CM.

6.3.4. Joint filtering

Qe andQl are two sensory observations of the same quantity, i.e., temporal gradient. We employ

joint filtering to construct an output temporal gradient image that inherits the joint characteris-

tics of Qe and Ql. Our previous investigation [206] compared three filters and concluded that

the mutual structure filter [200] performs best for both denoising and upsampling. Here, we



134

0 0.05 0.1   0 0.05 0.1    0 0.05 0.1    0 0.05 0.1

Standard deviation of event noise

0

0.5

1

1.5

2

2.5

3

Fl
ow

 e
st

im
at

io
n 

er
ro

r (
pi

x/
s) CM

JCM

Flow 

direction:
（

𝟓

𝟐
,
𝟓

𝟐
） （𝟓, 𝟎） （

𝟓

𝟐
,−

𝟓

𝟐
） （𝟎,−𝟓）

Figure 6.4. Comparison between CM and JCM [4] for flow estimation with re-
spect to event noise.

use the same filter as our backbone optimizer and extend our investigation into the determina-

tion of cross and self filters. To reiterate, given two image patches centered at pixel location x

with size of w × w (represented as Qe
x and Ql

x), our objective is to minimize the cross linear

representations:

argmin
ga,gb,g′a,g

′
b

||gaQl
x + gb −Qe

x||22+||g′aQe
x + g′b −Ql

x||22

λ1(||gaQl
x + gb −Ql

x||22+||g′aQe
x + g′b −Qe

x||22)

λ2(g2
a + g

′2
a ),

(6.8)



135

where ga, gb, g′a, g
′
b are the parameters for the linear cross regressions in the first line. The second

line is to enforce minimal deviation from the original patches, while the third line is to prevent

the coefficients from being too large. The output Qo is constructed as Qo
x = gaQ

l
x + gb, when

the image patch is used as the guidance.

If the image patch is not available or if it experiences strong degradation, the events should

be switched to self-guiding mode. This is done by partitioning the event packet into two sub-

packets according to the timestamps. We use Ea to denote events in (0, T/2] and Eb to denote

events in (T/2, T ]. To perform motion compensation, we set timestamp T/2 as the reference

timestamp tref in Eq. 6.4. Ea and Ea are warped to tref to form Qe
a and Qe

b via a common

motion vector. Equation 6.8 is performed by setting Ql = Qe
a and Qe = Qe

b. The output Qo is

constructed as Qo
x = (gaQ

e
ax + gb + g′aQ

e
bx + g′b)/2.

For the guided upsampling, Eq. 6.8 is recursively performed for every 2× upsampling. In

the image-guiding case, our system has high resolution Ql at 8×. In the self-guiding case, both

Qe
a and Qe

b are bicubically upsampled and then filtered.

6.3.5. When does image guidance fail?

One critical step is to determine when to switch from the image-guiding mode to the event

self-guiding mode. We study this problem by simulating the image degradation and comparing

the performance for the two guided filtering modes. We consider the motion blur as our image

degradation model, as shown in Fig. 6.5a. For motion blur, the blur kernel is a linear motion

trajectory quantified by the length of the trajectory. Large kernel parameters result in significant

blur artifacts. We report the average results for 20 simulation cases where events are simulated

from the original sharp images. The RMSE (between the ground truth temporal gradient frame
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and the filtered image) is used as the performance metric. The filtering results are plotted against

the kernel parameters, shown as the purple curve in Fig. 6.5b. It has clearly shown that the error

(RMSE score) increases as the blur grows. The range for the scores when the image-guiding

filter under-perform the self-guiding filter are highlighted as the yellow shaded region. Through

coordinate correspondence, we can find that when the blur radius of motion blur exceeds 6, the

image-guiding mode results in larger error than the self-guiding mode. Therefore, it is sensible

to switch to the event self-guiding mode.

However, the threshold values obtained from the simulated data cannot be directly applied

to the real data because the blur parameters of the guidance images are unknown and non-trivial

to estimate. To tackle this issue, we propose a simple yet effective approach via comparing the

similarity between the guidance image Ql and the warped event frame Qe. We compute the

same RMSE scores to rate the similarity, plotted as the green curve in Fig. 6.5c. Interestingly,

the similarity score is also positively correlated with the blur parameter. In this case, it is

straightforward to interpret the blur parameters by the RMSE scores, which is 0.11 for motion

blur. This experiment has provided us an empirical RMSE value to determine when we should

switch to the event self-guiding mode. That is, when the RMSE between normalized Qe and Ql

is less than the threshold, GEF uses the images as the guidance, otherwise the event self-guiding

mode is used. Considering the difference between simulated data and real data, as well as the

particularity of individual data, we recommend that the threshold interval is [0.10, 0.12].
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Figure 6.5. Comparison between image-guided filtering and event self-guided
filtering with respect to image blur degradation. (a) We consider and simulate
the motion blur (numbers indicate the lengths of motion). (b) We use 20 clear
(no blur) images to generate event simulation data, and then blur the guidance
images with different blur kernels to perform GEF event denoising, compare the
changes in denoising performance, and then determine the self-guiding switch-
ing threshold on blur kernel parameter. (c) We convert the threshold from the
blur kernel parameter to the similarity between Qe and Ql. The shaded area
indicates the recommended threshold range.
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6.3.6. Space-time volume re-distribution

The output of the guided image filtering step is an optimized event frame. Although many

existing event-based algorithms process events by first binning them into images, other event-

based algorithms work directly with individual events or event packets. The difference is that

the binned event images reduce the temporal resolution compared to the original microsecond-

level timestamps. To address this issue, we propose a solution to re-distribute the events into

space-time volume from the optimized 2D image, which is the inverse of Eq. 6.4. We first

quantize the values in Qo to signed integers. The integers therefore represent the number of

events at the corresponding spatial location. We leverage the previously computed optical flow

to propagate the event values, as illustrated in Fig. 6.6a. In the ideal case of linear motion and no

sensor noise, the events are evenly distributed along the flow direction. However, this condition

cannot be achieved in real scenarios. To preserve the statistical characteristics of the original

events, we analyze timestamps of real event data and follow the time error distribution of real

data during the re-distribution process.

We first estimate the optical flow using our JCM for 10 real-scenario image-events packets

collected using our prototype (detailed in Sec. 2.4). We then group the event timestamps corre-

sponding to the same warped location of Qe into a sequence {rti}, i ∈ (1, ..., n), and generate

an ideal sequence {pti} with timestamps evenly distributed. Then the difference between each

rti and pti is recorded as time error. We calculated the time error of 17,000 events in total, and

recorded their distribution histogram in Fig. 6.6b. As can be seen, most of the time error (terror)

is close to zero while the rest of the time error approximately follows a Gaussian distribution

(Gaussian fitted as the green curve in Fig. 6.6b) on the data with non-zero time errors. From the

plot, a probability model can be expressed as:
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Figure 6.6. (a) The purple histograms denote the denoised or upsampled Qe

obtained with GEF, we warped them back into the space-time volume along the
computed flow direction to restore the ternary representation. (b) Histogram
of the distribution of time errors in real data (light blue bars), and a Gaussian
function (green curve) fitted to data with time errors.

p(τ) =


0.22 τ = 0

0.78
σ
√

2π
exp
(
− τ2

2σ2

)
τ 6= 0,

(6.9)

where τ denotes the time difference compared to the equally interpolated events, and σ =

0.0028 (result of data fitting). The events can be re-distributed by first interpolating events

along the flow vectors with equal intervals, and then applying a Gaussian perturbation following

Eq. 6.9. We experimented with both the equal-interval distribution and the Gaussian distribution

but found no substantial difference in performance (e.g., image reconstruction). We therefore

report the results for the equal distribution approach. The space-time volume re-distribution

examples are shown in Sec. 6.4.
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Algorithm 2 Guided Event Filtering (GEF)
Input: Intensity image I , events E .
Output: Filtered temporal gradient Qo, restored events E ′.
1: Estimate the flow field v using JCM in Eq. 6.7;
2: Compute Ql in Eq. 6.3 and Qe in Eq. 6.4;
3: Calculate RMSE between Ql and Qe, switch between image-guiding and self-guiding

mechanism as in Sec. 6.3.5.
4: Perform guided filtering according to Eq. 6.8.
5: Re-distribute Qo into space-time volume according to Sec. 6.3.6.

6.3.7. Implementation details

The steps of GEF are summarized in Alg. 2.

In the JCM step, we use a local window with radius rw to estimate pixel-wise flow. Areas

with events fewer than 1 are skipped. rw may vary due to the structure of the scene. A large

rw can be used when the scene has sparse and isolated objects, in exchange for more time to

compute the flow field. The intensity image support is slightly larger (about several pixels on

four sides) than the event window to prevent fallout of events due to large velocity.

Both the computation of the flow velocity and Ql use the spatial gradient. Therefore, the

spatial gradient image can be computed once. Ql is normalized to match the range of Qe before

the filtering step. This normalization step also functions as an estimation for the event threshold

(εk). The output image Qo is rounded to have integer values as the original events are integers.

The integers can be interpreted as the event counts. In the switching step, we calculate the

similarity error between normalized Qe and Ql. The threshold is set to 0.09.

In the joint filtering step, we set the window width to be equal to 1. The parameters are set

as λ1 (∼ 3) and λ2 (∼ 1×10−2). The filtering is run for 20 iterations to achieve convergence. In

the filtering process, with an i7-8700K CPU, the average runtime for 2× upsampling a 180×190

frame is about 0.2s.
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6.4. Experiments

Our conference version [206] has focused on a comprehensive evaluation of the guided

denoising and upsampling aspects of GEF. The numerical experimental results are included in

the supplementary material. Here, we focus on applying our GEF to two hardware setup, our

hybrid RGB-DAVIS camera and the CeleX event camera [171].

6.4.1. RGB-DAVIS camera system

To test GEF for real-world scenarios, we build a hybrid camera consisting of a high-resolution

machine vision camera and a low-resolution event camera, i.e., DAVIS. We refer to our camera

prototype as RGB-DAVIS camera.

6.4.1.1. Setup and calibration. As shown in Fig. 6.7a, we collocate an event camera (DAVIS240b,

resolution of 180 × 190 pixels, with F/1.4 lens) and a machine vision camera (Point Grey

Chameleon3, resolution of 2448 × 2048 pixels, 50 FPS, with F/1.4 lens). A beam splitter

(Thorlabs CCM1-BS013) is mounted in front of the two cameras with 50% splitting. We use

a 13.9” 60Hz monitor for offline geometric calibration for two signals. For geometric calibra-

tion, we mainly consider homographic mapping between two camera views. In order to extract

keypoints from event data, we display a blinking checkerboard pattern on the monitor and in-

tegrate the captured events over a time window to form a checkerboard image, as shown in

Fig. 6.7b. For temporal synchronization, we write a synchronization script to trigger the two

cameras simultaneously.

6.4.1.2. Dataset collection. We use RGB-DAVIS to collect various sequences of event-RGB

video clips. Examples are shown in Fig. 6.8. Both indoor and outdoor scenarios are captured.

The scenes widely range from simple shapes to complex structures. All the clips involve camera
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(b) Calibrated views

Figure 6.7. Our RGB-DAVIS imaging system.

motion and/or scene motion. In total, there are 20 video clips, with an average length of 8s for

each clip. A full description of each clip is shown in Table 6.1.

6.4.1.3. Results. After calibration, we perform joint filtering with three upsampling scales, i.e.,

2×, 4×, 8×. The flow is estimated at 1×. The captured data as well as the filtered results are

shown in Fig. 6.9, with the filtered output shown in Fig. 6.9 (c-f). As can be seen, the events are

gradually and effectively upsampled and denoised. Please see additional results for scene mo-

tion as well as filtering results using other filters in the supplementary material. In Fig. 6.10, we

show the re-distributed events. Figure 6.10 (b-d) show 2×, 4×, 8× re-distributed results. Com-

pared with the corresponding original LR data shown in Fig. 6.10a, events restored by GEF have

both been improved the spatial resolution and significantly reduced noise. Besides, Fig. 6.11

shows three examples of self-guiding filtering results. Compared to Qe
a and Qe

b, noise in 1×

output has been significantly eliminated. For 2× results, although the texture reconstruction is
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#1 #2 #3 #4

#5 #6 #7 #8

#9 #10 #11 #12

#13 #14 #15 #16

#17 #18 #19 #20

Figure 6.8. Our proposed RGB-DAVIS dataset. Shown images are screenshots
of RGB videos (left) and event videos (right).

not as good as that under the RGB guidance, it still achieves the initial event image sampling

task.

6.4.2. GEF for CeleX-V

The CeleX series event sensors have higher spatial resolution than the DAVIS. The newest

model, CeleX-V [171], has spatial resolution of 1280× 800 and is able to record pixel intensity

with 120dB dynamic range. Benefiting from intensity recording and a special periodic pixel
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Figure 6.9. Guided upsampling results on our RGB-DAVIS data.

(a) Original LR event
data

(b) 2× (c) 4× (d) 8×

Figure 6.10. Space-time volume redistribution results on our RGB-DAVIS data.
We choose a 3D view for each example that helps to make a significant visual
comparison.
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Table 6.1. Details of our RGB-DAVIS dataset

clip # of images # of events indoor/
outdoor

camera
motion

scene
motion

#1 250 2.6M indoor X
#2 200 8.9M indoor X
#3 200 7.3M indoor X
#4 200 3.5M indoor X
#5 200 1.7M indoor X
#6 200 10.5M indoor X
#7 150 2.4M indoor X
#8 400 23.8M indoor X
#9 400 20.8M indoor X
#10 400 21.8M indoor X
#11 200 3.8M outdoor X
#12 190 3.6M outdoor X
#13 200 4.3M outdoor X
#14 400 9.3M outdoor X X
#15 400 8.4M outdoor X X
#16 400 27.7M outdoor X X
#17 400 23.1M outdoor X X
#18 400 22.6M outdoor X
#19 400 20.7M outdoor X X
#20 150 23.7M outdoor X X
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Figure 6.11. Event self-guiding filtering results on our RGB-DAVIS data.

activation mechanism, CeleX-V can output grayscale images in real-time through events. How-

ever, the data output from CeleX-V still has high level of noise. The event noise also affects the

real-time grayscale images reconstructed from pixel intensity, which is termed as the afterimage
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(a) Accumulated frame
w/o GEF

(b) Accumulated frame
w/ GEF

(c) Filter input, Qce (d) Filter output

Figure 6.12. Our modified GEF for CeleX-V event camera

phenomenon. We address the imaging issues of CeleX-V by first anaylize the image formation

model of the system.

6.4.2.1. CeleX-event sensing model. Slightly different from the DAVIS event camera (Sec. 6.3.1),

the output of the CeleX camera is a set of events named c-events, i.e., E = {cetk}
Nce
k=1. Each c-

event can be expressed as cetk = (xk, yk, tk, pk, ak), where pk denotes the polarity, pk = {1,−1}

indicates the sign of the intensity variation in log space, and pk = 0 means the pixel has no in-

tensity variation but is activated by the periodic activation mechanism, and ak records the pixel’s

intensity I at (xk, yk, tk). This sensing activation process can be approximated as:

pk =



−1, θt < εn

1, θt > εp

0, θt ∈ [εn, εp] & h(xk, yk, t) > εt

N.E., else,

(6.10)
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where εn and εp are contrast thresholds, εt denotes a time threshold. θt = log(It + b) −

log(It−δt + b), and N.E. stands for no event being fired. h is a function that records the no-

event duration of each pixel:

h(xk, yk, t+ δt) =


δt, pk ∈ {−1, 0, 1}

h(xk, yk, t) + δt, else.

(6.11)

The initial duration h(x, y, 0) is set to zero. Then the real-time grayscale imageG can be express

by:

Gt(x, y) =Gt−δt(x, y) · (1−Wt(x, y))+

Ncet∑
k=1

ak · δ(x− xk, y − yk),
(6.12)

where Ncet donates the number of the events that are triggered at time t and δ(·) is the Dirac

delta function. Wt(x, y) is a position filter, described by Wt(x, y) =
∑Ncet

k=1 δ(x − xk, y − yk).

The initial grayscale image G0 is a zero matrix, and the full frame grayscale image can be

obtained after each pixel has been activated, which is named as the accumulated frame. We

show an example of Gt in Fig. 6.12a. It has been captured in a scene where the event camera is

rapidly shaking.

The afterimage phenomenon: The accumulated frame is a nice feature associated with the

CeleX sensor. Compared to the activate pixel sensor (APS) image, the accumulated frame

has much higher frame rate which is useful for the temporal synchronization with the adjacent

events. However, since Gt is reconstructed by updating the pixel intensity in time according

to the newly triggered c-events, the previously accumulated image will leave a shadow due to
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the lack of intensity update. We call this the afterimage phenomenon, as can be seen for the

residual shadow in Fig. 6.12a.

6.4.2.2. Adapting GEF for CeleX-V. We adapt our GEF framework to apply to CeleX-V. In

terms of the optical flow estimation, the contrast image is redefined as:

J(x; v) =
Ne∑
k=1

ak · δ(x− x′k(v)) + αS(x). (6.13)

Although the accumulated frame remains traces of past motion, the warped event frame

preserves the structure of the real-time motion region and is still able to preserve the robustness

for flow estimation. In the joint filtering step, we reversely set the event frame Qce as the

guidance and the Ql computed from the accumulated image. The output Qo is then used to

restore the gradient field ∇xyG
′ with the estimated flow, and further reconstruct a real-time

grayscale image G′ without the afterimage effect. The results for removing the afterimage

effect is shown in Fig. 6.12b. The temporal gradient image before and after our modified GEF

is shown in Fig. 6.12d. Our modified GEF reveals structural enhancement, demonstrating its

effectiveness.

6.5. Applications

GEF has a wide variety of applications for event-based tasks. Here, we enumerate several

example applications.
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6.5.1. Corner detection and tracking

GEF can be applied on event-based feature/corner detection and tracking. To demonstrate the

benefit of guided upsampling, we use RGB-DAVIS camera to capture a periodic circularly mov-

ing checkerboard pattern. We employ the event-based Harris corner detector (evHarris) [5] as

the backbone corner detector. A slight difference between our implementation and the original

evHarris is that we use the warped event image (motion compensated), instead of directly ac-

cumulating events in local windows. As shown in Figs. 6.13a and 6.13b, with GEF (8× guided

upsampling), the checkerboard corners are detected more accurately than w/o GEF. We also

compare the corner tracks computed both w/o and w/ GEF process. The results are shown in

Figs. 6.13c and 6.13d. As can be seen, the corner points that are upsampled by the GEF can be

tracked more accurately than the original frames.

6.5.2. Depth estimation

We compare the JCM module with CM [4] for the task of depth estimation. Gallego et al. [4]

proposed an event-based depth estimation method: when objects with different depths of field

move in the XoY plane, the length of pixel movement on the image plane is linearly related

to the depth of field. Given the camera matrix and trajectory of the DAVIS, it converts the

problem of determining the optimal depth value into the problem of finding events contrast

maximization. As an improvement, our proposed JCM leverages the image edge signals to

reduce the event noise and can improve the accuracy of depth estimation. In Fig. 6.14, we

use an example data of [167] to campare CM and JCM, Figs. 6.14a and 6.14b are the depth

maps estimated by CM and JCM respectively. Around the location where complex motion and

occlusion are involved, JCM is able to provide stable and consistent depth.
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(a) w/o GEF, 1× (b) w/ GEF, 8×

(c) w/o GEF, 1× (d) w/ GEF, 8×

Figure 6.13. Corner detection using evHarris [5].

6.5.3. High frame-rate video synthesis

The task is to reconstruct high frame-rate video frames using a hybrid input of image(s) and

events [2, 6].

6.5.3.1. Future frame prediction. In this case, we perform future frame prediction, i.e.,

given a start intensity frame and the subsequent events to predict the future frame. We imple-

ment the differentiable model-based reconstruction (DMR) method in [6]. Without GEF, the
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Figure 6.14. Event-based depth estimation.

(a) w/o GEF (b) w/ GEF

Figure 6.15. Frame prediction using the DMR method in [6].

reconstruction performance for the case of “slider depth” is 25.10 (PSNR) and 0.8237 (SSIM).

With GEF, the reconstruction performance improves to 26.63 (PSNR) and 0.8614 (SSIM). For

a qualitative comparison, the #5 frame out of 12 reconstructed frames is shown in Fig. 6.15.

6.5.3.2. Motion deblur. GEF can be applied to improve event-based motion deblur [2]. Given

a blurry image (Fig. 6.16a) and the events captured during the exposure time (Fig. 6.16b), Pan
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et al. [2] proposed an event-based double integral (EDI) approach to recover the underlying

sharp image(s), as shown in Fig. 6.16c. We employ the same formulation, but use our GEF

to first filter the events. Note that in this case, the blurry image does not provide useful edge

information, we therefore warp neighbor events to form the guidance images. The result is

shown in Fig. 6.16e. Even without the guidance of an intensity image, GEF can still reduce the

event noise using neighbor events. We further compare the EDI result with denoised EDI output

using bilateral filtering, as shown in Fig. 6.16g. Compared to the post-denoising scheme, GEF

(Fig. 6.16f) is more effective in eliminating the event noise.

6.5.4. Image reconstruction

In this subsection, we apply GEF for several existing event-based algorithms to address image

reconstruction with improved HDR, spatial resolution, and color appearance.

6.5.4.1. HDR. GEF is able to improve HDR image reconstruction because of its effectiveness

for motion compensation and denoising. As shown in Figs. 6.17a and 6.17c, the intensity im-

age contains over-exposed regions while the warped event image preserves structures in those

regions. We follow a previous approach which employs Poisson reconstruction for HDR recon-

struction [7]. The difference in our case is that the intensity image is used for reconstruction.

In such case, GEF is applied by setting the warped event image Qe as guidance and Ql as filter

input. The restored gradient field ∇xyI
′ along with the estimated flow v and the intensity im-

age are then used to reconstruct an HDR image. As can be seen in Figs. 6.17c and 6.17d, the

reconstructed HDR image w/ GEF has higher contrast and less artifacts than w/o GEF.
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(a) Blurry image

>3

<-3

0

(b) w/ events in exposure

(c) EDI w/o GEF (d) Bilateral denoising of (c)

(e) EDI w/ GEF (f) (g) (h)

Figure 6.16. Motion deblur using EDI [2]. (f-h) Zoomed-in patches. (e) EDI
w/o GEF. (f) EDI result (w/o GEF) + bilateral denoising. (g) EDI w/ GEF.
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(a) Over-exposed image (b) Image + events

(c) w/o GEF (d) w/ GEF

Figure 6.17. HDR image reconstruction based on Poission method in [7]. (a)
Low dynamic range image. (b) Overlaid with events. (c) Reconstructed HDR
image w/o GEF. (f) Reconstructed HDR image w/ GEF.

6.5.4.2. Super resolution. The super-resolved events are tasked to restore the intensity image

at high resolution. For this task, we use E2VID [8] as our backbone image reconstruction algo-

rithm. Figure 6.18 shows two examples of our results. Figure 6.18b is an SR video frame that is

synthesized from 4× our image-guided GEF output, it reveals salient textures compared to the



155

result without using GEF (Fig. 6.18a). Figure 6.18d shows an 2× result that synthesized from

self-guided GEF. The comparison with Fig. 6.18c shows that GEF can still improve the im-

age quality without image guidance. This application shows the capability of our re-distributed

events working with downstream event-based algorithms and the improvement enabled by GEF.

6.5.4.3. Color demosaicking. Color demosaicking is a standard technique for color cameras

but remains unestablished for event cameras. As novel event camera prototypes are equipped

with the Bayer color filter array [170], event color demosacking has become a new and interest-

ing problem to solve. We apply GEF to this task. Previous approach takes the raw mosaicked

events directly as input to E2VID [8]. To make use of GEF, we first apply an off-the-shelf de-

mosaicking algorithm [207] for the RGB image. The optical flow field is estimated using the

grayscale image (converted from demosaicked RGB image) and all the events. The filtering

step is performed per event color channel. The final 3-channel output events are fed into E2VID

for image reconstruction. We compare our filtered events with the original events in terms of

image reconstruction, as shown in Figs. 6.19a and 6.19b. The comparison for the reconstructed

color images is shown in Figs. 6.19c and 6.19d. Interestingly, with the assistance of GEF, the

image produces sharper edges for the letters. This indicates that GEF is able to transfer struc-

tural information from demosaicked image to raw events, alleviating the problem of event color

demosaicking.

6.6. Conclusion

This paper proposed a novel framework to bridge event-based sensing with frame-based

sensing to output a stream of super-resolved yet noise-reduced events. Our experimental re-

sults showed that with the assistance of intensity images, performance improvement has been
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(a) w/o GEF (b) 4× SR w/ GEF

(c) w/o GEF (d) 2× SR w/ GEF

Figure 6.18. Super resolution image reconstruction using E2VID [8]. (b) SR by
image-guiding GEF. (d) SR by self-guiding GEF.
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(a) E2VID [8] for R/G/B channel w/o GEF

(b) E2VID [8] for R/G/B channel w/ GEF

(c) Color recon. w/o GEF (d) Color recon. w/ GEF

Figure 6.19. Event-based color image reconstruction

achieved for flow estimation, event denoising, event super resolution (SR), and demosaicking.

Compared to the conference version, this paper added an automatic switch between the image-

guiding and the event self-guiding mode, and extended GEF with the event re-distribution mod-

ule in order to interface seamlessly with downstream event-based algorithms. We also extended
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the set of applications with depth estimation, super-resolution and color image reconstruction.

Besides, this paper derived a modified sensing model for the novel CeleX-V event cameras and

adapted GEF for their special output data.

Several future directions may be explored based on our system and dataset, e.g., higher-

order motion models, learning-based strategies, task-driven filter design, and more visual appli-

cations.

In future, synergistic models can be designed based on this proposed framework. We expect

further application of synergistic models in other computational imaging systems [208, 209,

210, 211, 212, 213, 214, 215, 216, 217, 218, 219].
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[38] Vladimir Stanković, Lina Stanković, and Samuel Cheng, “Compressive video sampling,”
in European Signal Processing Conference. IEEE, 2008, pp. 1–5.

[39] Zihao Wang, Leonidas Spinoulas, Kuan He, Lei Tian, Oliver Cossairt, Aggelos K Kat-
saggelos, and Huaijin Chen, “Compressive holographic video,” Optics Express, vol. 25,
no. 1, pp. 250–262, 2017.



163

[40] Gottfried Munda, Christian Reinbacher, and Thomas Pock, “Real-time intensity-image
reconstruction for event cameras using manifold regularisation,” vol. 126, no. 12, pp.
1381–1393, 2018.

[41] Lin Wang, Yo-Sung Ho, Kuk-Jin Yoon, et al., “Event-based high dynamic range image
and very high frame rate video generation using conditional generative adversarial net-
works,” in Proc. of Conference on Computer Vision and Pattern Recognition (CVPR),
2019.

[42] Byeong-Doo Choi, Jong-Woo Han, Chang-Su Kim, and Sung-Jea Ko, “Motion-
compensated frame interpolation using bilateral motion estimation and adaptive over-
lapped block motion compensation,” IEEE Transactions on Circuits and Systems for
Video Technology, vol. 17, no. 4, pp. 407–416, 2007.

[43] Ravi Krishnamurthy, John W Woods, and Pierre Moulin, “Frame interpolation and
bidirectional prediction of video using compactly encoded optical-flow fields and label
fields,” IEEE transactions on circuits and systems for video technology, vol. 9, no. 5, pp.
713–726, 1999.

[44] Martin Luessi and Aggelos K Katsaggelos, “Efficient motion compensated frame rate up-
conversion using multiple interpolations and median filtering,” in Proc. of International
Conference on Image Processing (ICIP), 2009, pp. 373–376.

[45] James R Bergen, Patrick Anandan, Keith J Hanna, and Rajesh Hingorani, “Hierarchical
model-based motion estimation,” in Proc. of European Conference on Computer Vision
(ECCV). Springer, 1992, pp. 237–252.

[46] Andreas Wedel, Thomas Pock, Jürgen Braun, Uwe Franke, and Daniel Cremers, “Du-
ality tv-l1 flow with fundamental matrix prior,” in Proc. of the IEEE 23rd International
Conference on Image and Vision Computing, 2008, pp. 1–6.

[47] Eddy Ilg, Nikolaus Mayer, Tonmoy Saikia, Margret Keuper, Alexey Dosovitskiy, and
Thomas Brox, “Flownet 2.0: Evolution of optical flow estimation with deep networks,” in
Proc. of Conference on Computer Vision and Pattern Recognition (CVPR), 2017, vol. 2.

[48] Ziwei Liu, Raymond Yeh, Xiaoou Tang, Yiming Liu, and Aseem Agarwala, “Video
frame synthesis using deep voxel flow,” in Proc. of International Conference on Com-
puter Vision (ICCV), 2017, vol. 2.

[49] Huaizu Jiang, Deqing Sun, Varun Jampani, Ming-Hsuan Yang, Erik Learned-Miller, and
Jan Kautz, “Super slomo: High quality estimation of multiple intermediate frames for



164

video interpolation,” in Proc. of Conference on Computer Vision and Pattern Recognition
(CVPR), 2018, pp. 9000–9008.

[50] Michael Mathieu, Camille Couprie, and Yann LeCun, “Deep multi-scale video prediction
beyond mean square error,” arXiv preprint arXiv:1511.05440, 2015.

[51] Prateep Bhattacharjee and Sukhendu Das, “Temporal coherency based criteria for pre-
dicting video frames using deep multi-stage generative adversarial networks,” in Ad-
vances in Neural Information Processing Systems, 2017, pp. 4271–4280.

[52] Tianfan Xue, Jiajun Wu, Katherine Bouman, and Bill Freeman, “Visual dynamics: Prob-
abilistic future frame synthesis via cross convolutional networks,” in Advances in Neural
Information Processing Systems 29, pp. 91–99. Curran Associates, Inc., 2016.

[53] Orest Kupyn, Volodymyr Budzan, Mykola Mykhailych, Dmytro Mishkin, and Jiřı́ Matas,
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