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ABSTRACT

Analytical Solutions and Optimization of the Time-Dependent Ginzburg-Landau Equation

for Superconductors

Gregory Kimmel

The behavior of type-II superconductors is modeled using the time-dependent Ginzburg

Landau equations (TDGLE). Pinning centers (inclusions) and geometries which maximize

the critical current that can be passed through a superconductor are numerically obtained.

Previous analytical results are summarized and new results are obtained for the critical

current in one and two-dimensional systems with and without an inclusion. Tangentially,

analytical results of the iterative method – Weighted Jacobi are derived.
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CHAPTER 1

Introduction

Before I give a brief history of superconductivity, I would like to briefly describe the

purpose of this study. Understanding high-temperature superconductors have broad applica-

tions, from medicine, transportation to more accurate measurements of physical phenomena.

Of particular interest is loss-less energy, the threshold (critical) current with which we can

push a superconductor before it loses this amazing property.

In this thesis, the main tool is the Time-Dependent Ginzburg-Landau equation (TDGL),

an equation derived in the early 1950s, valid for superconductors near its critical temperature.

I used the TDGL to understand the mechanisms of energy loss and for the optimization of

the critical current. The following is a quick outline of what each section was devoted to:

1. Introduction: A brief history of superconductivity as well as derivations of important

physical properties following Schmidt and Tinkham – filling in details that I found useful

or omitted.

2. Mechanism of dissipation in Weak-Link 1D superconductors are analyzed (phase slips,

loosely 1D magnetic vortices). I extract a simplified model of coupled ODEs using the

TDGL which explains the appearance of phase slips and I show the agreement with

numerical simulations.

3. Loss of superconductivity of 2D superconductors in the presence of an external magnetic

field and current are studied. A critical curve defining the threshold between supercon-

ducting and normal is computed.
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4. Optimization of the critical current for varying geometries in 2D and 3D superconduc-

tors are numerically studied (e.g. square lattice of circular inclusions (2D), spherical vs.

columnar inclusions in a 3D superconductor).

5. Analysis of the numerical method – weighted Jacobi to solve the TDGL equation. Ana-

lytical results for the optimal weighting parameter are derived under general conditions.

1.1. A brief history of superconductivity

In 1911, Heike Kamerlingh Onnes noticed a peculiar phenomenon when pure metals are

brought to very low temperatures. In particular, at 4.2 K the resistance of a solid mercury

wire suddenly vanished [1]. Onnes called this phenomenon “superconductivity” as it allowed

a current to pass through the wire indefinitely. He was awarded the Nobel Prize in Physics

in 1913 for his work on low temperature physics.

The next important step in understanding this new phenomenon occurred in 1933 when

Meissner and Ochsenfeld discovered that magnetic distributions of magnetic fields in pure

tin and lead samples were expelled when the metal was in the superconducting state [2]. It

only took a few more years for the London brothers to show that the Meissner effect was

simply a consequence of the minimization of the free energy of the system [3]. The London

theory showed that in fact a certain amount of magnetic flux penetrates the superconductor

to a certain depth. This depth, the London (magnetic) penetration depth is denoted by λ.

Experimentally, the behavior of a superconductor in an external magnetic field can be

split into type-I and type-II superconductors. They are partitioned by how a superconductor

leaves the Meissner state. Above a critical magnetic field, often denoted Hc1 , type-I goes to

a normal metal, while type-II superconductors reaches the so-called “mixed state,” where

quantized magnetic flux – magnetic vortices penetrate through the superconductor, see figure
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1.1. The London theory was not able to explain the physics of a type-II superconductor. An

explanation would have to wait another 15 years.

Figure 1.1. Phase diagram comparing type I and type II superconductivity.

The mystery of the existence and separation of these two types were found phenomenolog-

ically through brilliant intuition and probably divine inspiration. In the 1950s, Lev Landau

and Vitaly Ginzburg combined Landau’s theory of second-order phase transitions along with

the assumption that the behavior can be modeled by a single complex order parameter Ψ de-

scribing the macroscopic superconducting state to create the now famous Ginzburg-Landau

(GL) theory. The GL theory extended the previous work of the London brothers and showed

that an additional term in the free energy through quantum effects was what accounted for

the transition between the two types [4,5]. The GL theory also predicted two length scales,

the magnetic penetration depth (analogous to the London theory) and the coherence length

ξ which measures the length needed for variation in Ψ. This is particularly useful when

analyzing the behavior of vortices – topologically singularities in the order parameter which

recover on the order of ξ.
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In two landmark papers, Alexei Abrikosov, a student of Landau used the GL theory to

show the location of this transition between type-I and type-II in terms of the dimensionless

GL parameter κ = λ/ξ. Additionally, he showed that magnetic flux lines (or vortices) align

in such a way to minimize the free energy and that this leads to a square lattice [6–8]. The

observant reader (and one familiar with superconductivity), may notice that I said square

lattice. In his original paper in 1957, Abrikosov made a small mistake in minimizing the

free energy and found a value slightly larger than optimal, this slight change – an error on

the order of 2% was the difference between the correct triangular lattice and the incorrect

square lattice. This was found and corrected seven years later [9]. Originally, Abrikosov’s

work went largely unnoticed. In fact, Landau was originally skeptical that the vortex lattice

derivation was even correct. However, a few years later, multiple experiments [10,11] verified

the existence of the “Abrikosov lattice” as it soon became known.

Figure 1.2. Abrikosov lattice of flux lines on the surface of a superconductor
(left) and numerical solution of TDGLE (right).
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All these advancements in the understanding of superconductivity culminated in 1957,

when a complete microscopic theory of superconductivity was proposed by Bardeen, Cooper

and Schrieffer (BCS). This BCS theory explained that the superconducting current behaved

as a superfluid comprised of pairs of electrons known as “Cooper pairs.” Unlike electrons,

these pairs now have integer spin, so they are Bosons, therefore they do not suffer the

restriction of the Pauli exclusion principle. This allows them to simultaneously occupy

the same state. Soon after, Bogolyubov rigorously obtained the BCS wave function via

a canonical transformation of the Hamiltonian, and Gor’kov showed that the BCS theory

reduced to the GL theory close to the critical temperature [12–14]. The result of Gor’kov

is not terribly surprising, though still a relief as it put the phenomenological GL theory on

more rigorous terms.

1.2. Weak-Link Superconductors: Josephson Junctions and Dayem Bridges

Practical applications for superconductors involve high-temperature type-II supercon-

ductors where the critical temperature is more commercially feasible [15, 16]. In 1962,

Josephson predicted an entirely new effect based on quantum tunneling [17] of electrons.

Prior to Josephson’s work, it was only known that normal electrons could move through an

insulating barrier through tunneling. Josephson was the first to predict that this would also

be true of Cooper pairs moving across these barriers, now known as Josephson junctions

(JJs). Experiments verifying this result appeared almost immediately [18–20] and in 1973,

Josephson was awarded the Nobel prize in physics for his work.

Many variants and extensions of the original JJ have since been discovered and analyzed

[21,22]. A Dayem bridge is a thin-film variant of the JJ in which the weak link is on the order
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of a few micrometers or less [23]. There have been important applications of JJs in quantum-

mechanical circuits, such as superconducting quantum interference devices (SQUIDs) and

superconducting qubits [24–26]. SQUIDs allow for extremely accurate measurements of very

small magnetic fields. SQUIDs are composed of a two superconducting wires insulated by a

thin normal metal (JJ) with an applied biasing current. The magnetic field passing through

the center of the SQUID can be measured by noting the periodic change in voltage. Since

magnetic flux in a superconductor is quantized, the periodic voltage jumps correspond to

quantized changes in the flux. This allows someone to measure fields on the order of the flux

quantum (10−14T !).

The remaining sections in the introduction are a review of the theory of superconduc-

tivity taken mostly from Schmidt [4] and Tinkham [27] with some details filled in where

necessary. The review is mostly chronological, however properties of Type-I superconductors

are considered first. The London approximation is discussed next, followed by the GL theory.

These two are the most detailed as these approximations were used most in the calculations

and analysis in this thesis. I briefly discuss BCS theory and the derivation of the Abrikosov

lattice.

Finally, since we make use of Maxwell’s equations and the Lorentz force frequently, I will

write them in the form we used here:

∇ ·E = 4πρ ∇ ·B = 0(1.1a)

∇×B =
1

c

(
4πj +

∂E

∂t

)
∇×E = −1

c

∂B

∂t
(1.1b)

(1.1c) F = q(E + v ×B).
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Note also that we may write this in terms of vector and scalar potentials E = −∇V − ∂A
∂t

and B = ∇×A, where V and A are the electric and magnetic vector potential, respectively.

1.3. Magnetic properties of superconductors

Let us first consider the magnetization of a long cylinder type-I superconductor in an

external field H 0 parallel to its axis. We know that for H 0 < H c1 , the magnetic field

does not penetrate the superconductor and so B = 0. The magnetization relates these two

quantities and is given by the expression

(1.2) B = H 0 + 4πM .

We now show some basic properties of type-I superconductors which are consequences of

Maxwell’s equations and the fact that for H 0 < H c1 , we have B = 0 and ρ = 0.

(1) Magnetic field lines outside a superconductor are always tangential to its surface.

Proof. From Maxwell’s equations, we know that ∇·B = 0. Then let Ωε be a surface

extending into the superconductor of length l and width ε, we have by Green’s theorem

0 =

∫
Ωε

∇ ·B dV =

∫
∂Ωε

B · n̂ dS.

Now, letting ε→ 0 we see that this implies that B
(i)
n = B

(e)
n (the other contributions will

vanish). Finally, we note that B = 0 inside the superconductor and so B
(e)
n = 0, which

proves the claim. �

(2) A superconductor in an external magnetic field always carries an electric current near

its surface.
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Proof. Let H 0 be the external magnetic field near the surface of a superconductor.

Then by Maxwell (1.1b), we see that ∇×B = 4π
c
j . Far inside the superconductor (such

that any line integral does not contain the boundary), we would see B = 0, and so j =

0. So only an electric current at the surface is possible. To show that this depends on

the field, we consider a closed contour (see figure 1.3 taken from Schmidt [4]).

Figure 1.3. Contour 1-2-3-4 goes through superconductor. The line 3-4 is far
enough in the superconductor so that B = 0.

Then we calculate (1.1b) along the contour and obtain

4π

c
J =

∫
(∇×B) · dA =

∮
B · dl = H0l12,

where J = jsurfl12. �

This is a screening current which keeps the interior of the superconductor screened

from the influence of the external field. It can be written in the following form

j surf =
c

4π
(n ×H 0).
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1.4. Thermodynamics of superconductors

Consider again a long type-I cylindrical superconductor with uniform field H 0 applied

parallel. Below the critical field Hcm, the induction is zero (Meisner). Hence M = −H 0/4π.

What then is the work an external magnetic field does on a superconductor? Suppose we

increase the magnetic field by an amount dH 0, then the amount of work stored is

−
∫ H0

0

M dH 0 =

∫ H0

0

H 0

4π
dH 0 =

H2
0

8π
,

this is similar to the magnetic energy stored in a field (|B |2/2µ0).

Define the free energy density of the superconductor in zero magnetic field as Fs0, then

the superconductor in a finite field has energy

(1.3) FsH = Fs0 +
H2

0

8π
.

The transition to the normal state occurs when the free energy of the superconductor is higher

than the free energy of the normal metal Fn. This occurs at H0 = Hcm and corresponds to

(1.4) ∆F := Fn − Fs0 =
H2

cm

8π
.

We see then that the critical field is a measure of the difference in free energy between the

two states.

1.5. Entropy of a superconductor

We begin with the Helmholtz free energy

(1.5) F = U − TS,
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where U is the internal energy, T is temperature and S the entropy. Then the infinitesimal

change is

δF = δU − TδS − SδT.

Since we have a reversible process (phase transitions are reversible), then δQ = TδS and by

the first law of thermodynamics

(1.6) δU = TδS − δW.

Inserting (1.6) into the previous equation gives

δF = −δW − SδT.

Holding W constant it follows that

(1.7) S = −
(
∂F

∂T

)
W

.

If we differentiate (1.4) with respect to T (using (1.7)), we obtain

(1.8) Ss0 − Sn =
Hcm

4π

(
∂Hcm

∂T

)
W

.

This simple equation along with the experimental results summarized in figure 1.1 lead to

some very important conclusions.

(1) The superconducting state is more ordered than the normal one. Indeed, this follows sim-

ply by the experimental fact that as T increases the critical field decreases monotonically

and so (∂Hcm/∂T )W < 0 from which it follows that Ss0 < Sn.
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(2) The transition from normal to superconducting at T = Tc is a second-order phase tran-

sition. At T = Tc, we know that Hcm = 0 from which it follows that Ss0 = Sn. Since

there is no change in entropy, there is no latent heat and so the transition at T = Tc is a

second-order phase transition. This fact was extremely important in the formulation of

the GL theory, which is based on Landau’s previously established theory on second-order

phase transitions.

(3) At T < Tc, transitions between states are all first-order phase transitions. Similar to (2),

this follows by noting that when T < Tc we have Ss0 < Sn and so any change leads to a

change in entropy which must be accompanied by an exchange of latent heat.

As a final note, it is useful to use the Gibbs free energy instead of Helmholtz, since

typically the external magnetic field is constant. Therefore, we will use

(1.9) G = F − B ·H 0

4π
= U − TS − B ·H 0

4π
.

1.6. London Theory

The London theory, was the first successful attempt at understanding the behavior of

superconductors. Its major assumptions are that there are superconducting electrons of

density ns and normal electrons of density nn of which the total density is then given by

n = ns + nn. As T increases from 0 to Tc, ns goes from n to 0. The big simplification

compared to the GL theory (which would not appear for nearly two more decades) is that

there was no significant change in ns in space, that is ns(r) ≈ ns. Finally, it is assumed that

B ,E are small enough so that its influence on ns is negligible.
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1.6.1. London equations

Inside the superconductor B ≈ 0 and so the equation of motion for superconducting electrons

should follow

(1.10) nsm
dv s
dt

= nseE ,

where m, e are the electron mass and charge, respectively and v s is the superconducting

electron velocity. The definition of current density is given by j s = nsev s. Plugging this

into (1.10), we have

E =
d

dt

(
mj s
nse2

)
.

Defining Λ = m
nse2

, we have the first London equation:

(1.11) E =
d(Λj s)

dt
.

The second London equation involves the variation of the magnetic field for details see

appendix A.1. Noting (A.2) and using (A.4) we obtain the second London equation

(1.12) H + λ2∇× (∇×H ) = 0.

The definition of the penetration depth λ is now obvious, it is the length scale of variation

of the magnetic field H inside the superconductor. If we use the London gauge,

∇ ·A = 0,(1.13a)

A · n = 0,(1.13b)
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then (1.12) can be written as

(1.14) j s = − 1

cΛ
A = − c

4πλ2
A.

1.6.2. Generalized London equation and magnetic flux

Here we take a brief detour to explain the appearance of quantized magnetic flux by looking

at the Lorentz force law (1.1c), for details see appendix A.2. From (A.5), we see that the

canonical momentum is

p =
∂L
∂v

= mv +
q

c
A.

The current density is given by

j s =
~e
m
=(Ψ∗∇Ψ).

Using the definition for current density, we obtain 2mv s = ~∇θ. Thus the total momentum

is given by

(1.15) ~∇θ = 2mv s +
2e

c
A,

where m → 2m and q = 2e. Originally, it was thought that single electrons carry a super-

conductor and early experiments showed that the quantized magnetic flux was actually off

by a factor of 2. This provided strong evidence that the carrier of superconductors were in

fact pairs of electrons – Cooper pairs.

Using the definition for supercurrent density once again, we obtain the generalized Lon-

don equation:

(1.16) j s =
1

cΛ

(
Φ0

2π
∇θ −A

)
,
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where Φ0 = hc
2e

and has dimensions of magnetic flux. Consider now a superconductor which is

topologically similar to a torus (i.e. has a single hole). At T > Tc, magnetic fields penetrate

the superconductor and hole. As T decreases below Tc, the field is expelled from the bulk of

the superconductor, however there is magnetic flux that remains inside the hole. To find out

what this flux is, we take the line integral C around this hole where the minimum distance

between the path and the hole is much greater than λ and hence j s = 0 there. Using (1.16),

we obtain

Φ0

2π

∮
C

∇θ · dl =

∮
C

A · dl = Φ,

where Φ is the total magnetic flux through the contour C. To ensure that the wave function

is single-valued, we require that after a going around the contour C the flux must be an

integral multiple of 2πn, this leads to

(1.17) Φ = nΦ0.

1.7. Ginzburg-Landau Theory

London theory did an excellent job of explaining type-I superconductors and the Meiss-

ner effect, however it was not able to explain the appearance of the mixed state in type-II

superconductors. Evidently the interface energy between normal and superconducting be-

comes favorable and this effect is not captured with the London theory. About two decades

later, Ginzburg and Landau (GL) used Landau’s theory of second-order phase transitions to

describe the superconductor in the vicinity of the critical temperature. The first assumption

– the critical temperature is a second order phase transition, was based on experimental ob-

servations and thermodynamic principles (see section 1.5). The second assumption was that

this system could be modeled by a single complex order parameter Ψ. These two assumptions
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lead to an expansion of the free energy near the critical temperature. An Euler-Lagrange

equation then ultimately leads to the famous GL equations.

1.7.1. The free energy and the GL equation

The minimization of this free energy F is a variational problem in Ψ,A. In the spatially

homogenous case, F should be rotationally invariant, thus we expect only powers of |Ψ| to

appear. Finally, we note that analyticity of F forces only even powers. A similar argument

holds for the gauge invariant derivative term and we obtain,

F [Ψ,A] = Fn + α|Ψ|2 +
β

2
|Ψ|4 +

1

2m
|(−i~∇− 2eA)Ψ|2 +

|B|2

2µ0

.

Define the coherence length ξ =
√

~2
4m|α| , the magnetic penetration depth λ =

√
mc2β

8πe2|α| and

κ = λ/ξ, then take a variational derivative with respect to Ψ∗ and A which gives

0 =

(
∇− i2π

Φ0

A

)2

Ψ + (1− |Ψ|2)Ψ

0 = κ2∇× (∇×A)− |Ψ|2
(

Φ0

2π
∇θ −A

)
,

where Ψ = |Ψ|eiθ. In the infinite κ limit, (e.g. strong type-II), we see that ∇×B = 0 and

the relation for A is just given by the quantity in parenthesis.

These equations were successfully used to predict the existence of the mixed state as a

hexagonal (Abrikosov) lattice. However to investigate the dynamic behavior we would like

to see how the superconductor relaxes to this steady state. To investigate this the TDGL

equation is introduced now.
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1.7.2. Time-Dependent Ginzburg-Landau equation

The TDGL equation is given below for the infinite κ limit [56]:

Γ

(
∂t + i

2e

~
µ

)
Ψ =

~2

4m
(∇− iA)2Ψ + a0ν(r)Ψ− b|Ψ|2 + Ψ,(1.18)

j0 = |Ψ|2
(

Φ0

2π
∇θ −A

)
− σn(∇µ+ ∂tA),(1.19)

where Γ, a0, b are phenomenological parameters that can be found from the microscopic

theory [57], e,m are the electron charge and mass, µ is the scalar potential, and ν(x) a

spatially dependent linear coefficient modeling inhomogeneities in the system and σn is the

conductivity in the normal state. Following Sadovskyy et al. [58], we define the +x direction

to be the direction of the external current and obtain the following dimensionless form:

u(∂t + iµ)Ψ = (∇− iA)2Ψ + [ν(r)− |Ψ|2]Ψ(1.20a)

j = ={Ψ∗(∇− iA)Ψ} − (∇µ+ ∂tA)(1.20b)

∇ · j = ∇ ·A = 0.(1.20c)

Here Ψ is the complex order parameter, satisfying |Ψ| = 1 in the purely superconducting

state, and |Ψ| = 0 in the normal state. The parameter u = Γ/a0τGL is a material-dependent

parameter, with time τGL = 4πσλ2
0/c

2, λ0 =
√

mc2

8πe2ψ2
0

is the magnetic penetration depth

(c the speed of light) and ψ0 =
√
a0/b is the equilibrium value of the order parameter

when spatial variations are neglected, i.e., ν(x) = 1. The zero temperature coherence length

ξ0 =
√

~2
4ma0

is used for the unit of length. The magnetic vector potential and field is A

and B, respectively. The momentum operator is the classical gauge invariant operator for a

charged particle in a magnetic field ∇ → ∇− iA. For more details see [58].
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Later developments involving a linearized Eilenberger equation in the dirty limit has

been studied as a generalized TDGL equation. It involves an additional parameter γ related

to the interactions of inelastic electron-phonon collisions and was first derived in [54]. The

equation is enlightening in its own right so I define it here

u√
1 + γ2|Ψ|2

(
∂t + iµ+

γ2

2

∂|Ψ|2

∂t

)
Ψ = (∇− iA)2Ψ + (1− |Ψ|2)Ψ(1.21a)

j = ={Ψ∗(∇− iA)Ψ} − (∇µ+ ∂tA)(1.21b)

∇ · j = ∇ ·A = 0.(1.21c)

It is clear that (1.21a) with γ = 0 reduces to (1.20).

1.8. Dissipative States in Type-II Superconductors

The main goal of this thesis is to gain insight into the mechanisms of dissipation in

Type-II superconductors. In 1D, phase slips drive dissipation through voltage jumps which

proceeds phase slips. For higher dimensional superconductors, the main cause is the motion

of magnetic vortices, driven by the Lorentz force. The primary tool used in this thesis is the

TDGL equations which involve the use of a complex order parameter Ψ to model whether a

material is superconducting.

1.8.1. Phase Slips in 1D Superconductors

In thin superconducting wires, phase slips are made when the magnitude of the order pa-

rameter |Ψ| → 0 and the phase goes through a 2π jump. An example of a phase slip event

is given in figure 1.4(a). Chapter 2 is devoted to investigating phase slips in weak-linked

superconducting wires. In this case the suppression of Ψ inside the weak link allows for the
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successful asymptotic expansion of Ψ. This allows us to give a complete description of the

dynamics of phase slips in weak-link superconductors through a pair of coupled ODEs.

1.8.2. Magnetic Vortices in 2D and 3D Superconductors

In 2D and 3D superconductors, motion of magnetic vortices are the main culprit of dissipation

of energy. In contrast to phase slips, which can be loosely thought of as static 1D vortices, in

2D and 3D, static vortices do not create dissipation. This is easy to understand as follows,

supercurrent can flow around these singularities in 2D and 3D. In 1D, however this is not

possible.

In contrast, when the magnetic field and current are applied in parallel, there is no

Lorentz force and yet superconductivity is still destroyed above some critical field. This

critical curve for a 2D sample is extracted analytically in chapter 3. Previously, I mentioned

that vortices move via the Lorentz force, the larger the current the stronger the force. The

main idea of enhancing the maximal current is to impede the motion of vortices through

pinning centers. In chapter 4, we discuss this in terms of an optimization problem where

we look to find the optimal pinning geometry for a given set of geometrical parameters (e.g.

radius of inclusion, volume fraction, type of inclusion).

1.8.3. Numerical Solutions of the TDGL

High-performance computing has allowed us to simulate superconducting domains that would

have been computationally infeasible before. The TDGL equation is solved on GPUs using

world-class supercomputers (e.g. Mira at ANL and Titan at ORNL). The TDGL code used

employs the weighted Jacobi method to solve a Crank-Nicholson implicit time scheme for

the relaxation step. The parallel nature of Jacobi’s method made it a primary candidate for
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Figure 1.4. Two main types of dissipation in type-II Superconductors: phase
slip event (left), magnetic vortices (right).

GPU code. In the final chapter, I investigate some theoretical properties of matrices from

Jacobi’s method and derive the best-worst case weighting parameter for certain classes of

matrices.
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CHAPTER 2

Phase slip centers in quasi-1D superconductors

2.1. Introduction

The motion of Abrikosov vortices is recognized as the main cause of dissipation in type-

II superconductors [28]. Conversely, in thin nanowires, the motion of vortices is impeded

and phase-slip events are responsible for the dissipation. Phase slips, changing the phase

difference of the superconducting order parameter by 2π, may be caused by different phys-

ical mechanisms. Thermally activated phase slips at high temperatures and small applied

currents are well understood [27]. At very low temperatures, phase slips can be caused by

quantum fluctuations (aptly called quantum phase slips) [29–31]. Phase slips are not unique

to superconductors, they also occur in superfluid systems [32–34], and more recently, dissi-

pation due to phase slips were studied in cold atom systems [35–37]. In particular, phase

slips can be triggered in a superfluid cold atom system by a rotating weak link [38].

Even without thermal and quantum fluctuations, the phase slip phenomena and dissi-

pative (or resistive) states can be induced by an applied current [39, 40]. Magnetic field

penetrates type-II superconductors in the form of Abrikosov vortices. If an external current

is applied, the Lorentz force induces motion of the vortices. This motion is the main cause

of dissipation in 2D and 3D superconductors. However, in quasi-one dimensional nanowires

with the coherence length ξ(T ) and the penetration depth λ(T ) large compared to the wire

diameter, vortex motion is suppressed. In this situation the transition to the normal state

was made through successive voltage jumps which are attributed to the appearance of phase
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slip centers [39,40]. A study of this phenomenon was given first by Kramer and Baratoff who

found that slightly below the depairing current, there is a dissipative state which consists

of localized phase slips occurring in the superconducting filament [41]. In a narrow range

of currents close to the depairing current, the material is superconducting except in narrow

regions where phase slip centers (PSCs) occur. The period of these PSCs diverge as the

external current approaches the lower bound in this narrow region. It was also shown that

random thermal fluctuations allow for phase slips [42], but these did not persist indefinitely.

Further numerical study of the one-dimensional time-dependent Ginzburg-Landau equation

revealed periodic phase slips existing in a narrow range of currents close to the depairing cur-

rent [43,44]. Follow-up numerical studies of narrow two-dimensional superconducting strips

discovered a transition from a phase-slip-line to vortex pairs [45]. Periodic lattices of the

phase slip centers were studied in the context of vortex penetration in thin superconducting

films near the third critical magnetic field [46]. Using a saddle-point approximation for the

Ginzburg-Landau energy in narrow superconducting strips, the dependence of voltage drop

vs temperature and bias current (neglecting thermal fluctuations) was studied in [47].

The situation is different, however, for spatially inhomogeneous systems, such as super-

conductors with macroscopic defects or weak links [48]. Perhaps the most famous examples

are Dayem bridges and Josephson junctions [17,23]. The mechanism for dissipation in these

cases is the quantum tunneling of Cooper pairs between the two superconductors, which is

caused by a phase difference between the weakly-linked superconductors. When the current

is below some threshold jc, the phase difference is fixed in time and a stationary supercon-

ducting state persists. Above this threshold, the solution exhibits oscillations, which lead to

a finite voltage. In a review paper by Ivlev and Kopnin, inhomogeneities were analyzed, but

in regards to the stability of the normal state [49]. Thus, their analysis involved currents
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much closer to the GL critical threshold jGL = 2/
√

27. A lower bound j1 at which the nor-

mal state was globally unstable (i.e. arbitrary small perturbation lead to instability of the

normal state), and above which there was a critical-sized perturbation which separated the

normal and superconducting states was estimated. Also, an upper critical current j2 such

that the normal state was absolutely stable for an external current j0 > j2 was found. An in-

homogeneity much smaller than the coherence length, ξ(T ), was used and was approximated

by a δ function, simplifying the algebra. Here we consider a more realistic situation for the

type-II high-temperature superconductors: an inclusion on the scale of ξ(T ). The transition

we are interested in analyzing, occurs between the non-uniform superconducting state and

the oscillatory state with phase slips. Therefore, the steady state and linearization in this

paper are much more complex then in analyzing the normal state. The authors of [50] have

shown experimental results of weak-links with non-hysteric behavior.

The phase slip state of homogenous systems have recently been analyzed in much greater

detail [51]. Using bifurcation analysis, Baranov et. al. extract the normal form of a saddle-

node bifurcation when the current is near the critical current. They then correctly determine

the characteristic scaling law and show its agreement with numerical simulations. The period

diverges in an infinite-period saddle-node bifurcation as j0 → jc. These authors further

expanded upon their analysis by showing the important role that the material parameter

u plays in the type of bifurcation that can occur [52] (u is related to the electric field

penetration depth). They observed that for finite lengths and values of u above some critical

threshold uc2, numerical simulations showed hysteresis in the I-V curve. However, our work

focuses on analytical methods for the inhomogeneous system, which as stated previously

makes the steady state and linearization much more difficult to handle. We show that a

simplified system can be obtained through weakly nonlinear analysis and that this system
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contains the normal form obtained in [51] as the size of the weak link shrinks to zero. We also

demonstrate that in addition to the infinite period bifurcation for small u, a hysteresis exists

in our system for large u values, similar to that in [51]. However, in contrast to previous

studies, our reduced two-dimensional nonlinear system exhibits evolution of periodic orbits

and a transition between superconducting and normal states that are not properly captured

by the one-dimensional model in [51].

A work by Michotte et. al. in [53] have found that the condition for PSCs to occur is

based on the competition between two relaxation times: the relaxation time for the magni-

tude of the order parameter t|Ψ| and the relaxation time for the phase of the order parameter

tφ. They observed that phase slips are possible only when tφ < t|Ψ|. A linearized Eilen-

berger equation in the dirty limit was studied, resembling a generalized TDGL equation

with additional parameters related to inelastic electron-phonon collisions, which was first

derived in [54]. They derived an approximate critical current via this equation and their

results implied that there was a finite maximal oscillation period for the order parameter. In

contrast, for weak links all oscillation periods diverged. The generalized GL equation used

contained an additional parameter γ characterizing relative superconducting phase relax-

ation time (for us, γ = 0). For large γ values hysteresis was observed in the I-V curve. On a

qualitative level, the effect of increasing parameter γ is similar to an increase in parameter

u [51]. Correspondingly, we observed hysteresis when u� 1. The authors of [55] have done

numerical analysis of a periodic array of weak links using the generalized TDGL equation.

They showed I-V curves for different magnetic fields, however no analysis of the divergence

of the period of vortices was presented.
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We focus on a 1D superconductor, separated by a normal or weakly superconducting

inhomogeneity. The complete system is modeled by a spatially dependent critical temper-

ature Tc(x). The weak link is created by a lower transition temperature inside an interval

I = [−r, r], which leads to a suppression of the order parameter. Here r is the inclusion ra-

dius. Below some critical current, this system relaxes to a stationary superconducting state,

but above it, the superconductor exhibits a finite voltage with oscillatory behavior. Thermal

fluctuations are initially not considered in this model and therefore does not cause a finite

voltage in the superconducting state. The Josephson junction analysis is not applicable here.

Indeed, since there is no dielectric contact between the two superconductor pieces, the phase

should always be the same, implying zero voltage. We will show via simulations of the time-

dependent Ginzburg-Landau equation, that the oscillations in the voltage is caused by phase

slips in the center of the inclusion. The system approaches this state via a saddle-node bifur-

cation of two superconducting states, which occur at the critical current (at a saddle-node

bifurcation stable and unstable stationary superconducting states annihilate and a periodic

resistive state appears). The suppression of the order parameter in and near the weak link

allows us to employ analytical methods in the vicinity of the critical current. We derive a

reduced two-dimensional system governing the time evolution of the phase slip solution and

describe a sequence of transitions between superconducting and dissipative states.

Figure 2.1. Weak-linked superconducting wire.
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This chapter is organized as follows: section 2.2 describes the model, section 2.3 deals

with the stationary case and estimates the critical current which is obtained from the saddle-

node bifurcation condition. Sections 2.4-2.7 deal with the time periodic solutions, extracting

a time-dependent system via weakly nonlinear analysis and then studying the simplified

model to show that it exhibits the same qualitative behavior. In section 2.8, we interpret

our analytical results, show the correspondence to the parameters of the superconductor and

its effects on the phase slip state. Finally, section 2.9 gives closing remarks and ideas for

further study.

2.2. Governing equations

We employ (1.20) with A ≡ 0 (no external magnetic field) and apply periodic boundary

conditions for Ψ. Since µ is on average an increasing function of x, there is necessarily a

discontinuity at the boundary. This is resolved by making the following transformations:

Ψ = Ψ̃eiK(t)x(2.1a)

µ = −Ax+ µ̃.(2.1b)

Here, µ̃ is a periodic function in x. Essentially, we are moving the growth of µ to the phase

of Ψ. The growth in K now does not affect the magnitude. Indeed, this also allows us to

rewind K through K → K − (2π/∆x)bK∆x/2πc which will remove any error from rapid

phase oscillations [58]. Inserting this into (1.20a) gives

u[∂t + ix(∂tK − A) + iµ̃]Ψ̃ = (∂x + iK)2Ψ̃ + [ν(x)− |Ψ̃|2]Ψ̃.
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Setting ∂tK = A eliminates the linear term. Now inserting this into (1.20b), we have

j0 = =(Ψ̃∗∂xΨ̃) + |Ψ̃|2K + ∂tK − ∂xµ̃.

Averaging this equation over space and noting that 〈µ̃x〉 = 0 results in an ordinary differential

equation (ODE) for K

∂tK +
〈
|Ψ̃|2

〉
K = j0 −=

〈
Ψ̃∗∂xΨ̃

〉
≡ jn.

For clearer notation, we now suppress the tildes, and we arrive at our modified TDGLE

u(∂t + iµ)Ψ = (∂x + iK)2Ψ + [ν(x)− |Ψ|2]Ψ(2.2a)

µx = =(Ψ∗∂xΨ) + ∂tK + |Ψ|2K − j0(2.2b)

jn = ∂tK +
〈
|Ψ|2

〉
K.(2.2c)

The integration domain is periodic with the period L. For the numerical integration, we

generally took L = 20 and u = 1, however this was relaxed to see if the qualitative behavior

changed. We verified that increasing L does not affect the results, however changing u can

have a large effect (see section 2.8.3). To make the analysis simpler, we placed the weak

link of length 2r symmetrically at the origin in the interval I. The inclusion’s effect enters

through the term ν(x)Ψ defined by

(2.3) ν(x) ≡


1, x 6∈ I

−C, x ∈ I
.
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Numerical analysis has shown that for L � r there exists a critical current jc, which is a

function of r that separates the dynamics of this system. For j0 < jc, the system goes to

a stationary superconducting state, while for j0 > jc the system exhibits a dissipative state

represented by periodic phase slips occurring in the center of the inclusion via a stable limit

cycle. In the following sections, we explain these results analytically. We first provide an

analytical approximation of the critical current. Next, we extract a coupled two-dimensional

nonlinear system of ODEs from (1.20a) which describes qualitatively the correct behavior

for suitable choices of the coefficients of the simplified system.

2.3. The stationary case j0 < jc

In the superconducting state with an applied current of j0 < jc, it can be shown that

µ = 0, (see appendix B.1 for details). To proceed, we rewrite (1.20a) in terms of amplitude

and phase of the order parameter, i.e., Ψ = Feiφ. Inserting this into (1.20a) and (1.20b), we

look for stationary solutions and obtain

0 = ∂2
xF + [ν(x)− (∂xφ)2 − F 2]F(2.4a)

j0 = F 2∂xφ.(2.4b)

Plugging (2.4b) into (2.4a) gives the nonlinear ODE

(2.5) 0 = ∂2
xF + [ν(x)− j2

0F
−4 − F 2]F.

2.3.1. Large C approximation

We now assume a large C approximation, that is, the weak link strongly suppresses super-

conductivity in the inclusion (i.e. C � j2
0F
−4). This allows us to neglect the nonlinear term
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and obtain a first order approximation of the solution of (2.4). From this we notice that

(2.4a) has a first integral for both the inclusion domain and the superconducting domain.

Asymptotic analysis of the size of these coefficients gives us a condition for jc given by

(2.6) jc =
1

2
√
C
e−2r

√
C ,

for details see appendix B.2. Setting C = 1, we have that

(2.7) jc =
1

2
e−2r.

Comparing this approximation with numerical simulations, we see that the large C approx-

imation with C = 1 is in good agreement with the numerical solution (see Fig. 2.2). Thus,

we derived that a weak link results in a exponential suppression of the critical current as a

function of the inclusion width 2r and strength C. A similar result was obtained through a

different method in [44]. However, our method is appealing for the simple generalization to

multiple inclusions.

2.3.2. Multiple inclusions

Let r1, . . . rk be the radii of k inclusions in the domain. We have k + 1 superconducting

domains and k normal domains, each with their own first integral constant. The analysis

from appendix B.2 carries over and we expect the inclusion domain’s first integral constant

EIk to be approximately 0 for each k. This holds at the center of each respective inclusion,

which each give different critical currents. However, when one is no longer satisfied, the

system will no longer be satisfied and the global jc is determined by the lowest local jc,
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which appears at the longest inclusion:

(2.8) jc ≈
1

2
e
−2 max

k
rk
.

r
0.5 1 1.5 2 2.5 3

j c

10-3

10-2

10-1

100

One inclusion (simulation)
Two inclusions (simulation)
One inclusion (theory)
Two inclusions (theory)

Figure 2.2. The critical current as a function of inclusion size using (2.7) (e.g.
C = 1 with (2.6)). For the two inclusions, one inclusion is held fixed at r = 2.
Above the curves the superconducting order parameter Ψ oscillates.
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2.3.3. Linear stability analysis of the stationary state

Consider now a perturbation η of the stable state in the form Ψ = (F + η)eiφ. Inserting this

into (1.20a)-(1.20b) and linearizing in η, we obtain with (2.4a) and (2.4b)

u∂tη = ∂2
xη +

(
ν − (∂xφ)2 − 2F 2

)
η+

i(2∂xφ∂xη + ∂2
xφη − uFµ)− F 2η∗

0 = =(F∂xη + 2iF∂xφη + ∂xFη
∗)− ∂xµ.

Separating η(x, t) = (U + iV )eλt we obtain the following system (here λ is the growth rate)

0 = ∂2
xU +

(
ν − (∂xφ)2 − 3F 2 − λ

)
U−

(2∂xφ∂xV + V ∂2
xφ)

(2.9a)

0 = ∂2
xV +

(
ν − (∂xφ)2 − F 2 − λ

)
V+

(2∂xφ∂xU + U∂2
xφ)− uFµ

(2.9b)

∂xµ = F∂xV − V ∂xF + 2FU∂xφ.(2.9c)

This system along with (2.4a)-(2.4b) represents a 7 dimensional boundary-value eigenvalue

problem which must be solved with appropriate boundary conditions. First, we note from

(2.4a) that replacing x → −x leaves the differential equation unchanged. This with the

reflection symmetry implies that F is an even function in x. This symmetry implies from

(1.20b) that ∂xφ and ∂xµ are even in x. Thus x → −x changes Ψ → Ψ∗. The action of

this must be retained in the linearization implying that η(−x) and η∗(x) are both solutions.

Hence U is even and V is odd in x. Furthermore, by symmetry it suffices to solve the
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equations only on the half interval (0, L/2) with the obtained natural boundary conditions

from symmetry and the remaining conditions to be found by matching-shooting algorithm.

To solve this we used a technique developed in [46,59]. In order to do so, we used a numerical

matching-shooting solver for ODEs by beginning with a small domain (typically L ∼ 3). We

extracted the appropriate shooting boundary conditions and approximation for λ and used

these as guesses for a larger system size. Iterating this process, we continued to L sufficiently

large until the boundary conditions and λ were not changing significantly. The results are

plotted in Fig. 2.3. We note here that jc ≈ 0.0637 obtained by the solver is only 6% away

from the value obtained through direct numerical solution of the Ginzburg-Landau model.

The step size used in the dynamic simulations were much larger (∆x = 0.05 compared to

shooting solver with ∆x = 0.001) and each had an associated numerical error. We checked if

the error is independent of the solvers by analyzing the dynamic simulations jc as a function

of ∆x in appendix B.4. We found that as ∆x → 0, we approached a similar value to that

found from shooting. Thus, from Fig. 2.3 one sees that at the critical current, when stable

(λ < 0) and unstable (λ > 0) solutions merge and annihilate, the corresponding linear system

becomes degenerate. At the critical point it possesses two zero eigenvalues λ1,2 = 0. This

degeneracy is taken into account through weakly nonlinear analysis.

2.4. Analysis of time-periodic solutions for j0 > jc

When the current is above the critical threshold, the above analysis breaks down. Numer-

ical simulations indicate that the superconductor exhibits oscillations in the order parameter,

where phase slips are now present (i.e. |Ψ(0, t)| = 0 for some t). In figure 2.4 we have es-

timated the period of oscillation T as a function of j0 − jc � 1. Numerical simulations
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Figure 2.3. (a) Amplitude |Ψ| and linearized solutions U, V, µ with j0 = 0.061,
r = 1. Plots (b) and (c) show the value of |Ψ(0)| and location of the smallest
eigenvalue respectively, for stable (solid line) and unstable (dashed line) solu-
tions of eqs. (2.5), (2.9a)-(2.9c) for varying current. At the critical current
the stable and unstable stationary (i.e. superconducting) solutions merge and
annihilate.

indicate that the period T ∼ O(|j0 − jc|−1/2), which is indicative of an infinite-period bifur-

cation (IPB) at the point j0 = jc. In general for a bifurcation parameter R (e.g. current j)
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the period of oscillations T ∼ O(|R − Rc|−1/2) for |(R/Rc) − 1| � 1 for an IPB [60]. We

can see from figure 2.4 that an IPB is occurring at the critical value. In section 2.8.3, we

show that for u � 1, we also observe hysteresis, behavior which is typical of a homoclinic

bifurcation, a different mechanism through which a limit cycle can be destroyed [60].

(R - Rc)-1/2
0 50 100 150 200

T

0

100

200

300

400

500

600

700
Simplified system
TDGL equation

Figure 2.4. IPB analysis with L = 20 and r = 1. The critical current jc ≈
0.067 was obtained via stable state calculation from Section 2.2. The simplified
system derived in section 2.7 from weakly nonlinear analysis at γ = −0.13
with cIP ≈ −0.565 also exhibits an IPB. As expected, period T ∝ 1√

R−Rc
near

the bifurcation point in both cases. Here R is current j in the TDGLE and
parameter c in the simplified system.

Figure 2.5 shows time-voltage curves for j0 > jc. One clearly sees the period diverging as

we approach the critical value. To calculate the current-period relationship, we ramped the

current from an initial amount (typically jinit < jc). If the system was stationary for a certain

number of iterations, we increased the current. Once the system started oscillating, we

calculated peaks in voltage, while skipping the first few to account for system equilibration.

Then we averaged over the remaining peaks to obtain the period. We then used linear
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Figure 2.5. Plots (a)-(c) show dependence of voltage vs time above the critical
current where j0 = 1.045jc, j0 = 1.015jc and j0 = (1 + 10−6) jc, respectively
and jc ≈ 0.067. System size L = 20, with an inclusion r = 1 in the center.

extrapolation to find the new current. For example, at the nth step, we have the current

jn and corresponding period Tn. Let mn = ∆Tn/∆jn, then suppose we want to find the

current corresponding to a new period Tn+1 = (1 + α)Tn, with α > 0. This is given by

jn+1 = jn + αTn
mn

. Figure 2.6 shows a similar period divergence of the oscillations of Ψ and

the simplified model (see section 2.7).

2.5. Weakly nonlinear analysis

We now extract a coupled ODE system, which exhibits two dynamical possibilities. In

the case j0 < jc, we show that the stationary (fixed) solution is stable, while in the opposite

case, a stable limit cycle exists. It is of course possible that a bistability region can exist,

which would lead to hysteric effects. Such effects have been observed in homogeneous super-

conductors [45,51,52]. For large u, we have also observed hysteric I-V curves and we show
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Figure 2.6. Plots (a)-(c) show dependence of |Ψ(0)| vs time above the critical
current where j0 = 1.045jc, j0 = 1.015jc and j0 = (1 + 10−6) jc, respectively
and jc ≈ 0.067. System size L = 20, with an inclusion r = 1 in the center.
Plots (d)-(f) correspond to the simplified system Eqs. (2.14) where γ = −0.13
with cIP ≈ −0.565 is the IPB threshold, with c = 0.955cIP, c = 0.985cIP and
c = (1− 10−5) cIP.

that our extracted system contains both possibilities. The process is standard and is broken

into these steps:

• Find stationary (basic) state Ψ0 = Feiφ (it is already shown in Fig. 2.3)

• Perturb solution and solve linearized system.
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• Extract weakly nonlinear effects from orthogonality condition.

• Show that certain conditions allow for a stable limit cycle to exist.

Though standard, the difficulty in this problem is that the basic state and linearization

cannot be solved in closed form. Though we can approximate it to a certain degree, its

region of validity is dependent on the radius of the inclusion r, the current j0 and to a

smaller extent, the system size L. Indeed, it is impractical to obtain it numerically since the

solutions are sensitive to these choices. However, our analysis will assume that these are all

known a priori and proceed through the framework. The simplified system is then obtained

generally, and we show that the system exhibits the appropriate behavior for certain values

in parameter space.

We expand Eqs. (2.2a)-(2.2c) near the stationary solution and near the critical point

j0 = jc + ε with ε � 1. The first order solution will be given by Ψ0 = Feiφ (since K = 0,

there is no electric potential in the super conducting state), in fact the initial transient would

show exponential decay of K → e−〈|Ψ|2〉t and so µ = 0 as expected. Let Ψ = (F+η)eiφ, where

η, and time will now both slowly vary and be controlled by a small parameter 0 < δ � 1,

whose size will be related to ε. The proper scaling will be determined from the ODE for K.

Based on numerical simulations, we assume K = O(δ2). We claim that we may regard K as

constant in the relevant order of the perturbation method by the following argument. The

perturbation η at first order is highly localized inside the inclusion and from this we argue
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that

〈|Ψ|2〉 =
1

L

∫ L

0

F 2 + 2F (η + η∗) +O(η2) dx

≈ 1− j2
0

L
(L− r) +

1

L

∫ r

0

F 2 + 2F (η + η∗) dx

≈ 1− j2
0 +O

( r
L

)
.

For L � r, we can regard 〈|Ψ|2〉 as a constant. In a similar way all averaged quantities

in the voltage equation can be neglected in the large superconductor domain limit. This

analysis shows that the time-dependence of the voltage is slaved to the behavior of the order

parameter Ψ. Therefore, we set K to a constant by

(2.10) K =
ε

1− j2
0

+O
( r
L

)
.

From this, we extract the relation ε = αδ2 where α = ±1. The linearized system at ε = 0

has a degenerate eigenvalue as was shown previously in Fig. 2.3. Therefore we expand

η(x, τ) = A(τ)η1(x) +
√
δ[B(τ)η2(x) + z1(x, τ)] + δz2(x, τ) where Lη1 = 0, Lη2 = η1 and L

is the linear operator from (2.9). Using orthogonality conditions, we arrive at the coupled

system

uAτ = B + c1A
2

uBτ = c2AB + c3A
3,

(2.11)

where the coefficients ck can be found through evaluating the integrals (see appendix B.5).

We will show in section 2.6 why we chose to not include the constant K at this order. The

general behavior is only captured correctly at ε = 0. When ε 6= 0 (i.e. K 6= 0) we do not see
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a saddle-node bifurcation. To correct for this deficiency, higher order terms will be included.

However, we can still gain some insight by analyzing this simplified system first.

2.6. Dynamical System Analysis

We begin with (2.11) by making a dimensionless system to analyze it more easily. We

introduce the dimensionless variables

x =
A

LA
, Y =

B

LB
, t′ =

t

uLt
.

Inserting this into the system and defining the characteristic variables

LA =
1

c2Lt
, LB =

1

c2L2
t

,

we arrive at the dimensionless system

Ẋ = Y + aX2

Ẏ = XY + bX3,

(2.12)

where a ≡ c1/c2 and b ≡ c3/c
2
2. The characteristic scale for time is arbitrary and is a

consequence of the degeneracy in the system. The culprits are the X2 term and XY terms

whose combination of characteristic scales simultaneously vanish.

2.6.1. Fixed points and stability

There is only one fixed point located at the origin, provided that a 6= b. In this case there

is a family of non-isolated fixed points along the parabola Y = −aX2, however this case is

not physical so we omit it. Next, we note the symmetry t → −t and X → −X of (2.12),
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which implies that the linearized center located at the origin is robust (e.g. Nonlinear terms

don’t destroy qualitative behavior). We wish to see if this system exhibits closed orbits. The

system is conservative if a = −1/2. In this case, a first integral can be obtained

H(X, Y ) =
1

2
Y 2 − 1

2
X2Y − 1

4
bX4.

This has closed orbits provided that b < −1/2. So now that we have established the existence

of closed orbits, we seek to gain insight if a 6= −1/2. We replace Y via the transformation

Y =
U

2a+ 1
− aX2,

and rescale X → X
2a+1

and obtain

Ẋ = U(2.13a)

U̇ = UX +
b− a

(2a+ 1)2
X3 ≡ UX + γX3.(2.13b)

This leaves us with one independent parameter γ. We have already analyzed the case where

a = −1/2 which, if b < −1/2 corresponds to γ → −∞ and has a family of closed orbits.

If b > −1/2 then γ → ∞ and we know this does not have closed orbits. Therefore, there

must be some critical value of γ where this behavior changes. We seek a solution of (2.13)

of the form X = C̃t−1 with C̃ to be determined. Plugging this into the equation gives the

condition

C̃ =
1±
√

1 + 8γ

2γ
.
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These two solutions form a saddle-type connection only when they are equal which occurs

at γc = −1/8 or in the original coefficients

bc = −1

8
(2ac − 1)2.
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Figure 2.7. Plots (a)-(c) represent the solutions to (2.13) in the phase plane
(X, Y ) with γ = −0.25,−0.15,−0.13, respectively. There is a dimple near the
origin where the trajectories are being squeezed down due to the homoclinic
orbit at γc = −1/8. In plot (d), we display this dimple as a function of γ by
taking 150 initial conditions and taking the average maximum.

This critical curve separates closed orbit solutions in the (a, b) parameter space. We have

shown that the simplest (first order) system obtained, demonstrates a saddle-type infinite

period bifurcation, however this creates an infinite family of closed orbits and a unique

stable limit cycle is not obtained. The bottleneck is created near the origin (see Fig 2.7).

Additionally, it does not have a saddle-node bifurcation which we expect to occur at j0 = jc.

We note also that introducing K at this order, which adds a nonzero constant term to the
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second ODE would still only have one fixed point and a constant at this order would destroy

the degeneracy (and also any closed orbits) in a degenerate Hopf-type bifurcation when that

constant crosses through zero. This should be corrected by including the next higher order

cubic terms which will saturate and force the system to select one unique closed orbit.

The bottleneck created near the emergence of the saddle-node bifurcation is apparent in

both the physical and simplified system (see figure 2.6). Note that the time scales need not

be the same and careful treatment of the parameters in the simplified system (see section

2.4) would lead to the relation between the GL time and the time scale of the simplified

system.

2.7. Full Dynamical System

We modify the system to include the next order cubic terms. In principle, we could

obtain the next order terms by continuing the perturbation expansion, however, we chose

to include the generic next higher order terms X3, X2Y,XY 2, and so on. We then found

that the removal of some cubic terms e.g. XY 2, Y 3 slightly shifts the transitions boundaries

but does not qualitatively change the bifurcation sequence. Therefore, we chose to keep the

following system for our analysis:

Ẋ = Y + aX2 + w1X
3(2.14a)

Ẏ = XY + bX3 + c+ w2X
2Y,(2.14b)

where we have introduced the new coefficients c, w1, w2. We will enforce w1, w2 < 0 to ensure

the phase flow cannot escape to infinity, which would be a nonphysical state for this system.



58

2.7.1. Analysis

The fixed points cannot be found analytically in general since the equation involves a quintic

polynomial. Instead we look to find the two critical curves which correspond to our system.

We wish to find a saddle-node bifurcation curve and an infinite-period bifurcation as the

current is varied. The saddle-node bifurcation involves the merging and annihilation of the

stable and unstable stationary solutions. An infinite-period bifurcation is a saddle-node

bifurcation which occurs on the limit cycle in the phase plane [60].

We first find the fixed points of (2.14). Using (2.14a), we obtain Y ∗ = −(X∗)2(a+w1X
∗),

which leads to the quintic equation

f(X) ≡ w1w2X
5 + (w1 + aw2)X4 + (a− b)X3 − c = 0.

A saddle-node bifurcation occurs provided that f(X∗) = f ′(X∗) = 0. The curve exists only

if X∗ is real which leads to the requirement that

b ≥ a− 4(w1 + aw2)2

15w1w2

.

To motivate our choice of parameters, we write this in terms of γ

γ ≥ − 4w1

15w2

( w2

w1
a+ 1

2a+ 1

)2

.

If we set w2 = 2w1 we can eliminate a from the dependence on γ. Thus, we have that the

saddle-node bifurcation exists only if γ ≥ − 2
15

.

Writing the quintic now with a = −1 allows us to cast the quintic function solely in

terms of w1, γ and c.

2w2
1X

5 − w1X
4 − γX3 − c = 0.
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The saddle node bifurcation then occurs along the curve

cSN(X∗) =
1

5
(X∗)3

[
2γ + w1(X∗)2

]
,

where X∗ is given by

X∗ =
1±

√
1 + 15

2
γ

5w1

.

The Jacobian of this system is

J =

 2aX∗ + 3w1(X∗)2 1

Y ∗ + 3b(X∗)2 + 2w2X
∗Y ∗ X∗ + w2(X∗)2

 .
A necessary condition for a Hopf bifurcation to occur is for a (un)stable spiral to change

stability. This occurs when the trace of the Jacobian τ = X∗[2a + 1 + (3w1 + w2)X∗] = 0

and the determinant ∆ > 0. For our analysis this implies that X∗ = 0 or X∗ = (5w1)−1.

Of course our fixed point X∗ must also satisfy the quintic equation. Inserting this gives a

necessary condition and curve in (γ, c) space for a Hopf bifurcation

cHopf = − 1

125w3
1

(
γ +

3

25

)
, or cHopf = 0.

The determinant is

∆ = − 1

125w2
1

(2 + 15γ).

Thus, the first Hopf bifurcation curve exists only when γ < −2/15. The second Hopf

bifurcation is more complicated since ∆ = 0 and so nonlinear terms are important. The

existence of that curve was found numerically.
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2.7.2. Phase Diagram

In general, this system has many different ways in which a limit cycle is destroyed. Numerical

experiments indicate that this can occur via a Hopf, cycle bifurcation, infinite period or

homoclinic bifurcation. Slightly changing the parameters can change which bifurcation we

obtain. From the preceding section, we motivated the choices w1 = −0.05, w2 = −0.1, a = −1

to keep our parameter space (γ, c). This leads to a generalized phase diagram of section 2.6.

The Hopf and saddle-node bifurcation curves of figure 2.8 were obtained analytically. The

γ
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II (normal)
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Figure 2.8. Phase diagram with a = −1, γ = b + 1, w1 = −0.05, w2 = −0.1.
There is a stable limit cycle, i.e. periodic phase slips, (green) only in region
I. Region II has one stable fixed point and region III has three fixed points.
The saddle-node bifurcation (SNB) is boundary of the superconducting region.
There is an IPB occurring along the yellow line. Possible trajectories in phase
space are mapped with purple lines and the dashed yellow line corresponds to
increasing r. Note that this phase diagram does not have a bistability region
(with u� 1, we observed hysteresis, see section 2.8.3).

IPB curve cIP = cIP(γIP) was found numerically and for comparison is compared to the

observed physical limit cycle in figures 2.4 and 2.6. Additionally, it was found numerically
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that the HB in region III, did not exhibit the birth of a stable limit cycle. Possible trajectories

of the superconductor through this phase diagram are shown with purple lines.

A more generic phase diagram with w2 6= 2w1 is given in figure 2.9. Here, both an IPB

and homoclinic bifurcation can destroy the limit cycle. The existence of the homoclinic

bifurcation changes the morphology of the phase diagram to now include a bistability region

in which the limit cycle (phase slips) and fixed point (superconducting state) coexist. This is

particularly encouraging since we also found hysteresis for u� 1 (see section 2.8.3). Possible

trajectories of the superconductor through this phase diagram are shown with purple lines.

γ
-0.05 0 0.05 0.1

c

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

I (phase slips)

II (normal)

III
 (s

up
er

co
nd

.)

u

j

II

IV

Figure 2.9. Phase diagram with a = −1, γ = b+ 1, w1 = −0.09, w2 = −0.08.
There is a stable limit cycle (green) in region I. Region II has one stable
fixed point and region III has three fixed points. Region IV is a bistability
region where a limit cycle and distant attractor coexist. The limit cycle is
destroyed along the yellow line via a homoclinic bifurcation (a saddle point
moving towards the limit cycle), and the dashed yellow line corresponds to
increasing u. This homoclinic bifurcation line eventually merges with the SNB
line (boundary of region III) and becomes an IPB (similar to Fig. 2.8).
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2.8. Discussion

2.8.1. Sensitivity to temperature

To test the sensitivity of these phase slips to small thermal noise we modified (2.2) to

include a small random noise term uniformly distributed between [−Tf , Tf ] at each point in

space. Numerical simulations indicate that the system is stable to small fluctuations. The

qualitative change is the existence of finite voltage in the superconducting state, however

the critical current at which phase slips begin is unchanged.

2.8.2. Effect of parameter u

The parameter u characterizes the penetration of the electric field. In homogeneous wires, it

has been found that hysteresis of the phase slip state exists for finite domains with u� 1 [52].

We analyzed u = 0.01, 1, 10, 100 with L = 20 and r = 1 (see figure 2.10). Another important

quantity not yet discussed is that of the retrapping current jr. The authors of [52] discuss

the effect of u, numerically simulating the GL equation and finding a curve separating the

hysteresis region of the I-V curve through some length dependent critical curve uc2(L). For

our simulations of weak links, u small (for r = 1, u < 30 is small enough), jr = jc. However

for u� 1, jr < jc, this leads to hysteresis in the I-V curve (see figure 2.11).

2.8.3. Physical quantities in simplified system

The phase diagram is in (γ, c) space. We can relate the important physical quantities

u, r, j0, L to γ, c by using appendix B.5. The coefficient c is strongly affected by the pa-

rameter u and the current j0. Consider j0 < jc and u → 0, then we know that there is

no voltage (i.e. K = 0), and α = −1. This implies that c ∼ −uζ2 for some ζ(r, j0, L) for
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Figure 2.10. I-V curve with different u = 0.01, 1, 10. The critical current does
not change, however the slope as j0 → jc increases as u → 0. Additionally,
jc = jr (the reentrance current) for all u shown (no hysteresis).
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Figure 2.11. I-V curve for u = 100. Hysteresis is present, the saddle-node
bifurcation still occurs at jc ≈ 0.067, however jr ≈ 0.0614 below which the
superconducting state reappears.

small u. For u >> 10 we expect our initial trajectory to begin from a region in figure 2.9

where hysteresis is possible. Increasing the current j0 > jc switches α = 1 and K 6= 0, as j0
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continues to increase, R decreases and we expect c to change sign as we continue to increase

it, which explains our motivation for the direction of trajectories. Increasing r lowers jc and

so we expect the trajectories to spend more time in the phase slip state, which leads us to

expect that c decreases. A similar argument, leads us to assume the same holds for γ (see

figure 2.8 and 2.9). The effects on γ are more complicated for the current and probably non-

monotonous in a general case. From physical arguments we know that the trajectories must

begin in the superconducting state and move into the phase slip state via either an IPB or

homoclinic bifurcation. Comparing this to the phase diagrams, we see that as j0 increases, γ

must decrease. We also attempt to justify this from the terms in appendix B.5. We consider

the scaling from section 2.6, which implied b = c3/c
2
2. We noted that R is decreasing as j0

increases (where R′ is relatively unchanged). Again, employing appendix B.5, we see that

c3 is decreasing with the current since the positive terms involve R and the negative terms

involve R′. Finally we use the fact that b = c3/c
2
2 to deduce that b must be decreasing and

since γ = (b− a)/(2a+ 1)2, we see that γ is also decreasing with the current.

2.9. Conclusion

We have considered a weak-link superconductor qualitatively similar to other weak-link

systems, but fundamentally different in mechanism. We demonstrated the existence of a su-

perconducting state and a PSC periodic state separated by a critical current jc. This current

was calculated asymptotically and agrees very well with numerical simulations. We then ex-

tracted a coupled ODE system from the TDGL equations using weakly nonlinear theory and

showed under certain choices of parameters, an infinite period bifurcation and homoclinic

bifurcations can occur. This demonstrates that the dynamics of phase-slip behavior in weak
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links described by the TDGL equations can be correctly captured by a simpler system of

two coupled ordinary differential equations.

Further research is to extend this analysis to two dimensions. We anticipate additional

transitions from phase slips occurring instantly inside the weak link to a more complicated

dynamic regime involving phase slips and nucleation of vortex pairs, similar to that in [45].

Another interesting generalization is to include disorder in the transverse direction inside

the weak link. Possibly, some of the vortices will be pinned in the weak link. It may in turn,

lead to further suppression of the critical current. However, a more tractable problem is to

first consider a homogenous 2D superconductor. We now cannot neglect a magnetic field

(this was possible in 1D). Understanding the destruction of superconductivity in these cases

is a required stepping stone before including 2D weak-links.
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CHAPTER 3

Onset of vortices in thin superconducting strips

3.1. Preliminaries and governing equations

Finite resistance in massive 2D or 3D type-II superconductors with external field H 0 >

H c1 is caused by the motion of vortices via the Lorentz force [28]. In narrow strips, with the

transverse direction much smaller than ξ and λ, we have a limiting case which is quasi-one-

dimensional. The mechanism of dissipation is through phase-slip centers (PSCs) [41,42,48,

49]. In chapter 2, we discussed this mechanism analytically in weak-linked superconductors.

In this chapter, we consider a system whose geometry is intermediate of the two cases

above, that is the thickness h and width d of the strip is such that hd� λ2 and h� ξ. This

ensures that we are in the strong type-II limit (κ � 1). We also assume that the external

current and magnetic field are applied parallel and normal to the strip (see figure 3.1). This

chapter is a modification of a previous result which had the field and current normal to each

other rather than parallel [61], in that case dissipation was caused immediately by movement

via the Lorentz force. In contrast, with parallel field and current, there can be no Lorentz

force at first (vortices are aligned with the current). However, thermal fluctuations lead to

random perturbations (e.g. bending of vortices), these bent regions then come under the

influence of the Lorentz force, which move and ultimately lead to dissipation. We begin with

the (1.20) with A→ 2A and apply it to the geometry of figure 3.1. The fact that λ2 � hd

ensures that we can neglect the magnetic field created by currents [62]. Define the origin to be

at the center of the strip so that the edges of the strip are located at (x,−d/2) and (x, d/2).
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Figure 3.1. 2D superconductor. Magnetic field and current are applied normal
to the strip.

Define A = (−By, 0, 0) where B and j are applied in the −z direction with no-flux boundary

conditions in the y direction.

3.2. Analysis

3.2.1. Linear stability

We look for stationary solutions of the TDGLE of the form Ψ(y, z) = F (y)eikz. Plugging

this into (1.20a)-(1.20b), we immediately see that µ = 0 which physically corresponds to

no voltage in the superconducting state. We obtain a nonlinear equation for F (y) and the

current density

0 = ∂2
yF + (1− F 2 − k2 − 4B2y2)F(3.1)

j (y) = F (y)2〈2By, 0, k〉.(3.2)

For the case of weak magnetic fields B � k/d, we can expand F = F0 +BF1 +B2F2 + . . . to

obtain a perturbative solution of F (y) and the mean current j0 = 1
d

∫ d/2
−d/2 j(y) dy. Inserting
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the expansion in B into (3.1) to second order we have

O(1) : F ′′0 + (1− F 2
0 − k2)F0 = 0,

O(B) : F ′′1 − 2F 2
0F1 = 0,

O(B2) : F ′′2 − 2F 2
0F2 = 4F0y

2.

Inspection shows that a constant solution for F0 is given by F0 =
√

1− k2. Plugging this

into O(B) implies that F1 = 0 (see lemma 3.2.1). Finally, solving the next order leads to

our approximation,

(3.3) F = F0 +

(√
2d cosh(

√
2F0y)

F 2
0 sinh(F0d/

√
2)
− 2y2

F0

− 2

F 3
0

)
B2 +O(B3).

The mean current j 0 can be approximated by plugging (3.3) into (3.2). By symmetry, the

current is nonzero only in the z direction

jz0 = k

{
1− k2 − 1

3
d2B2 +

1

20

d4B4

1− k2

}
+O(1/d2)

To analyze stability of this solution, we seek a perturbative solution of the TDGLE in the

form Ψ = [F (y) + η(y, z, t)]eikz. Linearizing (1.20) with respect to η, µ, splitting real and

imaginary parts of η = â+ ib̂ where we define (â, b̂, µ) := [a(y), b(y), µ(y)]eiqz+ωt, we obtain

uωa = ∂2
ya+ {Z(y, q)− 2F 2}a− 2ikqb,(3.4a)

uωb = ∂2
yb+ Z(y, q)b+ 2ikqa− uFµ,(3.4b)

Fωub = ∂2
yµ− (q2 + uF 2)µ,(3.4c)
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where Z(y, q) := 1− F 2 − k2 − 4B2y2 − q2. This system represents the eigenvalue problem

which has to be solved for the no-flux boundary conditions of a, b, µ. The stationary solution

becomes unstable when ω(q) > 0. At ω = 0, the equation for µ in (3.4c) has only the trivial

solution µ = 0. Substituting this into (3.4) and redefining ib→ b. We have

∂2
ya+ {Z(y, q)− 2F 2}a− 2kqb = 0,(3.5a)

∂2
yb+ Z(y, q)b− 2kqa = 0.(3.5b)

Unless we use the asymptotic approximation for F , (3.5) generally can only be solved nu-

merically. A particular (numerical) solution is represented in figure 3.2. The perturbation is

highly localized and symmetric about the center of the strip. Of course, there is no Lorentz

force here (since the current and magnetic field are parallel). The dissipation then cannot

be caused by the motion of vortices but instead is caused by the motion of vortex and anti-

vortex lines which begins at the sides and annihilate at the center. The critical curves are

terminated at the depairing current jp = 2/
√

27 which corresponds to kp = 1/
√

3. In this

region, a very weak magnetic field is needed to destroy superconductivity. In the relevant

limit d � 1 (well-separated edges), we use adiabatic elimination to remove a from (3.5b).

This leads to the following equation for b,

(3.6) ∂2
yb = q2

(
1− 4k2

2(1− k2 − 2B2y2) + q2

)
b+O(1/d2).

The general solvability condition is given by integrating once which yields the following

solvability condition along with the additional condition that its partial derivative with

respect to q is 0. This will find the first q defined as qc where the solutions will be non
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Figure 3.2. Perturbative solutions a(y), b(y) as functions of y obtained by nu-
merical solution with B = 0.12, q = 0.28, k = 0.3, d = 30.

trivial.

0 = Bdq̃ − 4k2 arctanh

(
Bd

q̃
√

2

)
,(3.7a)

0 = Bq

(
1 +

4
√

2k2

2q̃2 +B2d2

)
,(3.7b)

where q̃ =
√

1 + q2/2− k2. We immediately see in (3.7b) that the quantity in the parenthesis

is strictly positive and hence Bq = 0. Noting that B ≡ 0 trivially satisfies the equation,

this implies that qc = 0 in this region. Then (3.7a) gives an approximation to the critical

magnetic field curve.
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3.2.2. Small q analysis

From the asymptotic expansion, it is clear that q can be treated as a small parameter.

Linearizing about q = 0 in (3.5), we obtain

0 = ∂2
ya+ {Z(y, 0)− 2F 2}a,

0 = ∂2
yb+ Z(y, 0)b.

Note here that the second equation is exactly the same as (3.5b) and so b = F is a solution

to this equation. To solve the first equation we prove a short lemma here.

Lemma 3.2.1. Consider the following differential equation:

y′′ − f(x)y = 0, a < x < b

y′(a) = y′(b) = 0,

where f(x) > 0 for mostly all x ∈ (a, b) (except for maybe a set of measure zero). Then

y = 0 almost everywhere.

Proof. Multiplying both sides by y and then integrating we have

∫ b

a

yy′′ − f(x)y2 dx = 0

Integrating by parts once and employing the boundary conditions yields

∫ b

a

(y′)2 + f(x)y2 dx = 0
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Since f(x) > 0 almost everywhere, we see that y′ = y = 0. This implies that y = 0 almost

everywhere. �

Employing the above lemma, we see that the first equation for a satisfies the condition

required since 2F 2 − Z > 0. Hence a = 0 at first order. Looking at the next order we see

that

∂2
ya+ {Z(y, 0)− 2F 2}a = 2kqF,

where we have substituted b = F . To solve this, we look back at the nonlinear equation and

note that if we differentiate (3.1) with respect to k we obtain

∂2
yFk + {Z(y, 0)− 2F 2}Fk = 2kF.

We immediately see, that this implies a = qFk. Inserting this back into the equation for b

to now include q2 terms

Lb := ∂2
yb+ Z(y, 0)b = q2F + 2kq2Fk.

Using the self-adjoint property of the operator L, we have the solvability condition

q2〈F, F + 2kFk〉 = 0,

where the inner product is over the whole domain. This must hold for all q → 0 and so our

solvability condition can be written as

∫ d/2

−d/2
F 2 + 2kFFk dy = 0.
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This can be further rewritten into the enlightening form

∂

∂k

[∫ d/2

−d/2
kF 2 dy

]
= 0,

which we recognize as simply stating that ∂jz
∂k

= 0. This condition was used to obtain

the critical curve in figure 3.3. Above this critical curve, magnetic flux penetrates the

superconductor at the sides of the domain.

Figure 3.3. The critical curve for jc vs. Bc. The dotted lines are the approxi-
mation from (3.7a).

3.2.3. Conclusion

I estimated a base (superconducting) state. Linear analysis showed that the perturbations

were highly localized in the center in good agreement with numerical simulations, which show

a decrease in the order parameter in the center of the strip. Next, I computed the critical
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curve in the large d limit which motivated that the main instability was caused by long-wave

instability. This led to the critical curve separating a purely superconducting material from

the vortex state (dissipative). A second critical curve can be obtained in the future which

would be above this curve and leads to the complete destruction of superconductivity.

More complicated geometries in general cannot be solved or even approximated ana-

lytically. The next chapter is devoted to analyzing some of these cases using numerical

optimization to find the maximal current that can be obtained for given field. Impurities in

superconductors act as pinning centers to trap vortices in place, restricting movement and

allowing a larger current to be passed. Optimization of these parameters (e.g. best type of

impurity, size, etc.) is thus extremely valuable research.
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CHAPTER 4

Optimization

4.1. Introduction

The ability of superconductors to carry current without loss has extremely important

energy and scientific consequences. With the recent development into manufacturing high-

temperature type-II superconductors with higher critical temperatures, the energy applica-

tions has suddenly become a real possibility [63,64]. Another advantage of such supercon-

ductors is that the superconductivity is not completely suppressed by an external magnetic

field. Instead of this, the magnetic field enters the superconducting matrix as elastic magnetic

vortices [65] carrying quantized flux and each having diameter of superconducting coherence

length. The highest amount of current that can be passed through a superconductor is

known as the critical current and it strongly depends on vortex dynamics and its interaction

with admixed non-superconducting inclusions. In particular, through a Lorentz force, vortex

motion is induced. This motion creates heat dissipation, which ultimately leads to the de-

struction of the superconductivity. Thus, impeding this motion as much as possible, allows

us to reach higher currents before superconductivity is lost. The small non-superconducting

inclusions embedded in superconducting material possesses the ability to “pin” magnetic

vortices in place, preventing their motion [66, 67]. The efficiency of the landscape of the

inclusions (pinning landscape) strongly depends on the shape and arrangement of individual

inclusions. Indeed, bigger inclusions ensure a larger pinning force, but, at the same time,

reduce effective cross-section of the superconductor needed for current flow. The optimal
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pinning landscape depends on certain applications, particularly on the type of superconduc-

tor and on the value and direction of the applied magnetic field. The capability of systematic

prediction of the optimal pinning landscape for energy and scientific applications aims at

replacing the traditional try-and-error approach [68].

In this chapter we test several existent optimization strategies needed for the system-

atic improvement of the critical current in the superconducting wires. We compare the

efficiency of global method (particle swarm optimization) and three local methods (Nelder-

Mead method, pattern search, and adaptive pattern search) on a physically relevant critical

current optimization problem. Also, we provide a detailed analysis of these methods on

typical benchmark functions. We calculate the critical current for a given pinning land-

scape using implicit CUDA solver of time-dependent Ginzburg-Landau (TDGL) equation

for type-II superconductors [69]. This model correctly describe vortex dynamics [66,67,70]

in superconductors in the vicinity of the critical temperature and is capable of reproducing

experimental critical currents for a given pinning landscape [68,71–74].

The chapter is organized as follows. In Sec. 4.2 we list optimization methods and provide

their general description. In Sec. 4.3 we present the detailed comparison of the efficiency of

the chosen optimization strategies on benchmark functions. In Sec. 4.4 we briefly describe

the TDGL approach. In Sec. 4.5 we define a physically relevant optimization problem. In

Sec. 4.6 we provide results of the optimization for the model problem. We summarize our

results in Sec. 4.7.

4.2. Optimization methods and problem formulation

There are two classes of optimization methods: global search and local search. Examples

of global search methods include: particle swarm optimization (PSO), cuckoo search, and
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simulated annealing. For this paper, we elected to test only the PSO method because it

was simple to implement and each individual particle in the swarm makes it a paralleliz-

able method. We compare this global method against three local methods: pattern search

(or coordinate descent), adaptive pattern search, and Nelder-Mead’s simplex method. The

pattern search and Nelder-Mead methods are standard local methods and their analysis,

convergence properties, and pitfalls have been widely studied [75–81] . The adaptive pat-

tern search method is a recent improvement on the traditional pattern search [82]. We

can conceivably use more sophisticated methods, or routines, such as multi-level single link-

age, which has random points initially, and collects them into multiple sets, depending on

whether they are sufficiently close to an already found local optimum, if not it starts a local

search [83, 84]. The primary use behind this type of routine is to terminate local searches

which are falling into the basin of attraction of a optimum point already found, which reduces

computation time.

The general optimization problem for minimization of a function f can be formulated as

follows

(4.1) xopt = arg min
x∈Ω
{f(x)}, fopt = min

x∈Ω
{f(x)}.

4.2.1. Particle swarm optimization

The PSO algorithm is a meta-heuristic global optimization algorithm [85, 86]. Its conver-

gence properties has been studied in a simplified form, where a single particle was used and

the randomness in the algorithm was replaced by its averaged value [87]. It performed well

on all test problems, but was typically outshone by the local methods when there was only

a single minimum. The utility of this method was exploited with Rastrigin’s function. The
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importance of this test function came from the study of the physical problem of maximizing

current for size and period of a square array of circular inclusions in a two-dimensional su-

perconductor. It turned out, that many local maxima of Jc existed on integer values of the

ratio of inclusions to vortices [74].

The PSO has four main control parameters given by q = {S, ω, φp, φg}, where S is the

swarm size, ω the inertia of the individual particle (its tendency to move in its current

direction), φp and φg are the weights for the particle to move towards its personal and global

best, respectively.

The algorithm can be summarized in the following way: S random points (particles) are

given, each with the same inertia ω. Each particle has a certain velocity vi which governs its

motion in parameter space. Each particle reports its best function value and location pi and

the best of these is the current global optimum g. The particles velocities are then updated

via the formula

vi = ωvi + φprp(pi − xi) + φgrg(g− xi),

where rp, rg ∼ U(0, 1). The particles then move to the new location xi = xi + vi.

Each particle is updated independently and does not need to wait for the other particles

in the swarm to finish and so this method is easily parallelizable. In this way, a large

architecture can make this method very efficient for high dimensional or multimodal problems

where it is necessary for a large swarm size to ensure convergence. The biggest challenge is in

determining an appropriate exit criterion for the routine. We use (i) the change, |g−〈g〉K|, in

the best found objective function value, g, where 〈·〉K is the averaging over last K iterations

of PSO or (ii) the “size” of the swarm ‖x−〈x〉s‖2, where 〈·〉s is the averaging over all particles

in the swarm at the last iteration.
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Figure 4.1. (a) Sphere, (b) Rosenbrock and (c) Rastrigin functions.

4.2.2. Pattern search

Pattern search is a straightforward method which starting from a random point, evaluates

2d + 1 points (including the initial point) where d is the dimension, by moving a distance

along each dimension in the search space, and chooses the point which improves the function

the most. The method from then on evaluates 2d− 1 points (it doesn’t need to re-evaluate

the point its on or the point it came from). If no improvement is made, the step size is

reduced, and tries again. Once the step size is below some threshold, it exits. Along with its

simplicity comes its ability to converge to non-stationary problems on some relatively simple

problems [88] such as sphere function shown in Fig. 4.1(a). It has a particularly difficult

time with functions with coordinate systems which are correlated — such as the Rosenbrock

function shown in Fig. 4.1(b).

4.2.3. Adaptive pattern search

The adaptive pattern search method is a recent modification of pattern search [82]. The

algorithm works similar to pattern search, however it attempts to create a better coordinate

system as it searches the parameter space. It initially searches in each direction (pattern

search), it then keeps the best µ < 2d+ 1 points to build a transformation of the coordinate

system such that the new coordinates are as uncorrelated as possible. This transformation
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is then updated after each sweep of all d dimensions (2d − 1 points) and applied for the

next iteration. There are four parameters q = {µ, σ, ks, ku} which control the success and

efficiency of this method – µ is the number of points used in the adaptive encoding function

call, σ is the initial step size, and ks (ku) are the increase (decrease) of the step size upon

successful (unsuccessful) improvement of the function value. The first parameter is the only

one which is very restrictive as it is required to include at least one point (in this case the

best point), up to 2d − 1. It was often found that µ scaled linearly with the dimension

and typically µ = d was part of the optimal set. The utility of this method is best seen in

the Rosenbrock function where pattern search takes ∼ 2× 103 iterations in two-dimensional

space, the adaptive pattern search method typically performed on the order of a 102 times

better.

The key for the method’s improved performance on Rosenbrock-type functions, is the

adaptive encoding part of the algorithm. The function slowly builds a coordinate transfor-

mation that changes the search directions to be along the principal components [82]. At

this point, the reader may question including pattern search if adaptive pattern search can

only be an improvement in performance. While this is true, this exact reason also offers a

useful way to measure the overall shape of the optimal solution. If adaptive pattern search is

orders of magnitude better than pattern search, then the d-dimensional Jc surface is similar

to the Rosenbrock function.

4.2.4. Nelder-Mead method

The Nelder-Mead method was chosen for its simplicity and its independence from being

hindered by choice of coordinate system (it does not move along each dimension sequentially).

This is most easily seen in comparing the methods against the Rosenbrock function. This
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method utilizes a simplex, d + 1 points in d dimensions (i.e. for d = 2, we have a triangle).

Over time, many variants of Nelder-Mead have been conceived [89,90], however, we followed

the algorithm described in [91].

The initial points (or vertices) are chosen and the function value obtained. We then

order the vertices in terms of function value and calculate the centroid of all but the worst

point. This point is then replaced by one of three new possible points. First a reflection xr

about the centroid from the worst point is evaluated, if this function value is better than the

second worst point, replace the deleted point with this point. If this point is better than the

best point, the method expands its search in that direction, picking a new point xe. If this

point is the best we add it to the simplex, otherwise we add xr. If xr did not improve the

simplex, we contract the simplex xc and replace the worst point if the function value of xc is

better. The biggest problem with Nelder-Mead is the convergence to non-stationary points,

couple this with the relatively expensive function evaluations and potentially multi-minima

d-dimensional objective function surface which can quickly lead to this method becoming

inefficient.

4.3. Testing on benchmark functions

The above mentioned optimization methods were tested on three benchmark functions

shown in Fig. 4.1: sphere function, Rosenbrock’s function, and Rastrigin’s function. These

were chosen for their relation to previous current surfaces obtained on simple sets of pa-

rameters. We expect scenarios where either a single optimum or multiple small ones and

one global one exists. The Rosenbrock function was used because of its similarity to the

optimization for the number of inclusions. This strange Jc surface can be removed by the

change of variables from inclusion number to volume fraction. Though we are able to remove
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it in that case, we cannot be sure we will find the appropriate transform which makes the

function easier to optimize or exclude it from other geometries and so we account for it with

the topologically similar Rosenbrock function.

The study was broken up as follows: optimal parameters for the PSO and adaptive

pattern search are obtained using the three benchmark functions. These were found by

overlaying the optimization routine with PSO. For example, adaptive pattern search has

tuning parameters q = {µ, ks, ku, σ}, where the explanation of these parameters is deferred

to its respective section. The nested PSO algorithm then searches through parameter space

in an attempt to find the optimal parameters for the algorithm. First, we consider the

function

(4.2) Ēf (q) =
1

M

M∑
i=1

Ef,i(q),

where Ef,i is the number of function evaluations required to find the global optimum for

a function f , q are the parameters used for the optimization routine, and M are the total

number of simulations which successfully found the global optimum. However, this is not

the most useful measure as it does not take into account the rate at which the algorithm

successfully finds the global optimum. Indeed, define rf (q) as the rate at which a correct

solution is found (to within a specified tolerance) for a set of the method parameters q.

Then, it may turn out that Ēf (q1) < Ēf (q2), but rf (q1) � rf (q2) for some certain q1 and

q2. It then may happen that we would require many more runs for q1 so that q2 was actually

the better choice. Therefore, we chose the optimal parameters qopt for each optimization
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method by solving the following auxiliary optimization problem:

qopt = arg min
q
{Ff,α(q)},(4.3a)

Ff,α(q) = Nf,α(q)Ēf (q)(4.3b)

Nf,α(q) =
log(1− α)

log[1− rf (q)]
,(4.3c)

where Nf,α is the number of iterations needed to be at least 1− α sure that we have found

the global solution. We use α = 0.99 in this work. The dimensionality in the function was

absorbed into the optimization problem, and an analysis of the problem dimensionality and

number of iterations was tested.

We sampled 103 different starting configurations x, where xi ∈ [−10, 10] for the al-

gorithms and then ran the nested PSO algorithm 10 times for each dimension and each

benchmark function. The best parameters were recorded. Once these were obtained, we

tested all the algorithms mentioned using the same starting points and compared the per-

formance. The algorithms each had a maximum iteration number of 103d2 where d = |Ω|

is the dimension of the original optimization problem (4.1), and would exit out of the loop

with a tolerance of 10−3d2.

4.3.1. Sphere function.

The sphere function is defined by

f(x) =
n∑
i=1

x2
i .

Tables 4.1 and 4.2 show a tabulated view of the effectiveness of the chosen methods to

solve this function in the given number of iterations. The function is very simple and the
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coordinates are uncorrelated. Thus, a wide range of parameters actually turned out to be

similarly effective. A comparison of the method’s performances is presented in figure 4.2 by

using 100 random initial starting configurations and employing equation (4.3).

d {S ω φp φg} Ff,α
2 5 0.22 0.93 1.93 84.7
3 5 0.36 1.35 1.68 131.3
4 8 0.23 0.80 1.96 183.7
5 10 0.18 0.99 1.96 235.5
6 9 0.36 1.55 1.55 290.5
7 12 0.27 1.18 1.75 348.4

Table 4.1. Optimal PSO parameters qopt = {S, ω, φp, φg} and Ff,α(qopt) for
the sphere function.

d {µ σ ks ku} Ff,α
2 1 0.21 1.00 0.24 44.3
3 2 0.22 1.00 0.33 64.0
4 4 0.12 1.00 0.29 82.0
5 2 0.36 1.00 0.29 99.5
6 3 0.21 1.00 0.33 114.9
7 13 0.25 1.00 0.33 128.7

Table 4.2. Optimal adaptive pattern search parameters qopt = {µ, σ, ks, ku}
and Ff,α(qopt) for the sphere function.

4.3.2. Rosenbrock function.

The Rosenbrock function is a standard test for optimization methods and is given by

f(x) =
n−1∑
i=1

[
100(xi+1 − x2

i )
2 + (1− xi)2

]
.

Optimization of this function demonstrates the utility of coordinate independent local search

methods (i.e. Nelder-Mead, adaptive pattern search). This is due to the fact that the
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Figure 4.2. A comparison of the each methods efficiency as a function of di-
mension for the sphere function. Here it is clear that adaptive pattern search
performs the best.

minimum is contained inside a parabolic valley which requires constant shrinking of the step

size for pattern search to make progress. Consider the 2D case

f(x, y) = 100(y − x2)2 + (1− x)2,

the change of variables to the (u, v) plane given by u = 1− x and v = y − x2 leads to ellip-

tical level sets g(u, v) = u2 + 100v2, which is much more favorable to coordinate-dependent

methods. In practice it is usually difficult or impossible to find the appropriate transform

converting to elliptical level sets. Nevertheless, this gives a useful test of the morphology

of the surface of Jc by comparing iterations between coordinate-dependent and coordinate-

independent methods. We can tell if the surface is of a Rosenbrock-type if pattern search

takes a large number of iterations compared to an independent coordinate method such as

adaptive pattern search or Nelder-Mead.
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Tables 4.3 and 4.4 show the effectiveness of the PSO and adaptive pattern search methods

to minimize Rosenbrock function in the given number of iterations. As we can see from

the table, the PSO method is not practical for dimensions d > 5, and for our practical

purposes is almost entirely unusable because of how expensive our function evaluations are.

The optimization of parameters for PSO have revealed that the dimensionality and swarm

size are (perhaps not surprisingly) correlated. As the dimensionality increases, the optimal

swarm size (holding other parameters fixed) increases. To verify this we sampled 100 random

starting points for swarm sizes between 10–200, the results are shown in figure 4.3.

d {S ω φp φg} Ff,α rf Nf,α

2 28 0.25 −0.21 1.58 823 0.99 1
3 34 0.29 −0.15 1.73 2942 0.95 2
4 29 0.35 −0.17 1.59 9352 0.73 4
5 44 0.28 −0.21 1.67 19113 0.61 5

Table 4.3. Optimal PSO parameters qopt = {S, ω, φp, φg}, Ff,α(qopt), rf (qopt),
and Nf,α(qopt) for the Rosenbrock function.

d {µ σ ks ku} Ff,α rf Nf,α

2 2 0.28 1.67 0.43 227 1.00 1
3 2 0.15 1.48 0.46 392 1.00 1
4 2 0.22 1.81 0.38 781 0.94 2
5 2 0.14 1.71 0.45 1384 0.92 2
6 6 0.37 1.96 0.36 1775 0.93 2

Table 4.4. Optimal adaptive pattern search parameters qopt = {µ, σ, ks, ku},
Ff,α(qopt), rf (qopt), and Nf,α(qopt) for the Rosenbrock function.
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Figure 4.3. The optimal swarm size as a function of dimension, we incremented
the swarm size by 5 or 10 and is indicated by the error bars in the figure.

4.3.3. Rastrigin function.

The optimal result for the Rastrigin function is very useful since we know that our general

physical problem may often have a similar landscape. It is defined by

f(x) = 10n+
n∑
i=1

[
x2
i − 10 cos(2πxi)

]
.

This is where PSO perform particularly well over the local search methods. Table 4.5 shows

its effectiveness to solve Rastrigin function in the given number of iterations.

d {S ω φp φg} Ff,α rf Nf,α

2 32 0.25 2.00 1.00 618 0.99 1
3 23 0.58 2.08 0.89 2767 0.91 2
4 25 0.58 2.21 0.75 9609 0.67 5

Table 4.5. Optimal PSO parameters qopt = {S, ω, φp, φg}, Ff,α(qopt), rf (qopt),
and Nf,α(qopt) for Rastrigin function.
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4.4. Model of superconductor

We use the TDGL equation for the superconducting order parameter ψ = ψ(r, t),

(4.4) (∂t + iµ)ψ = ε(r)ψ − |ψ|2ψ + (∇− iA)2ψ + ζ(r, t),

as the main tool for the numerical analysis of vortex dynamics in strong type-II supercon-

ductors. Here µ = µ(r, t) is the chemical potential, A is the vector potential associated

with the external magnetic field B as B = ∇×A, and ζ(r, t) is the temperature-dependent

δ-correlated Langevin term. The unit of length is given by the superconducting coherence

length ξ and the unit of magnetic field is given by the upper critical field Hc2. See [69] for

the details of TDGL model implementation. The current density is given by the expression

(4.5) J = Im
[
ψ∗(∇− iA)ψ

]
−∇µ.

To determine the critical current value — maximal current, which can flow through the

superconductor without dissipation, — we use a finite-electrical-field criterion. Specifically,

we chose certain small external electric fields, Ec = 10−4, and adjusted the external current,

J , current to keep this electrical-field criterion on average. The time-averaged value of

external current over steady state gives the critical current, Jc = 〈J〉.

The critical current in a presence of an external magnetic field is mostly defined by

inclusion patterns (small non-superconducting islands in superconductor): both by inclusion

size (typically a few ξ) and their (sometimes rather non-trivial) spatial distribution. The

foundational mechanism here is the pinning of magnetic vortices on non-superconductive

inclusions and preventing vortices from moving under the influence of the Lorentz force,

fL = J×B.
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The pinning landscape is characterized by the set of parameters x, which corresponds to

the objective function

(4.6) f(x) = −Jc(x).

Each element x of the parameter space Ω describes the pinning landscape in the superconduc-

tor. e.g. the shape of each defect and their spatial distribution. The optimal configuration

of the defects xopt corresponds to the minimization of the objective function, fopt = f(xopt).

Knowledge of the shape and behavior of the function Jc(x) is not known a priori. If we

consider, for example, the random placing of inclusions in the domain, depending on the

particular placement, can yield slightly different values for Jc. We expect, as the number of

random simulations tends to infinity, the Jc approaches the true value, however the finite

number of trials can create a non smooth Jc surface. This can create some difficulties for the

local methods to converge to the global solution, but for this particular physical problem,

did not cause too many problems. The modification of these local methods to multi-level

starts should be sufficient for these types of problems to overcome the noise.

4.5. Optimization of critical current

The general definition of the pinning landscape optimization problem is given by Eq. (4.1).

Each set of pinning landscape parameters x describe the size of individual defect and defect

density in the superconductor. Typically the pinning landscape in the superconductor is

described by approximately from d = 2 to 8 parameters. For example, the three-dimensional

superconductor with randomly placed spherical inclusions can be described by the density

of inclusions ρ and diameter d of each of them, [92] x = (ρ, d). Another example is the

addition of columnar defects of fixed diameter by high-energy heavy-ion irradiation to the
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Figure 4.4. Optimization paths for the two-parameter optimization problem
(spheres) as a function of iteration number t, see Eq. (4.7a), using (a) pattern
search, (b) adaptive pattern search, (c) Nelder-Mead method, and (d) particle
swarm optimization. All local methods converged to the same point, a good
indication that it is the global optimum. Note PSO exit criterion causes over
300 iterations for marginal improvement.
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Figure 4.5. Optimization paths for the three-parameter optimization problem
(ellipsoids) as a function of iteration number t, see Eq. (4.7b), using (a) pattern
search, (b) adaptive pattern search, (c) Nelder-Mead method, and (d) particle
swarm optimization. Dz � Lz = 64 in the optimum case which shows that
these ellipsoids are approximately cylindrical with axis parallel to the z-axis.
Adaptive search failed to converge to the global maximum finding a slightly
higher volume fraction than optimal ρs ≈ 0.2. Nelder-Mead, pattern search
converged to the same optimum as PSO.
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Figure 4.6. Optimization paths for the four-parameter optimization problem
(spheres vs. cylinders) as a function of iteration number t, see Eq. (4.7c), using
(a) pattern search, (b) adaptive pattern search, (c) Nelder-Mead method, and
(d) particle swarm optimization. Except for pattern search which maintained
a coexistence of spheres and cylinders, all other methods converge to only
cylindrical defects. The fact that PSO also converges to this point and it has
a higher Jc gives strong evidence to support that this is optimum.
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sample already containing chemically grown nanorods [68]. In this case the parameter space

will be defined by concentration ρ of irradiated defects and concentration γ of chemically-

grown inclusions, x = (ρ, γ). Note, due to the discrete nature of the pinning centers the

function Jc(x) may be a noisy function in general.

To obtain the critical current Jc(x), we solve the TDGL equation described in Sec. 4.4

in the domain of interest with the specified parameter set x. Each evaluation of Jc is

relatively expensive (typically, a few GPU-hours) and can be performed independently. In

order to reduce noise in Jc, one can (i) average it over several realizations of random positions

of inclusions and/or (ii) increase averaging time. Both techniques naturally increase the

computation time of Jc. In experiment the parameters of the inclusions in a superconductor

can only be controlled to within a certain precision, thus the robustness of the found solution

is also important. The robust configuration should be insensitive to small perturbations in

parameters x characterizing pinning landscape.

In this work we concentrate on existent numerical methods for the systematic optimiza-

tion of the critical current in the superconductor. We consider the model geometry with a

three-dimensional superconducting cube with dimensions 64× 64× 64 in units of coherence

length ξ with quasi-periodic boundary conditions. The external current J is applied per-

pendicular to the magnetic field B. To test the efficiency of the methods, we begin with a

known result for spherical inclusion density and size [92]. The program requires us to spec-

ify number of inclusions Ns, Ne, Nc, not volume fraction, so we require a transform for each

problem. The two main (2D) control parameters are volume fraction occupied by inclusions

ρs and diameter Ds of each inclusion,

(4.7a) x = (ρs, Ds), Ns = round

(
6LxLyLzρs

πD3
s

)
.



94

This problem was tuned to a three-parameter (3D) optimization problem by assigning in-

clusions two different diameters in xy plane and z direction. We modified the relation for

number of inclusions to account for the fact that Dz � Lz.

(4.7b) x = (ρe, Dxy, Dz), Ne = round

(
4LxLyLzρe

πκD2
xyD̃z

)
.

Where D̃z = min(Dz, Lz) and κ = 1 − D̃z
2

3D2
z
. The four-dimensional (4D) problem involves a

competition between spherical and columnar inclusions. The control parameters are then

ρs, Ds for spheres and ρc, Dc for cylinders,

(4.7c) x = (ρs, Ds, ρc, Dc), Nc = round

(
4LxLyρs
πD2

xy

)
,

where Ns was defined in (4.7a).

4.6. Results

Figures 4.4, 4.5, and 4.6 all show the optimization path for a particular run of that

optimization routine for the 2D [Eq. (4.7a)], 3D [Eq. (4.7b)], and 4D [Eq. (4.7c)] problems,

respectively. The physical results are summarized in Table 4.6. In the 2D case for randomly

placed spherical inclusions the optimal value is the same as in [92] for magnetic field B =

0.1Hc2. In the 3D case for ellipsoidal inclusions the optimal pinning landscape corresponds

to the infinite size in z direction (larger then system size), i.e. to the columnar inclusion, and

the optimal value of the critical current raises by ∼ 50%. The 4D case for a combination of

the columnar and spherical defects ends up with columnar defects in z direction only. The

diameter of the columnar defects in 3D and 4D cases is naturally the same.
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d x = {ρs D} Jc

2 0.22 3.5 0.0235

d x = {ρ Dxy Dz} Jc

3 0.20 3.0 ∞ 0.035

d x = {ρs Ds ρc Dc} Jc

4 0.00 — 0.20 3.0 0.035
Table 4.6. Optimal parameters of the pinning landscape for maximal critical
current in the superconductor.

To obtain a function evaluation, that is a good estimate of the true critical current for

randomly placed inclusions, we require a large number of realizations. The critical current

from each realization is averaged to give us “objective function evaluation.” In theory, we

expect the current surface to be relatively smooth (i.e. in the case where we take a sufficiently

large number of realizations). In practice, this is too computationally expensive, hence our

function can be quite noisy. This noise is especially dangerous when the noise is of the order

of the function value. This invariably leads to local methods failing to reach the optimal

solution. However, global methods like PSO are much more resistant to the noise in the

objective function.

Increasing the parameter space can only improve the function value and as expected,

Jc increased with increasing parameter space dimension. PSO was able to improve Jc by

∼ 50% from d = 2 to 4. Physically, the 4D optimization is a competition between spherical

and cylindrical defects. Three configurations are possible: coexistence, all cylindrical or all

spherical. The result shows an optimal configuration where spherical inclusions are gone

and cylinders with an optimal density and diameter remain. That one species of inclusion

should go to zero is not surprising. The magnetic field is aligned parallel to the z-axis and

so the vortices can be well contained in cylindrical holes parallel to the z-axis. If however,
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the magnetic field was rotated (vortices are rotated), this configuration would no longer be

optimal and a co-existence of these two types of inclusions would become optimal.

Figures 4.4, 4.5, and 4.6 all show the optimization path for a particular run of that

optimization routine for the 2D [Eq. (4.7a)], 3D [Eq. (4.7b)], and 4D [Eq. (4.7c)] problems,

respectively. All local methods were comparable for the 2D problem, PSO took a large

number of iterations, but looking at Fig. 4.4, we see the improvement is marginal. The

difficultly is determining an appropriate exit criterion. The increased dimensionality leads

to an increase in number of iterations, however it appears to scale linearly which is not

terrible. PSO was insensitive to the dimensionality taking roughly the same number of

iterations and asymptoting to the optimal Jc after ∼ 100–200 iterations. We note that only

a single sample optimization run was used for PSO and 2–3 were used for the local methods

(if they did not converge to the best solution the first time). Therefore, though the number

of iterations can be dramatically less, multiple runs can make the efficiency comparable.

An additional observation of the surface Jc can be made by noting that the number

of evaluations required for adaptive pattern search and pattern search to converge were

nearly the same. We can conclude that the current surface is topologically different from the

Rosenbrock function. Indeed, if the maximum was in a Rosenbrock-type function, coordinate

descent would take orders of magnitude longer (as was observed from testing the benchmark

functions). We also observed that all methods converge to the same maximum (±1%) in 2D,

but in 3D or 4D, the local methods did not always find the global maximum or perform as well

as the global method. This indicates that additional parameters can, perhaps create local

maxima, which can create difficulties for the local methods. This can be mitigated by taking

more realizations, which should smooth out the error from random placement potentially

being poor, but we have no guarantee that the multi-maxima are caused primarily by this
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mechanism and not some underlying physical principle. Ultimately, this leads to a balance

between number of realizations and choice of method.

The main benefit to using a global method such as PSO, is that it consistently finds

the better solution than the local methods. In higher dimensional spaces d & 4, taking a

larger swarm size S becomes necessary to ensure convergence. The local methods however,

converge faster, where strictly speaking there is no such guarantee that the optimal value

returned from PSO is actually an optimum at all. Additionally, local methods have obvious

choices for exit criterion, unlike PSO, which can often take additional evaluations 102–103

for a marginal gain in the objective function (< 1%).

We compared the relative error of PSO with a single run of adaptive pattern search in the

four dimensional case and found that the Jc of PSO was < 2% higher than local methods

(when they converged to the correct value). Furthermore, we found that the parameters

obtained from local methods varied in relative error when compared to PSO, ranging from

< 5% for the 2D problem to as much as 25% for the 4D problem. This suggests a flatter

global maximum as the dimensionality increased for this particular problem.

4.7. Conclusions

We have tested various methods and determined that PSO and adaptive pattern search

performed the best on the benchmark functions as well as in the physical optimization

problem presented. PSO in particular does a relatively good job at handling the noisy surface

of Jc, but suffers from a clear exit criterion which leads to additional (and potentially costly

extra function evaluations). On the other side, adaptive pattern search can get caught at a

local maximum, created physically or through the noise, however the number of evaluations

are often much less (on the order of 7–10 times). The multi-level local method as mentioned
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in the methods section could be introduced to mitigate this, and this would lead to a number

of function evaluations similar to, or perhaps even greater than PSO if the number of local

maxima is very large. We would then be assured we have converged to local optimum and

more local searches increase our probability that we have found the global, PSO gives no

such guarantee, but is a simple method which doesn’t get caught easily in a local maximum.
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CHAPTER 5

Analytical results of Weighted Jacobi

5.1. Introduction

As was mentioned in chapter 1, TDGL was solved and implemented on a GPU archi-

tecture, which leads naturally to the use of parallelizable methods. Jacobi is an obvious

candidate, it is easy to implement and its convergence properties are well known. Jacobi’s

Method for solving the diagonally dominant linear system Ax = b was first suggested by

Jacobi in 1834 [93]. The process was simple, and involved separating the matrix A = M−E

where M = diag(A) and E is the remaining off-diagonal elements. Approximations to the

solution x are given by x(i). These are updated iteratively using the following equation

(5.1) x(n+1) = (I−M−1A)x(n) + M−1b.

Before proceeding, we comment on the distinction between scalars, vectors and matrices by

using the following representation: scalars are denoted by lower-case letters (a, b, . . . ), vectors

are written as boldface lower-case (x,y, . . . ) and matrices correspond to boldface capitals

(A,B, . . . ). Defining G = I −M−1A, it is clear that a sufficient condition for convergence

of this method is for the spectral radius of G to satisfy |ρ(G)| < 1. In practice, this was

quite restrictive as it required 0 < ρ(M−1A) < 2 which constricts the class of linear systems

guaranteed to converge with this method. This issue was eventually solved by introducing

a damping parameter ω which can be controlled for improved convergence [94]. With this,
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the modified iterative scheme becomes

(5.2) x(n+1) = (I− ωM−1A)x(n) + ωM−1b.

Defining Gω = I−ωM−1A, we can easily show that a sufficient condition for convergence of

this method is given by the requirement 0 < ω < 2/ρ(M−1A). Over time, (weighted) Jacobi’s

method has become obsolete by other more efficient iterative methods such as successive over-

relxation (SOR) and conjugate gradient (CG), which offer sufficiently quicker convergence

properties [95, 96]. However, Jacobi’s method has recently been improved by following a

schedule of over and under relaxations updates [97]. In the last few decades, the increase

of processing power utilizing parallel computing has become an important part of high-

performance simulations [98]. With this, comes the need for easily parallelizable methods,

which leads us back to Jacobi’s Method.

In practice, the optimal weight parameter is strongly problem-dependent and has been

computed through trial and error and more recently through auto-tuning techniques [96,99].

We will show that an optimal choice of this parameter ω is in fact more related to the choice

of coordinate system and grid size.

It is of course possible to converge in under n iterations where n is the dimension of the

matrix A if one knows a priori the distribution of eigenvalues of the matrix M−1A. However,

from a numerical standpoint this is highly impractical. Historically, the problem of finding

the optimal weight parameter has been motivated in the following way. The amplification

factor of the iteration matrix Gω is given by 1−ωλM−1A where λM−1A is an eigenvalue of the

matrix M−1A. This leads to the following optimization problem for the weight parameter

(5.3) ωopt = min
ω

max
λ
|1− ωλ|.
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In the case where all the eigenvalues are real, we note that the function in (5.3) is minimized

and symmetric in λ-space at λc = 1/ω. It is clear that the minimum should be located at

the midpoint of the extreme eigenvalues which leads to the well known result

(5.4) ωopt =
2

λmin + λmax
.

Therefore, one only needs the extreme eigenvalues to determine a “good” weight parameter.

In this paper, we extend the theory regarding this ωopt by showing under very general

conditions, we can actually compute the value in (5.4) for a class of matrices without ever

calculating an eigenvalue. These matrices are often sparse and found most commonly in

solving physical problems involving the Laplacian operator.

This paper is structured as follows: First, the structure of typical 1-D problems (which

typically leads to tridiagonal matrix systems) are described in terms of the Jacobi matrix

and introduced in section 5.2. In section 5.3, the result is generalized by first adding an

additional (super) diagonal with nonzero elements, then we consider the symmetric case. In

section 5.4 we discuss approximations to ωopt and analysis of convergence. In section 5.5,

we compare the analytical results with numerical simulations and analyze ways to exploit

the derived properties to speed up Jacobi for large sparse matrices. Section 5.6 gives closing

remarks, and discusses issues and possible remedies.
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5.2. Optimal Parameter for a Tridiagonal Matrix

Consider the one dimensional heat equation

ut −∇2u = f, x ∈ (0, L)(5.5)

u|x=0,L = 0.

Time dependent problems involving the Laplacian are typical and widespread in physical

problems (e.g. fluid mechanics, electrodynamics, wave equations, superconductors, etc.).

Though being 1-D, (5.5) can still be insightful in analyzing the behavior of Jacobi methods.

In practice, these problems are often solved using sequential methods such as Thomas’

algorithm [100]. However, this simple case allows us to generalize to more complicated

and higher dimensional problems where iterative methods become relevant and sequential

processes become detrimental and so we begin with the tridiagonal case first.

5.2.1. Properties of a Jacobi Iteration Matrix

We begin this section by stating our first result –

Theorem 5.2.1. Let A ∈ Rn×n be a diagonally dominant tridiagonal matrix. Then

ωopt = 1.

The proof of theorem 5.2.1 is subsequently given by a series of lemmas.

Lemma 5.2.1. Define B = M−1A ∈ Rn×n with eigenvalues λj ∈ C. Then

(5.6)
n∑
j=1

λj = n
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Proof. This follows immediately by noting that the trace of a matrix is the sum of its

eigenvalues and bjj = 1 by construction. �

Lemma 5.2.2. If additionally, B is diagonally dominant, then

(5.7) |λj − 1| ≤ 1

Proof. By Gershgorin’s circle theorem, we know that |λj − 1| ≤
∑

k 6=j |bjk|. Using the

fact that 1 ≥
∑

k 6=j |bjk| completes the lemma. �

Lemma 5.2.3. λmin ≤ 1 and λmax ≥ 1.

Proof. This follows from Lemma 5.2.1 by noting

λ̄ :=
1

n

n∑
j=1

λj = 1

which indicates that the mean of the eigenvalues is 1 (hence the smallest one could not lie

above nor the largest below). �

Remark 1. It should be noted here that if λj ∈ R for all j, then we can immediately see

by noting λmax ≤ 2 that ωopt ≥ 2/3 is a lower bound for diagonally dominant linear systems.

Lemma 5.2.4. Let B be a tridiagonal matrix of the form

(5.8) Bn =



1 α1 0 . . . 0

β1 1 α2 0 0

0
. . . . . . . . . 0

...
. . . . . . αn−1

0 . . . 0 βn−1 1
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Then the characteristic polynomial Fn(ν) of B where ν ≡ 1− λ and λ is an eigenvalue of B

is given by the recurrence relation:

(5.9) Fn(ν) = νFn−1(ν)− αn−1βn−1Fn−2(ν), F0 = 1, F−1 = 0

The deg Fn(ν) = n and F2k(ν) is even, while F2k+1(ν) is odd.

Proof. The derivation of (5.9) is straightforward. The degree of Fn follows easily by

induction. We show that F2k(ν) is an even function. First note that F0 = 1 and F1 = ν (the

base case). Now suppose this relation holds for n < 2k. Then

F2k(−ν) = (−ν)F2k−1(−ν)− α2k−1β2k−1F2k−2(−ν)

= (−ν)[−F2k−1(ν)]− α2k−1β2k−1F2k−2(ν)

= νF2k−1(ν)− α2k−1β2k−1F2k−2(ν)

= F2k(ν)

Hence F2k is even, the odd case follows analogously. �

Lemma 5.2.5. If Fn(ν) = 0, then Fn(−ν) = 0.

Proof. Since Fn is either even or odd depending on the integer n, we know that Fn(−ν) =

(−1)nFn(ν). Plugging in the assumption we immediately see

Fn(−ν) = (−1)nFn(ν) = 0

which proves the result. �
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Lemma 5.2.6. Let f(ν) be the characteristic polynomial of the B. If λj ∈ R for all j,

then νmax + νmin = 0.

Proof. Define the largest zero in magnitude that satisfies the function f(ν) = 0 by νmax.

Without loss of generality suppose that νmax > 0. Then by Lemma 5.2.5, we know that

−νmax is also an eigenvalue. Then it follows that νmin = −νmax. To see this, suppose that

νmin < −νmax. Then |νmin| > |νmax|, but we said that νmax was the largest in magnitude,

which is a contradiction. We note here that this implies that νmin + νmax = 0. �

The proof of Theorem (5.2.1) now follows easily using (5.4) and lemma 5.2.6. It is easy

to see that λmax = 1− νmin and λmin = 1− νmax. Hence

λmin + λmax = 2− (νmin + νmax) = 2.

We immediately see from (5.4) that ωopt = 1.

Corollary 5.2.1. If A is Hermitian, then we can always transform the operator to a

form where ωopt = 1.

Remark 2. Though it may be impractical to transform the operator (i.e. by House-

holder’s algorithm), the corollary is nevertheless insightful. It is well known that a unitary

transformation is equivalent to a change of basis, which in a physical setting can be thought

of as a coordinate system transformation. For example, we can construct a symmetric ma-

trix A where the optimal parameter ωA < 1. However, we can reduce it to a tridiagonal

matrix B by the above corollary implying that ωB = 1 which supports the notion that ωopt

is coordinate system dependent.

For related properties of similar matrices, see [101].
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5.2.2. Properties of Toeplitz Fn

If we assume in (5.8) that the matrix is Toeplitz (i.e. that αi = α and βi = β), then the

following is true of Fn:

(5.10) Fn(ν) =


(αβ)n/2 sin

[
(n+1) arccos

(
ν

2
√
αβ

)]
sin
[
arccos

(
ν

2
√
αβ

)] , |ν| < 2
√
αβ

(αβ)n/2(n+ 1), ν = ±2
√
αβ

Thus the solution to Fn(ν) = 0 is given by

(5.11) νm = 2
√
αβ cos

(
mπ

n+ 1

)
, m = 1, 2, . . . , n

In general however, the distribution of eigenvalues does not have a closed form solution.

Despite this, we will still be able to obtain useful bounds on ωopt (see section 3.3).

5.3. Optimal parameter for more general matrices

The key to proving Theorem 5.2.1 relied on the symmetry of the characteristic poly-

nomial. We must extend the result and exploit this symmetry to obtain conditions where

ωopt = 1 for more general problems. We now introduce some notation. Let d be the distance

from the main diagonal where d = ±1 corresponds to the super/sub diagonals respectively

of a matrix A. For the remainder of the paper, we will assume the matrix is Toeplitz as this

greatly simplifies the algebra and notation, however the results are still valid in the general

case.
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5.3.1. Tridiagonal Matrix with an additional non-zero diagonal

For simplicity, we begin the analysis of more general matrices by considering just one ad-

ditional nonzero diagonal d with |d| ≥ 2. In the following theorem, we consider the matrix

Bn,d and Cn,d := Bn,d − (1− ν)I

bij =



1 if i = j

α if |i− j| = 1

β if j − i = d.

, cij =



ν if i = j

α if |i− j| = 1

β if j − i = d.

(5.12)

This allows us to obtain a recurrence relation for the characteristic polynomial in closed

form.

Theorem 5.3.1. Let Fn,d(ν) be the characteristic polynomial corresponding to the ma-

trix Bn,d. Then the following relation holds.

(5.13) Fn,d(ν) = νFn−1,d(ν)− α2Fn−2,d(ν) + (−1)dβα|d|Fn−(d+1),d(ν)

where Fn,d is defined similarly to Fn in Lemma 5.2.4. In addition, the polynomial is sym-

metric only if |d| = 2k + 1 where k ≥ 1, which implies ωopt = 1 (by Lemma 5.2.6).

Proof. The characteristic polynomial Fn,d(ν) is given by

(5.14) Fn,d(ν) = |Cn,d|.

Expanding the determinant over the first row we define C
(i,j)
n,d to be the minor of Cn,d with

row i and column j removed. Hence we immediately see that |C(1,1)
n,d | = Fn−1,d(ν). Next it is

also clear that |C(1,2)
n,d | = αFn−2,d(ν). To calculate |C(1,d−1)

n,d |, we use the fact that this creates
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a block matrix of the following form

|C(1,d−1)
n,d | =

∣∣∣∣∣∣∣
E u

0 Fn−(d+1),d(ν)

∣∣∣∣∣∣∣ = |E|Fn−(d+1),d(ν),

where

Eij =



α if i = j, or i = j − 2

ν if i = j − 1

0 otherwise

Hence
∣∣C(1,d−1)

n,d

∣∣ = βαdFn−(d+1),d(ν). Combining these gives (5.13). To prove the symmetry

property, we use (5.14) and replace ν → −ν. Factoring (-1) out of each column we have

Fn,d(−ν) = (−1)n

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ν −α 0 . . . 0 −β 0 . . . . . . 0

−α ν −α 0 . . . 0 −β 0
...

0 −α ν α 0 . . . 0
. . . . . .

...

...
. . . . . . . . . . . . . . . . . . . . . 0

...
. . . . . . . . . . . . . . . 0 −β

...
. . . . . . . . . . . . . . . 0

...
. . . . . . . . . . . . . . .

...

...
. . . . . . . . . . . . 0

...
. . . . . . . . . −α

0 . . . . . . . . . . . . . . . . . . 0 −α ν

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

.

We now obtain

Fn,d(−ν) = (−1)n[νFn−1,d(ν)− α2Fn−2,d(ν)− βαdFn−(d+1),d(ν)]
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Multiplying (5.14) by (−1)n and subtracting this from the previous equation we obtain

(−1)nFn,d(ν)− Fn,d(−ν) = [(−1)n+d + (−1)n]βαdFn−(d+1),d(ν)

This is 0 only if (n+ d)− n = 2k + 1, or d = 2k + 1. �

Remark 3. The result of Theorem 5.3.1 holds even if the matrix is not Toeplitz. In

addition, recursion relation (5.13) could easily be extended to multiple diagonals d1, . . . dk

provided that all diagonals lie either above or below the main diagonal (i.e. di ≥ 2 for all i

or di ≤ −2 for all i).

We would like to analyze the asymptotic behavior of large matrices with the property –

n, d→∞. The following theorem shows that ωopt → 1 in the limit as n, d→∞.

Theorem 5.3.2. If n, d→∞, then ωopt → 1.

Proof. Since we have shown that ωopt = 1 for all d = 2k + 1, we consider only the case

d = 2k. We claim that for k →∞, the last term in (5.13) decays faster than the others and

so we approach a symmetric polynomial asymptotically which in the limit will imply that

ωopt → 1. Consider the Ansatz Fn,d(ν) := xn. We define

f(x) := x2k+1 − νx2k + α2x2k−1 − βα2k,

and define the roots x1, . . . x2k+1. We will show that ∃ |xi| > α for k → ∞. The derivative

is f ′(x) = x2k−1[(2k + 1)x2 − 2kνx+ α2(2k − 1)]. Excluding the 2k − 1 trivial zeros, we see

that as k → ∞, the two other roots |x′1| ≥ |x′2| satisfy x′1x
′
2 = α2 > 0 and x′1 + x′2 = ν.

We first analyze the case |ν| > 2|α|. It is clear that |x′1| ≥ α since otherwise the product

would not equal α2. To see that x′1 6= α, we need only note then that x′1 + x′2 = 2α = ν
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which contradicts |ν| > 2|α|. Hence |x′1| > α. Now, by the Gauss-Lucas theorem (GLT), the

zeros of f ′ must be contained in the convex hull of f and so ∃ |xi| > α. Suppose now that

|ν| ≤ 2|α|, then |x′1| = |x′2| = |α|. Let x′1 = |α|eiφ and x′2 = |α|e−iφ. Plugging in x′1 into f

we see that for f(x′1) = 0 we require

2|α| cosφ− (−1)nβ = ν,

where n is an integer. Using the definition of cosφ = ν/2|α| we see that β = 0 is the only

solution and if this was the case, we would be in the tridiagonal case, which we have already

showed satisfies ωopt = 1. Hence x′1 is not a zero of f (and similarly for x′2). By GLT, we can

conclude that f must have a zero |xi| > α, for if not, (i.e. |xi| ≤ α for all i), then |x′1| would

not be contained in the convex hull which is a contradiction. Therefore, we have shown that

∃ |xi| > |α| where f(xi) = 0. Now for sufficiently large n, and let |x1| be the largest zero of

f , we see that Fn,d(ν)→ cxn1 . Looking at (5.13), we see that for large n,

Fn,2k(ν) ∼ xn−1
1

[
ν − α2

x1

+ β

(
α

x1

)2k
]
.

Hence as k →∞ the last term goes to zero and so ωopt → 1. �

5.3.2. Optimal Parameter for a Symmetric Toeplitz Matrix with two additional

non-zero diagonals

In section 5.2, we used the 1D heat equation to motivate the initial analysis. Now we

consider a higher dimensional problem. These involve a large class of problems which gives

a tridiagonal, pentadiagonal or in general, a (2n+ 1)-diagonal form where n is the physical

dimension. In this section we show that the properties found in the single off-diagonal case
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carry over to the symmetric case and that when the elements are small in magnitude we

have obtain a decent approximation to ωopt when d = 2k.

We will assume a matrix Bn,d of the form:

bij =



1 if i = j

α if |i− j| = 1

β if |i− j| = d

(5.15)

Theorem 5.3.3. Let the matrix Bn,d be of the form (5.15) with d = 2k+1 then ωopt = 1.

Proof. Unlike the previous case, it is difficult to derive a general recurrence relation

for the characteristic polynomial. Instead we utilize a different technique to prove that

ωopt = 1 when d = 2k + 1 (d > 0 can now be assumed without loss of generality). Let

Fn,d(ν) = |Bn,d − (1− ν)I| := |Cn,d(ν)| where Cn,d(ν) has the form

cij =



ν if i = j

α if |i− j| = 1

β if |i− j| = d

(5.16)

Consider (−1)nFn,d(−ν) = (−1)n|Cn,d(−ν)| = | −Cn,d(−ν)|. Define the map

[TK(C)]ij = (1− 2δiK)(1− 2δjK)cij,
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where δij is the Kronecker delta. It clear then that this map is invariant with respect to the

determinant, that is, |TK(C)| = |C|. Then we may write

| −Cn,d(−ν)| =
∣∣∣∣ b

n
2
c∏

K=1

T2K−1[−Cn,d(−ν)]

∣∣∣∣ :=
∣∣T [−Cn,d(−ν)]

∣∣.
It can be shown that [T (C)]ij = (−1)mod(i+j,2)cij by employing the property that for K1 6= K2

we have TK1TK2 = [1− 2(δiK1 + δiK2)][1− 2(δjK1 + δjK2)] (and then using induction to show

it is true for n transformations). Thus

[T (−Cn,d(−ν))]ij =



ν if i = j

α if |i− j| = 1

β(−1)mod(d+1,2) if |i− j| = d

,

so if mod(d− 1, 2) = 0, or if d = 2k + 1, then we have

(−1)nFn,d(−ν) = |T [−Cn,d(−ν)]| = |Cn,d(ν)| = Fn,d(ν).

This implies that the characteristic polynomial is symmetric and by lemma 5.2.6 we have

ωopt = 1. �

Remark 4. Similar to Theorem 5.3.1, the result of Theorem 5.3.3 holds even if the

matrix is not Toeplitz or symmetric. The only requirement is that the non-zero elements lie

on diagonals di = 2k + 1 for any k ∈ Z.
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5.4. Asymptotic approximations

5.4.1. Approximation of ωopt

There is a well known result for approximating eigenvalues of a given system. Suppose

AyA = λAyA are known eigenvalues and eigenvectors (normalized). Consider the perturbed

system ByB = λByB where B = A + βS, then the update for the eigenvalues is given by

λB = λA + (yTASyA)β +O(β2).

The difficultly with this method, is that it requires knowledge of the eigenvectors of the

unperturbed system A. In our case the unperturbed system is the tridiagonal Toeplitz

system from section 2. We gave the closed form for the eigenvalues, but we did not give the

closed form for the eigenvectors. It can be shown that an eigenpair (λm,ym) of A has the

form:

λm = 1 + 2α cos

(
mπ

n+ 1

)
, ym,j =

√
2

n+ 1
sin

(
jmπ

n+ 1

)
, j = 1, 2, . . . , n.

To calculate the update we assume S = δi,i−d + δi,i+d where δi,j is the Kronecker delta. This

implies that

yTmSym = 2
n−d∑
j=1

ym,jym,j+d.

Inserting the definition for ym,j we have an update for the new eigenvalue at first order given

by

(5.17) λB,m = 1 + 2α cos

(
mπ

n+ 1

)
+

2β

n+ 1

(n− d) cos

(
mdπ

n+ 1

)
+

sin
[
mπ(d+1)
n+1

]
sin
(
mπ
n+1

)
 .
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For this paper, we are primarily interested in the largest and smallest eigenvalues. First, we

show that the largest eigenvalue occurs at m = 1. Consider the right-most term in (5.17).

Of course, we are technically only interested in m = 1, 2, . . . , n, but for now we don’t make

this assumption. For brevity, we define the simpler notation x = mπ/(n+ 1) and k = d+ 1

with

h(x; k) ≡ sin(kx)

sinx
,

where x ∈
(

π
n+1

, nπ
n+1

)
≡ I. We show that |h(x; k)| < k by induction on k. Consider k = 2,

then

|h(x; 2)| =
∣∣∣∣sin 2x

sinx

∣∣∣∣ = 2| cosx| < 2.

Assume now that it holds for the kth case. Then

|h(x; k+ 1)| =
∣∣∣∣sin[(k + 1)x]

sinx

∣∣∣∣ =

∣∣∣∣sin(kx) cosx

sinx
+ cos kx

∣∣∣∣ ≤ |h(x; k)|| cosx|+ | cos kx| < k+ 1.

Note that cancellation of the terms is valid provided that sinx 6= 0, which is true in the

interval given. We can also rewrite the second term in a more useful form and then evaluate

the terms of (5.17) individually by defining

f(x) = 1 + 2α cosx(5.18a)

g(x) =
2β

n+ 1
[(n− d+ 1) cos(dx) + sin(dx) cotx] .(5.18b)

We clearly see that f is monotonic for x ∈ I (decreasing or increasing if α is positive or

negative, respectively). The substitution x→ π−x yields the relation g(π−x) = (−1)dg(x).

Suppose that α > 0 and d = 2k. Consider x ∈ [0, π/2], then

f(x) + g(x) = f(x) + g(π − x) > f(π − x) + g(π − x),
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which implies that the maximum of the function has to be in [0, π/2] (and conversely that the

minimum will be in [π/2, π]). We note that for d� 1, there is a rapidly oscillating function

coupled with a slowly varying function. The extremum are then governed by the rapidly

oscillating functions. The maxima x1 < x2 < · · · < xl then occur with period p ≈ 2π/d.

Suppose that cos(dxk) = γ and then sin(dxk) = ±
√

1− γ2. It is clear for a maximum that

g(x) > 0 and so if β > 0 we would require that cos(dxk) > 0 and sin(dxk) > 0. If instead,

β < 0, then we require cos(dxk) < 0 and sin(dxk) < 0. We can write this compactly using

(5.19) g(xk) =
2|β|
n+ 1

[
(n− d+ 1)γ +

√
1− γ2 cotxk

]
.

cotx is decreasing and so g(xk) ≥ g(xk+1). Since f is decreasing it follows that the maxima

are all decreasing. The minima are treated in a similar way. Suppose y1 < y2 < · · · < yl

are the minima occurring with period p ≈ 2π/d. We now want g(x) < 0, this amounts to a

minus sign in (5.19). We obtain that g(yk) ≤ g(yk+1). Again since f is decreasing it follows

that the minima are also decreasing. This implies that the extremum are ordered and we can

conclude that the global maximum occurs near x = 0 and is the first maxima and the global

minimum occurs near x = π and is the last minima. The case when α < 0 is analogous,

with maxima and minima reversed.

Converting back to original notation, we can now find an envelope. We can also conclude

from this analysis that g(xk) extremum is roughly when γ = 1 (since equality only holds in

this case). This allows us to approximate the extremum of this function

(5.20) Ẽ(m) = 1 + 2α cos

(
mπ

n+ 1

)
± 2β(n− d+ 1)

n+ 1
.



116

An envelope for λB,m is given by

(5.21) E(m) = 1 + 2α cos

(
mπ

n+ 1

)
± 2β.

Using the envelope (5.21) or the approximation for extremum (5.20), we obtain a first order

bound of ωopt given by

(5.22)
1

1 + κ|β|
≤ ωopt ≤ min

(
2

1 + 2|α|+ 2κ|β|
,

1

1− κ|β|

)
,

where κ = 1 if we use (5.21) and κ =
(
n−d+1
n+1

)
with (5.20).

Furthermore, we can approximate ωopt using the above properties and noting that

max(λB,m) = max

{
1 + 2|α| cos

(
π

n+ 1

)
+(5.23a)

2β

n+ 1

[
(n− d+ 1) cos

(
dπ

n+ 1

)
+ sin

(
dπ

n+ 1

)
cot

(
π

n+ 1

)]
,

1 + 2|α| cos

[
[1 +H(β)]π

d

]
+

2|β|(n− d+ 1)

n+ 1

}
(5.23b)

min(λB,m) = min

{
1− 2|α| cos

(
π

n+ 1

)
+(5.23c)

2β

n+ 1

[
(n− d+ 1) cos

(
dπ

n+ 1

)
+ sin

(
dπ

n+ 1

)
cot

(
π

n+ 1

)]
,

1− 2|α| cos

[
[2−H(β)]π

d

]
− 2|β|(n− d+ 1)

n+ 1

}
.(5.23d)

ωopt is then given by (5.4), simulations show good agreement between the approximation

and numerics.
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5.4.2. Convergence rate analysis

We begin with the relations λmax = 1− νmin and λmin = 1− νmax,

ωopt =
2

λmax + λmin
=

2

2− (νmax + νmin)
, ρ =

λmax − λmin
λmax + λmin

=
νmax − νmin

2− (νmax + νmin)
.

In the case where d = 2k + 1 we immediately have

ρ2k+1 = νmax = 1− λmin.

Lets consider two cases: β > 0 and β < 0 with limiting cases for d (i.e. d = O(1) and

d→ n). If β > 0, then using (5.23), we see that for d = O(1) we have

ρ2k+1 =


2(|α|+ β) if d = O(1)

2|α| if d = O(n),

(5.24a)

ρ2k =


|α|[1+cos(πd )]+2β

1+|α|[1−cos(πd )]
if d = O(1)

2|α| if d = O(n).

(5.24b)

We conclude that ρ2k ≤ ρ2k+1 with ρ2k ↑ ρ2k+1 as d→ n. Suppose now that β < 0, then

ρ2k+1 =


2|α| cos

(
π
d

)
+ 2|β| if d = O(1)

2|α| if d = O(n),

(5.25a)

ρ2k =


|α|[1+cos(πd )]+2|β|

1−|α|[1−cos(πd )]
if d = O(1)

2|α| if d = O(n).

(5.25b)

It can be shown that ρ2k ≥ ρ2k+1 with ρ2k+1 ↑ ρ2k as d→ n (see appendix).
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These relations have interesting practical consequences, particularly in physical problems

where domains are discretized. Changing the distance between grid points shifts the nonzero

element to a different diagonal. We can then improve the rate of convergence by choosing

our grid size in a clever way.

5.4.3. Impact of RHS on ωopt

The numerical sections illustrate an obvious shortcoming of this result. Though we have

proven that ωopt = 1 is the best worst-case choice, numerical simulations indicate that this

worst-case scenario is difficult to realize in a practical setting. In this section we illustrate

the cause.

Let x∗ be the solution to Ax = b. Then inserting this into (5.2) we obtain

(5.26) e(m+1) = (I−M−1A)e(m).

Define the residual r(m) ≡ b−Ax(m), then manipulation (5.2) gives

e(m+1) − e(m) = ωM−1r(m).

Replacing e(m+1) using (5.26), we arrive at

(5.27) r(m) = Ae(m).

A standard practice with Jacobi is to exit when the norm of the residual ‖r(n)‖ < ε where ε

is some arbitrary cutoff criterion. The representation (5.27) is useful when we represent the

error e(m) using the eigenvectors of M−1A. Letting (λi,yi) be a eigenvalue/vector pair, we
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write

(5.28) e(m) =
n∑
i=1

c
(m)
i yi.

Taking a norm of (5.27), we obtain the following

‖r(m)‖ ≤ ‖M‖‖e(0)‖
n∑
i=1

|c(0)
i λi(1− λi)m|.

Let j be the index which satisfies |c(0)
j λj(1− λj)m| > |c(0)

i λi(1− λi)m|. Then we can remove

the summation and obtain

(5.29) ‖r(n)‖ ≤ n‖M‖‖e(0)‖|c(0)
j λj(1− λj)m|.

It is illuminating to see the relation between the term c
(0)
j λj and b. Suppose our initial guess

is x(0) ≡ 0 then e(0) = −x∗. Furthermore, M−1Ax∗ = M−1b = b̃. Using the expansion

(5.28), we see that the coefficients must satisfy λic
(0)
i + b̃i = 0. Thus, we see that the

right-hand side directly influences the nature of the exit criterion.

From this analysis, it is obvious that ωopt = 1 will perform better only in particular cases

where b has nonzero coefficient in the eigenvector expansion with eigenvalue λi being the

largest in magnitude for the function |1− λ|.

5.5. Numerical Simulations and Applications

5.5.1. Toeplitz Matrices

In this section, we consider some numerical simulations comparing the asymptotic approxi-

mation of ωopt to the numerically obtained optimal ω from computing the eigenvalues for the

matrix. We analyze the matrix B, defined in section 5.4.1 for different values of α, β, d, n.
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We can see from figure 5.1 that the approximation is in good agreement with the numerics.

We also note the convergence of ωopt → 1 in all cases as was expected from theorem 5.3.2 or

inferred from letting n, d→∞ in (5.23).
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Figure 5.1. Numerical approximation of the eigenvalues are compared to the
asymptotic approximation from section 5.4. We see good agreement for a
range of values for α and β.

5.5.2. Practical Application: Reduction in computation time

The analysis in section 5.4.2 showed that the convergence rates are sensitive to the sign of the

d-diagonal element (β) and d. In this section, we numerically investigate the consequence of
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this by changing the diagonal and averaging over 50 different RHS. The details are in figure

5.2.
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Figure 5.2. The above curves are found by averaging over 50 different right-
hand sides in the linear equation Ax = b.

5.6. Conclusion

We have extended the theory regarding convergence properties of Jacobi. We demon-

strated that the optimal Jacobi parameter is ω = 1 for matrices having nonzero elements only

on the main diagonal and odd diagonals. Additionally, we have shown that as n, d→∞ for

matrices of size n and nonzero diagonal d, the Jacobi parameter asymptotically approaches

ω = 1.
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Practical applications of these results include solving large sparse matrices such as those

arising from physical systems. By changing the grid size, large reductions in the number of

iterations required can be achieved.
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CHAPTER 6

Conclusion

We have used the TDGL equations to gain insight into the mechanisms of dissipation in

Type-II superconductors. In chapter 2, we analytically demonstrated the advent of phase

slips in weak-linked 1D superconductors by extracting a coupled system of ODEs from the

TDGL. This allowed us to understand the dynamics of weak-link phase slips which were

previously only studied experimentally and numerically. We moved on to 2D superconductors

in chapter 3 where we investigated the effects of an external magnetic field and current in

parallel. A critical curve separating the superconductor from vortex (resistive) state was

calculated from analytical methods and compared to simulations.

For general 2D and 3D superconductors we looked to optimize the pinning geometry so

as to maximize the critical current. We numerically simulated the TDGL and discovered

the optimal pinning radius and density for spherical and columnar inclusions. We also

determined that for non-rotating fields (say fixed in the z direction), columnar effects were

the most effective pinning centers.

In the final chapter we investigated the numerical solver of the TDGL itself. What

originally began as a numerical investigation of determining the optimal weighting parameter

for Jacobi became a theoretical investigation which uncovered general conditions under which

the parameter can be found exactly. We also determined the limiting behavior of this

parameter for large matrices and obtained asymptotic estimates when we were close to

satisfying these conditions. Theoretical investigations of weighted Jacobi has been sparse
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since it appeared over 150 years ago. With the prevalence of parallel computing and its

reduction in computation time, ease of parallel methods (e.g. Weighted Jacobi) have gained

new ground, making finding the optimal parameter particularly useful. Future work involves

generalizing the results to non-hermitian (complex eigenvalue) matrices.
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[36] P. Scherpelz, K. Padavić, A. Rançon, A. Glatz, I. S. Aranson, and K. Levin, “Phase im-
printing in equilibrating fermi gases: The transience of vortex rings and other defects,”
Phys. Rev. Lett., vol. 113, p. 125301, Sep 2014.



128

[37] P. Scherpelz, K. Padavić, A. Murray, A. Glatz, I. S. Aranson, and K. Levin, “Generic
equilibration dynamics of planar defects in trapped atomic superfluids,” Phys. Rev. A,
vol. 91, p. 033621, Mar 2015.

[38] K. Wright, R. Blakestad, C. Lobb, W. Phillips, and G. Campbell, “Driving phase slips
in a superfluid atom circuit with a rotating weak link,” Physical review letters, vol. 110,
no. 2, p. 025302, 2013.

[39] W. J. Skocpol, M. R. Beasley, and M. Tinkham, “Phase-slip centers and nonequilibrium
processes in superconducting tin microbridges,” Journal of Low Temperature Physics,
vol. 16, no. 1, pp. 145–167, 1974.

[40] J. D. Meyer, “Voltage steps in the u(t)-transition curves and in the u(i)-characteristic
curves of current-carrying whiskers of tin,” Applied physics, vol. 2, no. 6, pp. 303–320,
1973.

[41] L. Kramer and A. Baratoff, “Lossless and dissipative current-carrying states in quasi-
one-dimensional superconductors,” Phys. Rev. Lett., vol. 38, pp. 518–521, Feb 1977.

[42] W. A. Little, “Decay of persistent currents in small superconductors,” Phys. Rev.,
vol. 156, pp. 396–403, Apr 1967.

[43] L. Kramer and R. Rangel, “Structure and properties of the dissipative phase-slip state
in narrow superconducting filaments with and without inhomogeneities,” Journal of
low temperature physics, vol. 57, no. 3-4, pp. 391–414, 1984.

[44] R. Rangel and L. Kramer, “Theory of periodically driven, current-carrying supercon-
ducting filaments. ii. stability limits of the homogeneous state. periodic and chaotic
phase-slip states,” Journal of low temperature physics, vol. 74, no. 3-4, pp. 163–183,
1989.

[45] A. Weber and L. Kramer, “Dissipative states in a current-carrying superconducting
film,” Journal of low temperature physics, vol. 84, no. 5-6, pp. 289–299, 1991.

[46] I. Aranson and V. Vinokur, “Surface instabilities and vortex transport in current-
carrying superconductors,” Physical Review B, vol. 57, no. 5, p. 3073, 1998.

[47] Y. N. Ovchinnikov and A. Varlamov, “Phase slips in a current-biased narrow super-
conducting strip,” Phys. Rev. B, vol. 91, no. 1, p. 014514, 2015.

[48] J. S. Langer and V. Ambegaokar, “Intrinsic resistive transition in narrow supercon-
ducting channels,” Phys. Rev., vol. 164, pp. 498–510, Dec 1967.



129

[49] B. Ivlev and N. Kopnin, “Electric currents and resistive states in thin superconduc-
tors,” Advances in Physics, vol. 33, no. 1, pp. 47–114, 1984.

[50] R. Van Dover, A. De Lozanne, and M. Beasley, “Superconductor-normal-
superconductor microbridges: Fabrication, electrical behavior, and modeling,” J. Appl.
Phys., vol. 52, no. 12, pp. 7327–7343, 1981.

[51] V. V. Baranov, A. G. Balanov, and V. V. Kabanov, “Current-voltage characteristic
of narrow superconducting wires: Bifurcation phenomena,” Phys. Rev. B, vol. 84,
p. 094527, Sep 2011.

[52] V. V. Baranov, A. G. Balanov, and V. V. Kabanov, “Dynamics of resistive state in
thin superconducting channels,” Phys. Rev. B, vol. 87, p. 174516, May 2013.
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APPENDIX A

Properties of Superconductors

A.1. Derivation of the second London equation

The kinetic energy density is given by

WK =
1

2
msv

2
s =

nsmv
2
s

2
=

mj2
s

2nse2
=

1

2
Λj2

s .

If we use Maxwell’s equation (1.1b) for the current density we obtain

WK =
cΛ

32π2
(∇×H )2 =

λ2

8π
(∇×H )2,

where we have defined

(A.1) λ =

√
mc2

4πnse2
,

this is the London (magnetic) penetration depth described earlier (the factor 8π was removed

to coincide with the magnetic energy density of the superconductor H2/8π).

Now we are in a position to obtain the total (Helmholtz) free energy by summing the

kinetic and magnetic energy. This leads to

(A.2) FsH [H ] = Fs0 +
1

8π

∫
[H 2 + λ2(∇×H )2] dV.
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This is a variational problem where we wish to find the H , which minimizes the function.

Consider the more general variational problem

(A.3) F [y ] =

∫
f(y ,∇× y) dV

where y = y0 along the surface. Suppose y = ỹ+εz where ỹ minimizes the functional, ε� 1.

It follows z |∂V = 0 by noting that y |∂V = ỹ∂V . Also note that defining G(ε) := F [y0 + εη]

we see that G(0) is a minimum and so a necessary condition is G′(0) = 0. Plugging this into

(A.3) and expanding in small ε we have

G′(0) = 0 =

∫
[f y · z + f ∇×y · (∇× z )] dV.

Noting the identity ∇ · (a× b) = b · (∇× a)− a · (∇× b), we obtain

0 =

∫
[f y · z +∇ · (f∇×y × z ) + (∇× f∇×y) · z ] dV

=

∫
[(f y +∇× f∇×y) · z ] dV +

∫
∂V

(f∇×y × z ) dS .

The surface integral is zero since z = 0 along the boundary. The first term is 0 only if the

term in parenthesis is identically 0 which leads to an Euler-Lagrange equation:

(A.4) f y +∇× f∇×y = 0.
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A.2. Derivation of Generalized London and quantized magnetic flux

Rewriting (1.1c) in terms of potentials, we have

F = q

[
−∇V − ∂A

∂t
+ v × (∇×A)

]
= q

[
−∇V +∇(v ·A)− (v · ∇)A− dA

dt
+ (v · ∇)A

]
= q

[
−∇V +∇(v ·A)− dA

dt

]
= q

[
∇(v ·A− V )− dA

dt

]
= q

[
∇(v ·A− V )− d

dt
∇v (v ·A− V )

]
.

Finally, we recall the basic E-L equation

d

dt
∇vL −∇xL = 0,

where L = T − U where U is the potential and T the kinetic energy. Inserting this into the

above gives

F =
d

dt
∇vU −∇xU,

from which we can now read off our generalized potential U = q(V −v ·A). For consistency,

we rescale A→ 1
c
A. The Lagrangian is then

(A.5) L =
1

2
mv2 − qV +

q

c
(v ·A).
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APPENDIX B

Phase slip appendix

B.1. No voltage in the superconducting state

We begin by multiplying (1.20a) by Ψ∗ and we differentiate (1.20b) with respect to x.

This gives

u(i|Ψ|2µ+ Ψ∗Ψt) = Ψ∗Ψxx + [ν(x)− |Ψ|2]|Ψ|2(B.1)

0 = =(Ψ∗Ψxx)− µxx.(B.2)

Taking the imaginary part of (B.1) and substituting this result into (B.2), we obtain

(B.3) µxx − u|Ψ|2µ = u=(Ψ∗Ψt).

Far from the inclusion, all the applied current is supercurrent and so if L � r, we expect

j0 = =(Ψ∗Ψxx)|x=±L, which implies that µx(±L) = 0. Multiplying (B.3) by µ and integrating

over the domain gives

∫ L

−L

(
µ2
x + u|Ψ|2µ2

)
dx = µµx

∣∣∣∣L
−L

+ u

∫ L

−L
=(Ψ∗Ψt) dx.

Noting the boundary conditions for µ and the fact that Ψt = 0 (stationary state), we see

that µ ≡ 0.
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B.2. Critical current calculation

We separate (2.5) by region (superconducting vs. normal metal) and then take the first

integral to obtain the equations

ES = F 2
x + F 2 + j2

0F
−2 − 1

2
F 4, x 6∈ I(B.4)

EI = F 2
x − CF 2 + j2

0F
−2 − 1

2
F 4, x ∈ I.(B.5)

Now, far from the inclusion (near the boundary of the superconductor), F → F∞ a

constant. Assuming the relevant approximation that j0 � 1, we see that F 2
∞ ≈ 1 − j2

0 .

Inserting this into (B.4), implies that ES ≈ 1
2

+ j2
0 . We now use the large C approximation

that C � j2
0F
−4. Proceeding, we obtain

FI(x) = K1e
(|x|−r)

√
C ,

where we have introduced the radius r of the inclusion. Solving the outer region at first

order is given by

FS(x) = tanh

(
|x| −K2√

2

)
.

The two constants are determined by the continuity conditions at the boundary of the

inclusion. By symmetry, we may analyze just one side of the boundary, then our conditions

are

K1 = tanh

(
r −K2√

2

)
(B.6)

K1 =
1√
2C

sech2

(
r −K2√

2

)
.(B.7)
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Solving for K1 and K2, we obtain

K1 =
1√
2C

+O

(
1

C

)
(B.8)

K2 = r − 1√
C

+O

(
1

C

)
.(B.9)

Note the identity ES − EI = (1 + C)F 2(r) ≥ 0. This implies that

EI ≈ j2
0 −

1

2C
� 1.

Motivated by this, we assume that EI is a small parameter. At first order then EI = 0 and

looking at x = 0 we see that

EI = 0 = −CF 2(0) + j2
0F
−2(0)− 1

4
F 4(0),

where the derivative has vanished by symmetry. Since F is small in the inclusion, the last

term can be neglected and we are left with j0 ≈
√
CF 2(0). This leads to eq. (2.6).

B.3. Saddle-node bifurcation analysis

We show that jc ∝ F 2(0) is a necessary condition for a saddle-node bifurcation to occur.

Consider (2.5) at x = 0 as an algebraic equation and defining F0 ≡ F (0), we obtain

(B.10) F 6
0 + CF 4

0 − Fxx(0)F 3
0 + j2

0 = 0.

If j0 = jc is a saddle-node bifurcation, then two solutions to this equation merge and so the

derivative with respect to j0 approaches infinity as j0 → jc. Differentiating (B.10), we obtain

[
6F 5

0 + 4CF 3
0 − 3Fxx(0)F 2

0

] dF0

dj0

− F 3
0

dFxx(0)

dj0

+ 2j0 = 0.
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Now we have two derivatives which diverge as j0 → jc, we can balance in three ways.

Suppose first that dFxx(0)/dj0 � dF0/dj0, then we require F0 = 0, which leads to jc = 0.

Alternatively, we can require dFxx(0)/dj0 = O(dF0/dj0) or dFxx(0)/dj0 � dF0/dj0. Both

lead to the same requirement with the difference being a numerical constant.

Suppose then that dFxx(0)/dj0 = βdF0/dj0, when jc − j0 � jc. At first order then, we

require

F 2
0 [6F 3

0 + (4C − β)F0 − 3Fxx(0)] = 0.

The nontrivial result is then

Fxx(0) =
1

3
F0[(4C − β) + 6F 2

0 ].

Plugging this into (B.10), we obtain

j2
0 =

1

3
F 4

0 [(C − β) + 3F 2
0 ].

Thus, we see that if a SN bifurcation occurs, the location of the critical current jc ∝ F 2
0 for

F0 � 1, in agreement with the asymptotic calculation in appendix B.2.

B.4. Numerical analysis of jc

To analyze the error associated with calculating jc numerically, we took L = 20 and

varied ∆x. The results are shown in figure B.1. Assuming the error is linear, we extrapolate

the critical current to be jc ≈ 0.06366, which is in excellent agreement with the linear system

solved using NAG. For fixed ∆x = 0.05, we measured the sensitivity of L on jc and found

no significant change for L� r (typically L > 5r was sufficient).
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∆ x
0 0.02 0.04 0.06 0.08 0.1

j c

0.063

0.064

0.065

0.066

0.067

0.068

0.069

0.070

0.071

Figure B.1. Convergence of jc as a function of ∆x. As ∆x→ 0, jc approaches
the true value. Dynamic simulations took place with ∆x = 0.05.

B.5. Weakly nonlinear calculation

To obtain the weakly nonlinear system, we analyze near j0 = jc + ε where |ε| � 1.

Linearizing about the base state near ε = 0 with Ψ = (R + η)eiφ. From before, we saw

that ε = 0 leads to a degenerate zero eigenvalue implying that the linearized system has

a generalized eigenvector solution where Lη1 = 0 and Lη2 = η1. We use Ansatz η =

Aδη1 + δ2B(η2 + z) + δ3ζ where ηk =

Uk
Vk

 and ε = αδ2. Inserting this into (2.2a)–(2.2c)

with the aid of mathematica and obtain at first order the ODE for A

Lz = uη1∂τA− η1B− −A2
[
R(3U2

1 + V 2
1 ) + uV1

∫ x
−L/2(R

′V1 −RV ′1 − 2Rφ′U1) ds
]

−A2
[
uU1

∫ x
−L/2RV

′
1 −R′V1 + 2Rφ′U1 ds+R

(
2U1V1 + u

∫ x
−L/2{φ

′(U2
1 + V 2

1 ) + U1V
′
1 − U ′1V1} ds

)]
 .
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At next order, we obtain the ODE for B (where we have already projected onto the eigen-

vector)

u∂τB〈U †1 , U2〉 =
〈
U †1 , A

3

{
uV1

∫ x

−L/2
[φ′(U2

1 + V 2
1 ) + U1V

′
1 − U ′1V1] ds− U3

1 − U1V
2

1

}
− 2KRφ′+

AB

[
uV2

∫ x

−L/2
(2Rφ′U1 +RV ′1 −R′V1) ds−

uV1

∫ x

−L/2
(2Rφ′U2 +RV ′2 −R′V2) ds− 2R(3U1U2 + V1V2)

]〉

u∂τB〈V †1 , V2〉 =
〈
V †1 ,−A

3

{
U2

1V1 + V 3
1 + uU1

∫ x

−L/2
[φ′(U2

1 + V 2
1 ) + U1V

′
1 − U ′1V1] ds

}
−

AB

{
U2

[
2RV1 + u

∫ x

−L/2
(RV ′2 −R′V2 + 2Rφ′U2) ds

]
+

U1

[
2RV2 + u

∫ x

−L/2
(RV ′2 −R′V2 + 2Rφ′U2) ds

]
+

uR

∫ x

−L/2
[U2V

′
1 − V2U

′
1 + U1V

′
2 − V1U

′
2 + 2φ′(U1U2 + V1V2)] ds

}

+K

(
2R′ − uR

∫ x

−L/2
R2 ds

)
+ uαxR

〉
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APPENDIX C

Superconductor Analysis

C.1. Global instability

We consider an infinite homogenous superconductor subject to an electric current with no

external magnetic field. Without a magnetic field, we can without loss assume the current

is in the +x direction and by symmetry all variations occur only along the x direction.

Substitution of (1.20a)-(1.20b) with Ψ = Reiφ yields the requirement,

R2 = 1− ϕ2
x.

We seek homogenous solutions and so this requires φx = k, a constant. It follows that

φ = kx, R =
√

1− k2 and j0 = k(1− k2).

To analyze the stability of this solution, we perturb by inserting Ψ = (R + η)eikx into

(1.20a) which gives,

uηt = η′′ + 2ikη′ − (1− k2)(η + η∗).

Letting η = (A+ iB)eiqx+ωt, we obtain the coupled problem (redefining B → iB)uω + q2 + 2(1− k2) 2kq

2kq uω + q2


A
B

 =

0

0

 .
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This has nontrivial solutions only when the determinant is zero. Setting it to zero, we obtain

an implicit relation for ω(q) by

(uω + q2 + 2[1− k2])(uω + q2)− 4k2q2 = 0.

We are interested in when ω(q) > 0. For q � 1 we expand in large q and obtain ω(q) =

−q2/u < 0 and so high frequency numbers are damped out the fastest. We observe next

that with q = 0 we obtain a negative root and ω = 0. Expanding in small q we have at next

order that

ω(q) = −q
2(1− 3k2)

u(1− k2)
.

For this mode to be stable for all q → 0 we require that 1 − 3k2 > 0. This defines our

kc = 1/
√

3 which implies the depairing current jc = 2/
√

27 ≈ 0.3849.


	ABSTRACT
	Acknowledgments
	List of Tables
	List of Figures
	Chapter 1. Introduction
	1.1. A brief history of superconductivity
	1.2. Weak-Link Superconductors: Josephson Junctions and Dayem Bridges
	1.3. Magnetic properties of superconductors
	1.4. Thermodynamics of superconductors
	1.5. Entropy of a superconductor
	1.6. London Theory
	1.6.1. London equations
	1.6.2. Generalized London equation and magnetic flux

	1.7. Ginzburg-Landau Theory
	1.7.1. The free energy and the GL equation
	1.7.2. Time-Dependent Ginzburg-Landau equation

	1.8. Dissipative States in Type-II Superconductors
	1.8.1. Phase Slips in 1D Superconductors
	1.8.2. Magnetic Vortices in 2D and 3D Superconductors
	1.8.3. Numerical Solutions of the TDGL

	Chapter 2. Phase slip centers in quasi-1D superconductors
	2.1. Introduction
	2.2. Governing equations
	2.3. The stationary case j0 < jc
	2.3.1. Large C approximation
	2.3.2. Multiple inclusions
	2.3.3. Linear stability analysis of the stationary state

	2.4. Analysis of time-periodic solutions for j0 > jc
	2.5. Weakly nonlinear analysis
	2.6. Dynamical System Analysis
	2.6.1. Fixed points and stability

	2.7. Full Dynamical System
	2.7.1. Analysis
	2.7.2. Phase Diagram

	2.8. Discussion
	2.8.1. Sensitivity to temperature
	2.8.2. Effect of parameter u
	2.8.3. Physical quantities in simplified system

	2.9. Conclusion
	Chapter 3. Onset of vortices in thin superconducting strips
	3.1. Preliminaries and governing equations
	3.2. Analysis
	3.2.1. Linear stability
	3.2.2. Small q analysis
	3.2.3. Conclusion

	Chapter 4. Optimization
	4.1. Introduction
	4.2. Optimization methods and problem formulation
	4.2.1. Particle swarm optimization
	4.2.2. Pattern search
	4.2.3. Adaptive pattern search
	4.2.4. Nelder-Mead method

	4.3. Testing on benchmark functions
	4.3.1. Sphere function.
	4.3.2. Rosenbrock function.
	4.3.3. Rastrigin function.

	4.4. Model of superconductor
	4.5. Optimization of critical current
	4.6. Results
	4.7. Conclusions


	Chapter 5. Analytical results of Weighted Jacobi
	5.1. Introduction
	5.2. Optimal Parameter for a Tridiagonal Matrix
	5.2.1. Properties of a Jacobi Iteration Matrix
	5.2.2. Properties of Toeplitz Fn

	5.3. Optimal parameter for more general matrices
	5.3.1. Tridiagonal Matrix with an additional non-zero diagonal
	5.3.2. Optimal Parameter for a Symmetric Toeplitz Matrix with two additional non-zero diagonals

	5.4. Asymptotic approximations
	5.4.1. Approximation of opt
	5.4.2. Convergence rate analysis
	5.4.3. Impact of RHS on opt

	5.5. Numerical Simulations and Applications
	5.5.1. Toeplitz Matrices
	5.5.2. Practical Application: Reduction in computation time

	5.6. Conclusion

	Chapter 6. Conclusion
	References
	Appendix A. Properties of Superconductors
	A.1. Derivation of the second London equation
	A.2. Derivation of Generalized London and quantized magnetic flux
	Appendix B. Phase slip appendix
	B.1. No voltage in the superconducting state
	B.2. Critical current calculation
	B.3. Saddle-node bifurcation analysis
	B.4. Numerical analysis of jc
	B.5. Weakly nonlinear calculation
	Appendix C. Superconductor Analysis
	C.1. Global instability







