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ABSTRACT 

Spin-orbit coupling (SOC) underlies myriad phenomena in chemistry and physics. 

Arbitrary manipulation of spin-orbit coupling would enable precise control over such parameters 

as magnetic anisotropy, the sensitivity of quantum sensors, and even the selectivity of certain 

catalytic processes. Herein, I describe my efforts directed towards utilizing SOC as a handle to 

tune the properties of both molecular magnets as well as both molecular and solid-state defect-

based quantum bits. Chapter one provides a discussion of how SOC might be manipulated and a 

summary of our approach towards tuning it. Chapter two discusses an early success in enhancing 

magnetic anisotropy in a heterobimetallic molecular complex. Chapter three and four describe 

some insights that we gained throughout our study of transition metal-main group 

heterobimetallics featuring direct bonds between transition metals and main group metals.  

Chapters five and six describe my efforts to understand the role of spin-orbit coupling both 

in molecular and solid-state quantum bits. Chapter five details my early exploration of the 

coherence properties of two octacyanometallate ions with successively higher spin-orbit coupling 

constants. Chapter six describes my work in examining the relationship between specific phonon 

modes and the coherence properties of oxygen-deficient double perovskites.  
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The phenomenon of spin-orbit coupling 

As unpaired electrons orbit the nucleus, they generate orbital angular momentum. This 

orbital moment, L, couples with the spin moment, S, intrinsic to the electron. This interaction, 

termed the spin-orbit interaction, is responsible for myriad processes which are becoming 

increasingly important in both applied and fundamental chemistry and physics.1 Permanent 

magnetism,2 quantum coherence,3 non-trivial topology,4 intersystem crossing,5 and even catalytic 

selectivity6 are all determined at least in part by the strength of spin-orbit coupling. Thus, finding 

new ways to arbitrarily manipulate the spin-orbit coupling of paramagnetic transition metal species 

presents an extremely important research question. My focus has been on manipulating the 

properties of magnetic transition metal complexes and materials for use in permanent magnetism 

and as quantum bits through manipulating the degree of spin-orbit coupling which they experience.  

When a spin-bearing ion experiences a ligand field – which is almost always the case 

outside of extreme laboratory conditions7 or in interstellar space – the orbitals split in energy. The 

difference in the ways the orbitals interact with the ligands results in the canonical crystal field 

splitting in transition metal complexes. A further consequence of this interaction is that the 

degeneracy of the spin-bearing orbitals is broken, which causes the orbital moment to become 

quenched. Recently, chemists have discovered that engineering near degeneracy between orbitals 

related by the Lz operator can unquench orbital angular momentum enough to manifest in slow 

magnetic relaxation and even magnetic hysteresis.8 Such systems with these engineered 

degeneracies have become well studied in recent years.9 Our approach to controlling the magnetic 

properties attempts to circumvent the precise ligand field engineering required in this approach by 

utilizing a completely different paradigm. Crucial to our approach is the fact that SOC 

approximately scales with the square of the effective nuclear charge, Zeff
2.10 Therefore, heavier 
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elements on the periodic table have much higher spin-orbit coupling constants than lighter 

elements. Thus, we hypothesize that a system wherein we have successfully reconstituted a spin-

orbit coupled system will result in high magnetic anisotropy. This proxy for spin-orbit coupling is, 

conveniently, easy to measure using routine electron paramagnetic resonance spectroscopy and 

SQUID magnetometry, and therefore the synthesis of magnetically anisotropic complexes is where 

we started our study of spin-orbit coupling transfer.  

Harnessing spin-orbit coupling to create magnetically anisotropic compounds 

One area in which we seek to utilize spin-orbit coupling is in the creation of magnetically 

anisotropic systems. We theorize that by separating the two components of magnetism between 

two atomic sites – one site to supply the spin moment, and another to supply a high degree of spin-

orbit coupling to the system – we can reconstitute a spin-orbit coupled system. As unquenched 

spin-orbit coupling is crucial in generating high magnetic anisotropy, we anticipated being able to 

see such transferral of spin-orbit coupling in the magnetic data we collected. We utilized 

heterobimetallic molecular complexes to study this phenomenon because they allow us to 

independently tune each of these two components of spin-orbit coupling. Herein, we supply the 

spin moment using high-spin first row transition metals and we supply the orbital moment to the 

system by introducing extremely heavy elements with high spin-orbit coupling constants into 

proximity with the electronic spin.  

Transition metals are ideal species to test these hypotheses because they supply almost no 

intrinsic orbital moment to the system. In transition metals, the unpaired electrons which generate 

spin-orbit coupling are housed in the d-orbitals which interact strongly with the ligand field 

causing them to split in energy. This non-degeneracy between the d-orbitals effectively quenches 

the orbital moment in transition metal complexes. This allows us to separately supply a purely 
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spin-based moment from an orbitally quenched transition ion and a pure orbital moment from a 

heavy diamagnetic metal center.  

Spin-orbit coupling as a design parameter in quantum information 

Quantum information science (QIS) is a broad term which has come to dominate many 

sectors of chemistry and physics. It is an attempt to aggregate and unify the fields which utilize 

the quantum properties of matter to perform measurements or operations. Such fields as quantum 

computation, quantum sensing, quantum metrology, and quantum communication all fall under 

this umbrella term which has come to dominate the modern scientific literature.11 All these fields 

rely upon the smallest unit of quantum information, the quantum bit. In analogy to classical bits, 

which process information by switching between on and off states (0 and 1, true or false, dead or 

alive, etc.), quantum bits, or qubits, process information fundamentally differently: by utilizing 

arbitrary superpositions of on and off states. In these systems the stability of the superposition is a 

primary design feature.12 In systems for quantum computation, for example, quantum bits should 

have long, stable superpositions so that they do not decohere during gate operations. Over the 

years, scientists have discovered that insulating the spin from sources of magnetic noise such as 

other oscillating electronic or nuclear spins can result in extremely long coherence times. In 

sensing applications, however, such quantum bits are less useful because of the insulation which 

makes them good bits for quantum computation makes them much less useful as sensors. 

Therefore, the ability to tune the lifetimes of quantum bits is extremely important for tailoring 

them for specific applications. Spin-orbit coupling is an important contributor to the coherence 

time of quantum bits. As the spin-orbit coupling is increased, the spin interacts more strongly with 

its ligand field and therefore more strongly experiences the phonon bath of the matrix within which 
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it resides.13 Furthermore, increases in spin-orbit coupling cause the g-value to deviate from g = 2, 

which can result in increased sensitivity of the superposition to external interference.  

In the following chapters, I present five studies united by their focus on manipulating and 

measuring the phenomenon of spin-orbit coupling. Throughout, we discover that the nature of the 

interaction between different metals and the relationship between the spin center and its 

environment are extremely important in the manifestation of spin-orbit coupling in the magnetic 

and coherence properties of paramagnetic species.  
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Chapter Two: Enhancement of magnetic anisotropy in a Mn–Bi heterobimetallic complex 

 

Reprinted with permission from: 

Pearson, T. J.; Fataftah, M. S.; Freedman, D. E. Chemical Communications 2016, 52, 11394-
11397. 

Copyright 2016 Royal Society of Chemistry 
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Introduction: 

Spin-orbit coupling underlies a plethora of emergent phenomena in materials ranging from 

permanent magnets to exotic materials such as topological insulators.1 Spin-orbit coupling, which 

scales as Zeff
4, arises from the interaction of the two components of a magnetic moment: the spin 

moment S, and the orbital moment, L. Typically, the spin moment and the orbital moment originate 

from the same atom, as observed in lanthanides, which possess a fully spin-orbit coupled ground 

state. Intriguingly, in a select number of systems, heavy diamagnetic atoms bound to spin centres 

enhance the observed magnetic anisotropy of the electronic ground state of the system. 

Spectroscopically, this phenomenon manifests in certain excited state dynamics by enhancing the 

rate of spin-forbidden processes. This well-characterised behaviour is known as the heavy atom 

effect.2 Within the realm of magnetic molecular species, interactions between spin-based magnetic 

moments and external sources of orbital angular 

momentum are largely confined to heavy halide 

species. From a combination of magnetometry, 

electron paramagnetic resonance (EPR) 

spectroscopy, and theoretical investigations, the 

halide’s orbital contribution is well established.3 The 

aggregate of these studies suggests that the 

interaction of heavy main group elements with 

paramagnetic transition metals is a viable approach 

towards engendering magnetic anisotropy in 

transition metal complexes. Indeed, this design 

principle may prove crucial in constructing the next 

 

Figure 2.1. (a) The molecular structure of 2 
as determined via single crystal X-ray 
diffraction. The dashed line highlights the 
metal-metal interaction of interest. Pink, 
purple, red, blue and grey spheres represent 
Mn, Bi, O, N, and C atoms respectively. 
Yellow and green spheres represent the 
sulfur and fluorine atoms of the triflate 
anions. Hydrogen atoms have been omitted 
for clarity. (b) Close-up view of the Mn2+(μ-
O3)Bi3+ interaction of interest as well as a 
qualitative diagram of the d-orbital 
splitting.  
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generation of permanent magnetic solid-state materials. Halides, however, are inherently limited 

in their potential for covalent interactions, thus limiting their contributions to the anisotropy of the 

electronic ground state. Expanding our synthetic repertoire from halides to other main group 

elements necessitates a fundamental study of the nature of the magnetic interactions between main 

group elements and transition metals. Herein, we report the synthesis, structure, and magnetic 

characterisation of a Mn2+-Bi3+ heterobimetallic complex (Figure 2.1) which features a single, 

isolated Mn···Bi interaction at a distance of 3.2163(5) Å, the closest yet reported for a 

paramagnetic heterodinuclear molecular species. Within this complex the heavy main group 

element bismuth interacts with a spin-bearing 6A manganese centre. This complex constitutes an 

initial step towards understanding the magnetic interaction of bismuth with transition metals.  

An investigation of the impact of an orbital angular momentum-bearing diamagnetic 

element on a spin centre necessitates judicious selection of the proper spin carrier. The confluence 

of a high spin state, well suited to magnetic measurement, and an isotropic ground state 

recommend Mn2+
 as the ideal candidate.4 Here, we utilise the zero-field splitting parameters (D 

and E) to quantify the enhancement of magnetic anisotropy in the ground state of the paramagnetic 

complex. These parameters arise primarily from mixing of low-lying electronic excited states into 

the ground state. The extent of mixing is primarily dictated by two factors: the energy separation 

between the states, and the spin-orbit coupling parameter (λ). Indeed for high-spin d5 metal ions, 

such as Mn2+, all electronic excited states require spin-flips, which are energetically prohibitive, 

thus limiting their contributions to the ground state. Therefore, the axial zero-field splitting, D, is 

very small in Mn2+ complexes, with the highest yet reported being 1.46 cm−1 in a five-coordinate 

polyoxotungstate complex.5 Furthermore, depending on the electronic configuration of the excited 

states, they may contribute both positive and negative values to D in Mn2+ complexes, further 
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restricting the magnitude of D in these species.6 In six-coordinate Mn2+ complexes, D is typically 

lowered by the increased strength of the ligand field, with D restricted to approximately 1 cm−1.7 

In complexes featuring primary coordination spheres consisting only of nitrogen and oxygen 

donors, D is limited even further, with the highest value reported being 0.32 cm−1 and with most 

values falling in the range of 0.0 - 0.1 cm−1.8,9 From these data and supporting theoretical studies,10 

spin-orbit coupling is deemed the dominant factor in generating magnetic anisotropy in Mn2+ 

complexes. Owing to the potential for spin-orbit coupling to modulate the anisotropy of Mn2+ ions 

more significantly than other factors, Mn2+ centres are particularly attractive probes for observing 

enhancement of magnetic anisotropy via transferral of spin-orbit coupling onto the Mn2+ spin 

centre. To investigate this phenomenon, we utilised bismuth, the heaviest, non-radioactive11 

element on the periodic table, whose spin-orbit coupling constant is thereby significantly higher 

than other elements.12 To take full advantage of this high spin-orbit coupling, we incorporated a 

single Bi3+ ion into a Mn2+ complex. By 

creating a heterobimetallic complex 

featuring a close Bi3+···Mn2+ contact, the 

transfer of spin-orbit coupling between the 

heavy diamagnetic ion and the spin-bearing 

ion could be indirectly observed through 

examination of the axial zero-field splitting 

parameter, D, of the Mn2+ centre. 

Specifically, to examine this 

interaction in detail, we focused on 

molecular model complexes due to the 

 

Figure 2.2. Variable temperature dc magnetic 
susceptibility plot under an applied field of 5000 Oe in 
the temperature range of 1.8 K to 300 K. Inset: 
Variable temperature, variable field magnetization 
data collected between 1.8 K and 10 K. The data were 
collected between 2 and 7 T in 1 T increments. The 
black lines in both plots are a simulation of the data 
with the parameters D = 0.7 cm−1 and giso = 1.965.  
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inherent tunability of molecular species, which renders them particularly attractive platforms upon 

which to study fundamental magnetic properties. Towards that end, we employed a ligand scaffold 

featuring two adjacent binding sites. One of these pockets is comprised of three neutral imine 

donors and three anionic phenolate donors. The coordination chemistry of this pocket is well 

established as there are several previously reported transition metal complexes of the ligand.13  The 

second pocket features the same three phenolate donors with three additional ethereal donors, 

which can accommodate a large ion. This oxygen-rich pocket is particularly favourable to Bi3+ 

binding given its oxophilicity. Previous magnetic characterisation of the monometalated Mn2+ 

complex of this ligand has established a benchmark for the magnetic parameters of the Mn2+ ion 

in the absence of Bi3+ coordination in the adjacent coordination pocket of the ligand scaffold.13a 

Within this complex, bismuth interacts through a μ-O3 bridge with a spin-bearing 6A1 manganese 

centre. This complex constitutes an initial step towards understanding the magnetic interaction 

between bismuth and paramagnetic transition metals.  

Results and Discussion: 

Synthesis of the target complex proceeded via deprotonation of 1,1,1-tris[(3-

methoxysalicylideneamino)methyl]ethane (H3L) followed by in situ metalation with 

Mn(SO3CF3)2. The sodium salt of the monometalated complex [Na+][LMn2+] (1) was isolated as 

an orange powder in 90% yield. Reaction of this complex with Bi(SO3CF3)3 in THF resulted in 

precipitation of the target complex as a yellow powder. Recrystallization of the crude product gave 

the heterobimetallic product, [LMnBi][SO3CF3]2 (2) in modest yield (33%). 

Single-crystal X-ray diffraction studies enabled the determination of the molecular 

structure of 2 (see Figure 2.1). The complex crystallises in the triclinic space group P-1. The Mn2+ 

centre features coordination by three imine donors and by three phenolates in a nearly ideal trigonal 
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prismatic coordination geometry. The 

average Mn-N bond length is 2.157(5) Å, 

which is in good agreement with similar 

Mn2+ species reported in the literature.13a 

The Mn-O bonds average 2.177(5) Å, 

comparable to other hetero bi- and 

trimetallic complexes of this type.13b The 

distance between the two metal centres is 

3.2163(5) Å, the shortest isolated 

paramagnetic Mn2+-Bi3+ interaction yet 

reported. This proximity of the Mn2+ and Bi3+ centres prompted us to measure the magnetic 

properties of the complex, in pursuit of enhancement of the axial zero-field splitting parameter 

(D), which serves as a probe of the magnetic anisotropy at the Mn2+ centre. Initial 

magnetic characterisation of 2 (Figure 2.2) proceeded via measurement of its variable temperature 

dc magnetic susceptibility. Its χMT value of 4.23 cm3 K/mol is slightly less than the spin-only value 

of 4.37 cm3 K/mol expected for an isotropic S = 5/2 species, but is consistent with the assignment 

of a high-spin d5 Mn2+ ion with an isotropic g-value of 1.96. With decreasing temperature, the 

value of χMT remains constant until approximately 6 K, which is, again, consistent with a high-

spin d5 ion possessing small zero-field splitting.14 Below 6 K, contributions from the Zeeman effect 

and zero-field splitting result in a sharp decrease in the value of χMT to a value of 3.50 cm3 K/mol 

at 1.8 K.  

In order to better quantify the axial and transverse zero-field splitting parameters (D and 

E), we collected variable-temperature, variable-field magnetisation data (Figure 2.2 inset). Plotting 

Figure 2.3. Overlay of the experimental (blue) cw-
EPR spectrum of a 0.1 mM solution of 2 in 
butyronitrile collected at X-band frequency (9.63 
GHz) at 20 K. The green trace is a simulation using 
the parameters described in the text.  
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the magnetisation data as a function of the ratio of field to temperature (H/T) reveals a small 

splitting between the isofield lines, signifying the presence of non-negligible zero-field splitting. 

The splitting is indicative of an easy axis of magnetisation, whereby in the absence of an internal 

magnetic field with preferred orientation, the isofield lines cleanly overlay. Quantification of the 

axial zero-field splitting proceeded via simulation of the magnetisation data with the Hamiltonian 

Ĥ = gisoμBSH + D[Ŝz
2 − (S(S+1))/3] and the Van Vleck equation using the program DAVE 2.0,15  

where D is the axial zero-field splitting, giso is the isotropic g-value, μB is the Bohr magneton, S is 

the spin quantum number, and H is the applied magnetic field. The best simulation to the data, 

presented in Figure 2.2, yielded the following parameters: D = 0.70(2) cm−1, giso = 1.965(5). The 

dc magnetic susceptibility data were successfully modelled using these values (see Figure 2.2), 

providing further support for the assignment of these parameters.  

Given the relatively small D values intrinsic to Mn2+ ions, magnetometry alone is not 

sufficiently sensitive towards the assignment of the sign of D, nor to any rhombicity (E/D) 

potentially exhibited by the complex. Thus, to corroborate the assignment and sign of the zero-

field splitting parameters, we examined the complex via electron paramagnetic resonance (EPR) 

spectroscopy at X-band frequency. The spectrum shown in Figure 2.3 was collected on a dilute 

solution of 2 in a butyronitrile glass. The six-line hyperfine feature centred at 150 mT is indicative 

of coupling of electronic spin to the I = 5/2 55Mn nucleus. The spectrum was modelled using 

EasySpin16 with the following Hamiltonian, Ĥ = (gx + gy + gz)μBSH + AIS +D[Ŝz
2 − (S(S+1))/3] 

+ E(Ŝx
2 – Ŝy

2), where gi (i = x, y, and z) are the g-values along the principal x-, y-, and z-directions, 

A is the hyperfine coupling tensor, I is the nuclear spin, E is the transverse zero-field splitting, and 

the remaining parameters retain their previous definitions. The best simulation provided the 

following parameters: g[x,y,z] = [1.95(3), 2.00(3), 2.20(5)] A[x,y,z] = [240(5), 240(5), 50(5)] 
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MHz, D = 0.74(2) cm−1, E = 0.0505(5) cm−1. These values obtained from simulating the cw-EPR 

spectrum are an excellent match with those obtained from SQUID magnetometry.  

Complexes of Mn2+ in analogous NxOy primary coordination spheres typically feature very 

low spin-orbit coupling. This D value of 0.7 cm−1 is notably large for Mn2+ in a 6-coordinate NxOy 

environment,9 with the highest previously reported for Mn2+ in such an environment being 0.32 

cm−1, as observed for a Mn2+ ion in a trigonal prismaticclatherochelate.8 The differences in ligand 

spheres (N6 vs. N3O3) in these six-coordinate NxOy complexes have little influence on the D values 

they exhibit.9 This value of D is markedly higher than that of the previously reported 

monometallated Mn2+ complex as well, which exhibits a D value of 0.168 cm−1.13a While the 

geometry about the spin centre does change between the monometalated complex and the 

heterobimetallic, these subtle changes in coordination geometry have only minor influences on the 

D-values of Mn2+ ions and do not account for the substantial increase we observe in D. Observation 

of a D value approximately double the previously-reported highest value for an analogous complex 

(see ESI, Figure S2.2) indicates that enhanced spin-orbit coupling, originating from the secondary 

coordination sphere, plays a significant role in enhancing the zero-field splitting parameters for 

Mn2+ in 2, as further supported by the deviation in g from the free-electron value of 2.0 expected 

for Mn2+. Note, there are values of D up to 1 cm-1 for six-coordinate Mn2+ complexes.7 However, 

these complexes typically feature direct coordination by heavy halides, such as iodide and 

bromide, which encourage high D values owing to their weak ligand field strength and the heavy 

atom effect, which contributes spin-orbit coupling to the electronic ground state of the Mn2+ ion. 

Conclusions: 

Discovering new ways to enhance magnetic anisotropy is of crucial importance for 

improving and expanding technologies that rely on permanent magnetic materials. To this end, we 
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have synthesised and characterised a Mn-Bi heterobimetallic complex which exhibits zero-field 

splitting values significantly larger than those previously reported for Mn2+ ions in similar primary 

coordination spheres. We hypothesise that Bi3+ proximity to the Mn2+ spin centre within the 

complex is the underlying cause for the observed enhancement, even in the absence of direct metal-

metal bonding. These results have further implications for the study of bulk transition metal oxides, 

the properties of which have been hypothesised to be influenced by the anisotropy of the transition 

metal sites comprising the lattice.17  Understanding the transferral of spin-orbit coupling between 

heavy elements and transition metals could shed light on the interesting and useful properties of 

mixed-metal systems, such as BiMnO3 and BiFeO3. 

  



23 
 

 
 

Supplementary Information: 

General Considerations. Manipulations of all compounds were performed under a dinitrogen 

atmosphere in a Vacuum Atmospheres Nexus II glovebox unless otherwise specified. Glassware 

was either oven-dried at 150 oC for at least 4 hours or flame-dried prior to use. Acetonitrile 

(MeCN), diethyl ether (Et2O), tetrahydrofuran (THF), and dichloromethane (DCM) were dried 

using a commercial solvent purification system from Pure Process Technology and stored over 3 

or 4 Å molecular sieves prior to use. Methanol (MeOH) was also dried and degassed on the solvent 

system, but was distilled prior to use to remove residual sieve dust. Butyronitrile was distilled from 

CaH2, degassed via three consecutive freeze-pump-thaw cycles, and stored over 4 Å molecular 

sieves prior to use. 1,1,1-tris(aminomethyl)ethane hydrochloride (TAME*3HCl) was prepared by 

the method described by Ralph et. al.18 All other reagents were used as received.  

[1,1,1-tris[(3-methoxysalicylideneamino)methyl]ethane] (H3L). An adaptation of a literature 

procedure was used to isolate H3L.19 In air, TAME*3HCl (1.28 g, 5.6 mmol) was stirred into a 

slurry in 100 mL MeOH in a 500 mL round bottom flask. To this slurry 100 mL of a MeOH 

solution of NaOH (0.72 g, 18.1 mmol) was added. This solution was allowed to stir for 

approximately 10 minutes until the solution turned clear and colorless. A 70 mL MeOH solution 

of ortho-vanillin was then added (2.57 g, 16.9 mmol). After being allowed to stir for 2 hours, the 

solvent was removed in vacuo and the residue was extracted with 50 mL DCM. This extract was 

vacuum filtered to remove precipitate. The solution was subsequently filtered again through a pad 

of celite. The DCM was then removed in vacuo to yield a yellow powder. 1.88 g (3.6 mmol, 64% 

yield). 1H NMR (500 MHz, dimethyl sulfoxide-d6) – δ 1.06 (s, 3H, CH3), 3.62 (s, 6H, CH2), 3.29 

(s, 9H, CH3), 6.83 (t, J = 8 Hz, 3H, Ar-CH), 7.03 (d, J = 8 Hz, 3H, Ar-CH), 7.06 (d, J = 8 Hz, Ar-

CH), 8.58 (s, 3H, CH), 13.65 (br s, 2H, Ar-OH) 
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 [MnII(L)BiIII](OTf)2.  In a 20 mL vial in an N2 glovebox 144.3 mg (0.28 mmol) of H3L was 

dissolved in 6 mL THF and stirred. To this mixture was added a solution of 46.4 mg (0.86 mmol) 

NaOMe in 3mL MeOH. This was allowed to stir for 30 minutes. After 30 minutes, a solution of 

99.1 mg (0.28 mmol) Mn(OTf)2 in 3mL MeOH was added. The yellow solution gradually turned 

orange, and was permitted to stir overnight. The next day, the solvent was removed in vacuo to 

yield an orange powder. This powder was taken up in 5 mL DCM, filtered through a plug of celite, 

and then the DCM was removed in vacuo. This residue was then dissolved in 5 mL THF and, while 

stirring, a solution of 182.8 mg (0.28 mmol) Bi(OTf)3 in 3mL THF was added dropwise. This 

reaction was allowed to proceed overnight. The next day, the reaction was filtered through a 

Buchner funnel and the yellow precipitate was collected. This was purified via recrystallization 

through vapor diffusion of Et2O into a MeCN solution to yield 105.5 mg (33 %) of crystalline 

product. IR: 2951(w), 2898(w), 2851(w), 1620(s), 1606(s), 1566(s), 1469(s), 1455(s), 1441(vs), 

1402(s), 1388(s), 1367(m), 1316(s), 1281(s), 1265(s), 1239(w), 1225(w), 1190(s), 1167(w), 

1075(s), 1030(vs), 1003(s), 965(s), 947(s), 907(m), 845(s), 785(m), 734(s), 629(s), 604(m), 

571(m), 513(s), 474(s), 423(m), 411(m) ESI-MS: [C29H30N3O6MnBi(OCH3)]+  m/z = 811.12; 

Elemental Analysis: Calculated % (Found %), C: 34.52 (34.52), H: 2.80 (2.78), N: 3.90 (3.76) 

Magnetic Measurements: All samples were prepared under inert atmosphere and were measured 

in flame-sealed quartz tubes. Samples were prepared from ground microcrystalline material which 

was restrained in molten eicosane to prevent torqueing of crystallites. All measurements were 

conducted on a Quantum Design MPMS-XL SQUID magnetometer from 1.8 to 300 K and applied 

dc fields of 0-7 T. Diamagnetic corrections for the sample holder and diamagnetism intrinsic to 

the sample were calculated from Pascal’s constants. Prior to full characterization, magnetisation 

from 0-4 T at 100 K was measured. Linear behavior in this curve indicated no ferromagnetic 
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impurities. Data agreement was checked between multiple measurements. Fits and simulations 

were performed with the MagProp package within DAVE 2.0.20  

EPR Measurements: All samples were prepared under inert atmosphere and were measured in 

flame-sealed quartz tubes. Samples were prepared from ground microcrystalline material which 

was prepared as a 0.1 mM solution in butyronitrile. Simulations to experimental data were 

performed using EasySpin.21 

X-ray Diffraction Studies: Single crystals suitable for X-ray analysis were coated with Paratone 

N oil and mounted on a MiTeGen MicroLoop™ for analysis. Data were collected at 100 K on a 

Bruker KAPPA APEX diffractometer equipped with a MoΚα microsource, a Quazar™ Optics 

monochromator, and a Bruker APEX II CCD area detector. Raw data were integrated and corrected 

for Lorentz and polarization effects using Bruker Apex2 v. 2014. 11.22 Absorption corrections 

were applied using SADABS.23 Space group assignments were determined through examination 

of systematic absences, E-statistics, and successive refinement of the structures. Structures were 

solved using direct methods in SHELXT and further refined with SHELXL-201324 operated with 

the OLEX225 interface.  

Other Physical Measurements: Elemental analysis was performed by Midwest Microlab 

(Indianapolis, IN). Infrared spectroscopy was performed on a Bruker Alpha FTIR spectrometer 

equipped with an attenuated total reflectance accessory. Solution-phase NMR spectroscopy was 

performed using a Varian Inova 500 MHz spectrometer. 1H NMR spectra were referenced to the 

DMSO residual peak at 2.50 ppm. Electrospray mass spectra were collected in both positive and 

negative ionization mode on a Bruker AmaZon SL spectrometer equipped with a quadrupole ion 

trap using MeCN as the carrier solvent.  
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Discrepancy in g-values between magnetometry and EPR: The differences in the simulated g-

values between the magnetometry measurements and the EPR measurements arise from two 

sources. First, where EPR is a spectroscopic measurement, magnetometry is extremely mass-

dependent, which introduces an additional source of error in determining the g-value. The 

discrepancy in the simulated g-values between magnetometry and EPR is feasible allowing for an 

8% margin of error in the sample mass. Additionally, it is difficult to account for g-anisotropy in 

magnetometry of powdered samples without overparameterizing the model, which is why 

simulation of magnetometry data proceeded with an isotropic g-value.  
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Table S2.1. Crystallographic information for the structural refinement of 2. 

Empirical Formula C31H30BiF6MnN3O12S2 
Formula weight 1078.62 g/mol 
Temperature  100 K 
Wavelength  0.71073 Å 
Crystal System Triclinic 
Space Group P–1 
Unit Cell Dimensions a = 9.6023(5) Å, α = 96.095(3)˚ 
 b = 12.8674(7) Å, β = 105.256(3)˚ 
 c = 16.9332(9) Å, γ = 104.605(3)˚ 
Volume  1806.25(17) Å3 
Z 2 
Density (calculated) 1.983 Mg/m3 
Absorption coefficient 5.43 mm–1 
F000 1054 
Crystal color Yellow 
Crystal size 0.087 × 0.070 × 0.034 mm3 
θ range 1.358  – 30.233˚ 
Index ranges –13 ≤ h ≤ 13 
 –18 ≤ k ≤ 18 
 –22 ≤ l ≤ 22 
Reflections collected 73675 
Independent reflections 10716 [Rint = 3.14] 
Completeness to θ = 30.233˚ 99.5% 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.680, 0.746 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 10716 / 64 / 552 
Goodness-of-fit on F2a 1.034 
Final R indices [I > 2σ(I) = 10626 data]b R1 = 3.35 %, wR2 = 7.33 % 
R indices (all data, 0.80 Å) R1 = 4.33 %, wR2 = 7.59 % 
Largest diff. peak and hole 3.84 and –1.31 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] ]1/2 
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Table S2.2: Structural parameters for the Mn2+ local environment in the momometallated complex 
previously reported by Sunatsuki et al.,2 the heterobimetallic complex 2 from this work, and the complex 
with the highest D value yet reported, a trigonal prismatic Mn2+ clatherochelate complex.9 The high axial 
zero-field splitting was attributed to the local environment of the Mn2+ center in the clatherochelate 
complex. In complex 2 there is a similar geometry about the Mn2+ center, which should create a similar 
zero-field splitting to first-approximation. However, we observe a markedly higher zero-field splitting, 
which suggests that additional effects are contributing to D.  

Monometallic complex2 Complex 2 (this work) N6 Claterochelate9 

 
Bond Lengths 

N1-Mn 2.259(2) N1-Mn 2.145(3) N1-Mn 2.2721(38) 
N2-Mn 2.243(2) N2-Mn 2.175(3) N2-Mn 2.2207(40) 
N3-Mn 2.264(2) N3-Mn 2.148(3) N4-Mn 2.2371(37) 
O1-Mn 2.1490(18) O1-Mn 2.199(2) N5-Mn 2.2286(42) 
O2-Mn 2.117(2) O2-Mn 2.132(2) N7-Mn 2.2799(35) 
O3-Mn 2.111(2) O3-Mn 2.201(2) N8-Mn 2.2112(38) 

 
Bond Angles 

N1-Mn-N2 85.12(8) N1-Mn-N2 84.99(12) N1-Mn-N2 71.635(136) 
N1-Mn-N3 78.94(8) N1-Mn-N3 87.74(11) N4-Mn-N5 71.744(143) 
N2-Mn-N3 83.06(8) N2-Mn-N3 91.24(11) N7-Mn-N8 71.262(138) 
O1-Mn-O2 89.55(7) O1-Mn-O2 75.37(9) N1-Mn-N7 76.124(133) 
O1-Mn-O3 89.13(7) O1-Mn-O3 75.58(9) N1-Mn-N4 77.947(136) 
O2-Mn-O3 89.35(8) O2-Mn-O3 74.02(9) N4-Mn-N7 78.782(141) 
N1-Mn-O1 80.39(7) N1-Mn-O1 82.90(10) N2-Mn-N5 101.745(143) 
N2-Mn-O2 82.02(8) N2-Mn-O2 83.45(10) N2-Mn-N8 95.255(142) 
N3-Mn-O3 82.98(8) N3-Mn-O3 82.27(10) N5-Mn-N8 102.503(142) 

 

  



29 
 

 
 

 

Figure S2.1: Variable field magnetization plot collected at 100 K. The linear behavior over all fields 
indicates the absence of ferromagnetic impurities in the sample.  
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Figure S2.2: Left, a Mn2+ clatherochelate, which exhibits a D value of -0.32 cm-1.26 The metrics of the 
Mn2+ environment are tabulated in Table S2.2. The two structures both feature nearly idealized trigonal 
prismatic geometries, which should result in similar values for D if only ligand field effects are 
considered. The significant deviation in D values between the two structures indicates that additional 
spin-orbit effects play into the observed anisotropy in complex 2. 
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Figure S2.3: Zeeman plots for complex 2 along the (a) x, (b) y, and (c) z axes as calculated based on the 
parameters found by simulating the cw-EPR spectrum. The plots are normalized to the ground state. The 
observed transitions are shown as black lines. Hyperfine states are included in each plot and every hyperfine 
transition is shown separately. The hyperfine transitions are extremely close together in the z-direction but 
are distinct. These plots were calculated by EasySpin using the parameters outlined in the main text.4 
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Chapter Three: Magnetic Anisotropy in Heterobimetallic Complexes 

 

Reprinted with permission from: 

Coste, S. C.; Pearson, T. J.; Freedman, D. E. Inorganic Chemistry 2019, 58, 11893–11902. 

Copyright 2019 Royal Society of Chemistry 

This section was written in collaboration with the co-authors listed above 
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Introduction 

Spin-orbit coupling (SOC) is a powerful phenomenon which impacts the character and 

relative energy of atomic orbitals, with more significant effects manifesting in the heavier 

elements. Fundamentally, SOC can be defined as the interaction between the two key components 

of a magnetic moment: an electron’s spin (S) and orbital angular momentum (L). SOC is 

responsible for many effects across a myriad of fields. In core electron-based spectroscopy 

experiments, for example, spin-orbit coupling is a vital element to describe the electronic structure 

of orbitals (e.g. 4d3/2 and 4d5/2 in gold as found in X-ray photoelectron spectroscopy)1 and the 

splitting of yellow sodium D-lines lying at the intersection of astronomy and magnetism.2,3 

Similarly, in condensed matter physics, SOC is crucial in enabling the electronic structure which 

creates topological insulators by providing an internal magnetic field.4,5,6  

Closer to inorganic chemistry, SOC is an essential component of the d-orbital manifold 

description, but is frequently relegated to lower energy scale interactions. Despite its relatively 

small energetic contribution, SOC impacts crucial properties such as magnetism,7,8 excited state 

dynamics,9,10,11 quantum coherence,12 and catalytic pathway determination.13,14,15 Within 

catalysis, SOC enhances intersystem crossing rates, thereby promoting spin-forbidden pathways 

along a reaction coordinate, accelerating the sluggish cleavage of strong bonds.16,17 SOC also 

generates magnetic anisotropy essential for single molecule magnets by mediating coupling to 

excited states, providing molecules with preferred orientation of the magnetization.18,19,20 

Developing new approaches to tune SOC would propel our fundamental understanding of 

electronic structure in coordination complexes and guide the tailoring of complexes towards such 

applications. 
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Transition metal complexes provide an excellent platform to probe the fundamental nature 

of SOC, especially through the lens of bimetallic complexes. Here, we can isolate a first-row 

transition metal with weak spin-orbit coupling and bind it to a heavy main-group element, thereby 

separating the two key components of SOC into two atoms, each of which can be varied and 

interrogated. The aggregate picture of electronic structure provides insight into the SOC 

contribution through systematic modulation of the metal-metal interaction. To understand these 

dynamics, we first must consider each contribution to the energies of the valence orbitals: the 

ligand field strength, electron-electron repulsion, and SOC. First-row transition metals are 

sensitive towards each of these parameters. Crucially, in first-row metal complexes, comparable 

ligand field and electronic repulsion energies also allow for access to high spin states. Additionally, 

first-row metals feature relatively low SOC due to the nominal Zeff
2 dependence of SOC.21,22 The 

combination of these attributes makes them perfectly suited for an investigation of the impact of 

SOC from heavy elements. 

Using heavy diamagnetic elements to modulate SOC has deep precedent, dating back to 

the well-studied heavy-atom effect, wherein heavy atoms enhance SOC-mediated processes.23,24 

This effect dramatically impacts the photophysical properties of molecules where SOC enhances 

singlet to triplet transition rates underpinning its importance to luminescent materials. Using 

diamagnetic elements to impact SOC also has significant precedent within the solid state literature 

where unusually large magnetocrystalline anisotropies exist in magnetic materials such as FePt 

and MnBi.25–28 Our approach to tune SOC transfer between two metals could provide insight into 

the properties of such solid state materials through isolation of the fundamental two-atom 

interaction in a molecule. This model will inform the design of new magnetic materials, an 

approach successfully demonstrated with the designed synthesis of Fe-doped Li3N inspired by a 
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linear, two coordinate iron complex.29,30 Within this Forum article, we will discuss the impact of 

heavy elements on SOC in transition metal complexes, with a focus on synthesizing bonds between 

transition metals and heavy main group elements in molecular species. We will consider the impact 

this approach can have on the targeted design of bimetallic complexes for specific applications. 

Measuring spin-orbit coupling 

As a fundamentally atomic phenomenon, directly measuring the SOC component in the d-

orbital manifold is challenging in molecular compounds. However, SOC manifests in quantifiable 

properties such as intersystem crossing rates and magnetic anisotropy promoting them to effective 

proxies for SOC. A powerful approach to measure SOC is through EPR spectroscopy and 

magnetometry, which are capable of probing magnetic anisotropy through the zero-field splitting 

parameter (D), the second-order orbital contribution. In most first-row transition metal complexes, 

orbital angular momentum is quenched by the ligand field. This second-order term, however, 

incorporates orbital angular momentum back into the electronic structure. Zero-field splitting 

arises through coupling of the ground electronic states to excited states through SOC. Each excited 

state’s contribution to D is inversely proportional to its energy separation from the ground state 

and proportional to the effective SOC constant squared, ξeff
2.31 Therefore, SOC and ligand fields 

are delicately intertwined in their contributions to D, underpinning the importance of SOC in 

electronic structure. To understand contributions from SOC to D, a comprehensive understanding 

of the ligand field, electronic structure, and the excited state manifold of the complex is required. 

The following examples demonstrate some ways that D has seen use as a proxy for SOC and 

outline some of the challenges of using this parameter to measure SOC. 
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Trends within analogous ligand fields 

The influence of SOC on D via the 

heavy-atom effect is best illustrated in high-

spin Mn2+ complexes, whose electronically-

isotropic 6A1 ground states are resistant to 

ligand field changes. Duboc and coworkers 

observed that the zero-field splitting of Mn2+-

halide complexes generally trend as |DI| > 

|DBr| > |DCl|, correlating with the halide 

SOC.32 Using a combination of EPR 

spectroscopy and density functional theory 

(DFT), Neese and coworkers determined that 

D in Mn2+-halide complexes is indeed 

proportional to the metal and halide SOC 

contributions, ξMnξX (where X = Cl, Br, and 

I).33,34 The dominance of heavy-ligand SOC 

on magnetic anisotropy in many Mn2+ 

complexes can be attributed to multiple 

opposite, but similar in magnitude, 

contributions to D neutralizing each other in 

the symmetric electronic environment. However, stronger ligand fields can overcome ligand SOC 

in the isotropic 6A1 ground state by lowering the excited quartet state energies such as in 

 

Figure 3.1. Examples of the two extremes of ligand 
SOC contributions to D. The isotropic, weak ligand 
field of Mn2+ allows ligand SOC to govern D whereas 
the ligand field dominates in the Co2+ complexes 
shown here.Error! Bookmark not defined.,Error! Bookmark not defined. 
Pink, cobalt blue, green, burgundy, purple, red, 
yellow, orange, blue, and gray spheres represent 
manganese, cobalt, chlorine, bromine, iodine, 
oxygen, sulfur, selenium, nitrogen, and carbon atoms, 
respectively, and hydrogen atoms have been omitted 
for clarity  
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isoelectronic Fe3+ porphyrin complexes.35,36 This implies that the weak ligand field, in conjunction 

with the electronic symmetry, about Mn2+ allows ligand SOC to dominate D in these complexes. 

In many other first-row transition metal complexes, where the electronic structure is not 

isotropic, the ligand field can dominate contributions to D. This is particularly true for Co2+ 

complexes whose odd electron count can promote large D values by introducing energetically low-

lying excited states.37 Long and coworkers synthesized the series [Co(EPh)4]2− (E = O, S, and Se), 

and determined using SQUID magnetometry that changing the donor atom from O to Se yielded 

an increase in D from −11.1(3) to −83(1) cm−1.38 Thorough investigation of the electronic 

absorption spectra and concomitant ligand field analysis demonstrated that the trend in D 

correlated with a change in the Racah B parameter, reflecting the softness of the ligand donors. 

Neese and coworkers confirmed through ab initio methods that the weaker ligand field of the 

heavier donors indeed had a greater influence over D than the ligand SOC in this system.39  

In complexes with more metal-ligand covalency, both SOC and ligand field can contribute 

similarly to D.40,41,42 Experimentally quantifying the effect of ligand SOC on D then requires 

sufficient knowledge of its ligand field influence to deconvolute the two competing factors. Using 

the rich absorption spectra of S = 1 Ni2+, Desrochers and coworkers quantified the differing ligand 

field strength of axial halide donors in the series [Tp*NiX] (where Tp*− = hydrotris(3,5-

dimethylpyrazole)borate and X = Cl−, Br−, and I−).43 Using EPR spectroscopy, they observed |D| 

increase from 3.93(2) to 23.01(4) cm−1 between the Cl and I congeners, which correlates to the 

change in halide SOC constants. Through an angular overlap modal (AOM) analysis of the d-d 

transitions, they determined the ligand field changes throughout the halide series cannot account 

for the magnetic anisotropy enhancement. Consequently, they showed that the halide SOC 

facilitates the increase of |D| in the series where the effective SOC constant, ξeff, of Ni2+ exceeds 
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its free-ion value (630 cm−1) by up to 370 cm−1 in [Tp*NiI]. Despite a clear change in ligand field 

affecting D throughout a series, this study illustrates how ligand SOC can still play a demonstrable 

role in magnetic anisotropy. 

In addition to the ligand field effects, prior theoretical research supports the chemically 

intuitive concept that metal-ligand covalency impacts SOC transfer.41,44 Many experiments on the 

heavy-atom effect thus far have relied on using electronegative donors to change D.45– 49 An 

intuitive way to engender a more covalent metal-ligand interaction is to use relatively 

electropositive donors. It is worth noting that several groups have begun exploring this approach 

using pnictogen and transition metal-based donors.50,51 Though to maximize the SOC of first-row 

transition metals, heavier ligands with more covalent interactions are necessary. Specifically, 

systematic analyses of bonding between heavy main group elements and high-spin paramagnetic 

transition metals remain scarce in the literature.  

From ligand-based effects to heterobimetallic complexes  

Earlier and heavier p-block metals and metalloids are ideal donors to generate covalent 

bonds to first-row transition metals. However, in their most common oxidation states, the p-block 

elements become more Lewis acidic moving down the groups due to the relativistic contraction of 

the s-orbitals and radial expansion of the p orbitals.52 It is therefore difficult to incorporate such 

heavy donors into the primary coordination sphere of paramagnetic first-row metals. 
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A successful approach to facilitate 

such metal-metal interactions relies on 

utilizing the supporting framework of 

scaffold ligands. In our initial attempt to 

overcome the challenge of stabilizing an 

interaction between two polycationic ions, 

we targeted a ligand scaffold that contains 

two binding pockets capable of 

accommodating two positively charged 

metal ions. 53 For this study we used high-spin Mn2+ because it has an isotopic electronic structure 

that is immune to ligand field distortions. This allowed us to comfortably attribute any notable 

deviations in the magnetic behavior expected for Mn2+ to the influence of Bi3+. Towards this end, 

we used the tripodal nonadentate ligand, 1,1,1-tris[(3-methoxysalicylideneamino)methyl]ethane 

(H3L1), to stabilize an interaction between Mn2+ and Bi3+, the heaviest ion stable to radioactive 

decay (Figure 3.2). The three anionic phenoxy donors provide a bridging support such that the 

bismuth is in the secondary coordination sphere of Mn2+. Importantly, this ligand enforces the 

closest Mn2+-Bi3+ distance in a paramagnetic heterobimetallic complex, 3.2163(5) Å. Given the 

high spin-orbit coupling of Bi3+, we anticipated that the Bi3+ proximity would have a profound 

effect on the magnetic properties of this complex.  

Upon characterization via SQUID magnetometry and EPR spectroscopy, we determined 

that the high-spin Mn2+ center exhibits a substantially larger D value than complexes with similar 

(six-coordinate NxOy) primary coordination spheres. The |D| value of 0.70(2) cm−1 was 

approximately twice that of the next highest (0.32 cm−1)54 for a six-coordinate complex with an 

 

Figure 3.2. Molecular structure of [L1MnBi(OTf)2] 
where purple, pink, red, blue, gray, yellow, and green 
represent Bi, Mn, O, N, C, S, and F atom respectively. 
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NxOy coordination sphere and approximately four-fold greater than that of the mono-metallated 

Mn2+ complex of the same ligand (|D| = 0.168 cm−1).55 In fact, the magnetic properties of this 

complex most closely resemble those of Mn2+ compounds featuring direct bonds to heavy halide 

ions such as Br− and I−. Because the primary coordination sphere could not be reasonably 

implicated in the manifestation of these magnetic properties, we proposed that the heavy Bi3+ ion 

in the secondary coordination sphere was strongly influencing the magnetic properties. This 

hypothesis is further supported by the work of Duboc and coworkers in their observation of the 

highest |D| measured for a manganous ion, 1.46(1) cm−1.56 Their system featured five-coordinate 

Mn2+coordinated by polyoxotungstate ions which featured heavy tungsten atoms in the secondary 

coordination sphere. Together, these results suggest that even SOC originating from the secondary 

coordination sphere metal can influence magnetic anisotropy in high-spin Mn2+. 

SOC transfer via direct, covalent bonding 
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Theoretical investigations into heavy-atom effects suggest that inner sphere covalency 

would more greatly affect SOC transfer.57,58 Intuitively, a covalent bond in the primary 

coordination sphere would allow more electron density, i.e. SOC, to be shared between the two 

metal centers than an ionic bond. Towards 

this end, we wanted to test how ionic and 

covalent interactions in the primary 

coordination sphere influence magnetic 

anisotropy. We first needed to address the 

challenge of creating a bonding interaction 

between two highly Lewis acidic metals. 

Many complexes bearing covalent bonds 

between first-row metals and main group 

metals feature electron rich transition metals, 

such as zero-valent carbonyl compounds, 

whose strong ligand field environment 

promote spin pairing.59– 62 Less electron-rich 

transition metals are necessary to stabilize paramagnetic ground states so that magnetic anisotropy 

can act as a proxy for SOC transfer.  

We again targeted scaffold ligands to help determine the relative influence of ionic versus 

covalent interactions on magnetic anisotropy. Specifically, we drew inspiration from Lu and 

coworkers whose tris-phosphinoamide support has allowed isolation of numerous complexes 

featuring first-row transition metal-main group element bonds.63– 69 As all the transition metal-

main group complexes Lu and coworkers had synthesized to that point were diamagnetic or S = 

 

Figure 3.3. Molecular structures of series showing 
changes in D as a function of ionic- versus covalent-
interacting ligand mass. Orange, turquoise, pink, 
red, violet, plum, blue, and gray spheres represent 
Fe, Sn, Ge, Br, I, P, N, and C atoms, respectively. 
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1/2, we could not use D as a proxy for magnetic anisotropy in any of their previously established 

systems. To synthesize higher spin complexes, the polarity of the bond must be reversed where 

the main group element provides the electrons stabilizing the bond. Towards this goal, we utilized 

the lone pair of heavier group 14 elements, which can act as Lewis bases in their divalent state. 

We successfully synthesized the first paramagnetic complexes with crystallographically 

characterized Fe-Sn and Fe-Ge (shown in Figure 3.3) bonds using this approach.70 The 

intermediate spin complexes featured a trigonal bipyramidal ferrous center with axially-flanking 

halides (Br−, I−) and group 14 elements (Ge2+, Sn2+), an ideal system to test ionic versus covalent 

influence on magnetic anisotropy. 

Through chemical substitution of the axial donor mass, i.e. SOC, we systematically probed 

how both the electronegative halide and electropositive group 14 element influenced magnetic 

anisotropy using SQUID magnetometry. We found that increasing the mass of either group did not 

greatly impact |D|; the difference between the lightest and heaviest donors to Fe2+ was 6 cm−1. 

Counterintuitively, the halides had a slightly larger influence than the group 14 elements. With the 

support of theoretical calculations and spectroscopy, we determined that the axial ligands only 

contribute 2.2% at most to the lowest-lying electronic states making D resilient to axial ligand 

modifications.  

Inspection of the d-orbital diagram (Figure 4b) helps illustrate our conclusion. The strong 

ligand field about the Fe2+ center leaves the energetically high dz2* (A1*) orbital unpopulated, 
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which has the most axial ligand character, i.e. 

the largest SOC. While coupling to this state 

contributes to D, it is much smaller in 

comparison to the contribution from the 

lower-lying E orbital set, which can interact 

via π-bonding with the axial donors. The 

halides’ better ability to engage in π-bonding 

is reflected by the greater change to the 57Fe 

Mössbauer quadrupole splitting parameter 

(ΔEQ) between the bromide and iodide complexes, underlying its correlation to the changes in D. 

This result highlights an important design criterion when invoking the heavy-atom effect to 

augment magnetic anisotropy: matching the symmetry of the lower-lying states with the heavy 

element bonding orbitals. 

Our results thus far outline two important goals towards understanding how covalency 

facilitates the heavy-atom effect on magnetic anisotropy. It is essential that heavy element 

character be present in the electronic ground and low-lying excited states. This goal requires the 

overall ligand field strength to be lowered to increase coupling to the states with more ligand 

character, i.e. the anti-bonding orbitals. Lowering the ligand field energy simultaneously puts it on 

par with the SOC energy, which then requires complete understanding of the ligand field to 

elucidate SOC transfer from heavier elements. Therefore, it is of equal importance to quantify the 

 

Figure 3.4. (a) 57Fe Mössbauer spectra depicting the 
greater influence of halides on ΔEQ and E orbital 
sets. (b) Qualitative d-orbital diagram of C3v (S = 1) 
Fe2+ center highlighting the lack of unpaired spin 
density in the dz2* orbital. 
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ligand field strength of the heavier p-block 

metals, which is also of importance for 

homogenous catalysis.71 Next, we will 

outline the synthesis of novel 

heterobimetallic complexes that will allow 

us to achieve these goals. Through analysis 

of the magnetic properties and electronic 

structure of these complexes, we hope to 

pedagogically approach the experimental quantification of the ligand field strength of group 14 

donors, and its interplay with SOC, on influencing D.  

Towards interactions between spin and heavy ligand orbitals  

To study how covalency influences SOC transfer, we need to manipulate the ligand field 

such that there is more heavy-ligand contribution towards magnetic anisotropy. With an axially 

based heavy ligand, the best approach is to stabilize the dz2* orbital. Starting from the previous 

trigonal bipyramidal geometry, this is achieved by removal of an axial ligand and pyramidalization 

of the equatorial donors to obtain pseudo-

tetrahedral geometry.  Lowering the 

molecular orbital with heavy element 

character would then allow it to contribute 

more to the lowest lying excited states. 

Additionally, an electronically isotropic 

ground state (i.e. an orbital singlet ground 

state term of A or B symmetry) is ideal 

Scheme 1. Syntheses of paramagnetic complexes 1 – 3 
with unsupported metal-metal bonds. (M = Li, K; E 
=Ge, Sn) 

 

 

Figure 3.5. Molecular structures of 2 and 3 
determined from single-crystal X-ray diffraction. 
Turquoise, pink, cobalt blue, gray, blue, and yellow 
spheres represent Sn, Ge, Co, C, N, and B, 
respectively; H atoms omitted for clarity. 
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because orbital degeneracy introduces low-lying excited states, and this convolutes analysis of the 

magnetic anisotropy. The foregoing analysis prompted us to engineer a new system with a weaker, 

symmetric ligand field to stabilize high-spin ground states. However, high-spin complexes with 

metal-metal bonds are uncommon due to the covalent metal-metal interaction. To significantly 

weaken the ligand field, it is necessary to employ lower-coordinate complexes with the help of 

unsupported metal-metal bonds. Relying on unsupported bonds would diminish secondary 

influences on magnetic anisotropy from ancillary ligands while weakening the ligand field. Using 

these design criteria, we seek to illustrate our synthetic approach to stabilize high-spin complexes 

to study how covalency affects SOC transfer. 

We can access high-spin complexes featuring unsupported metal-metal bonds through 

precise synthetic design. Without the support of a scaffold ligand, an unsupported covalent bond 

requires a favorable electrostatic interaction for stabilization. Additionally, it is essential that the 

first-row transition metal is Lewis acidic to stabilize high-spin ground states, as opposed to the 

Lewis basic transition metals in most carbonyl-based main group metal-bonded complexes. In this 

scheme, we can stabilize a covalent bond by fusing a negatively charged heavy main group metal 

fragment with a positively charged transition metal moiety. An example of suitable capping 

ligands to promote a low-coordinate environment would be neutral or anionic tripodal ligands, 

which would leave an open axial site for heavy element coordination. A high-spin complex with 

an isotropic ground state is then acquired through judicious choice of the transition metal ion. 

Thus, we will initially target divalent or monovalent first-row transition metals in pseudo-

tetrahedral geometry; e.g. V2+, Mn2+, Co2+, Co+, and Ni2+ fit the outlined electronic structure 

criteria.  
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Huttner and coworkers demonstrated an initial success with this strategy in isolating 

[(triphos)CoSnPh3]  (1), a paramagnetic (S = 1) Co+ complex with an unsupported bond to tin.72 

We note this was one of the few crystallographically-characterized paramagnetic complexes 

featuring first-row metal-tin bonds until recently. The complex was electrostatically-stabilized by 

the metathesis reaction of a monocationic [(triphos)Co]+ fragment with an anionic triphenyl 

stannide (Ph3Sn−) reagent. The scarcity of paramagnetic complexes with first-row metal-heavy 

main group metal bonds prompted us to investigate the magnetic properties of 1. Simulation of the 

magnetization data (Figure S3) with the Hamiltonian, Ĥ = D[ŜZ
2 − 1⁄3S(S + 1)] + gisoμBSH, yields 

values of 2.0(3) cm−1 and 2.06(4) for |D| and giso, respectively. The low |D| value is evident by the 

overlaying of isofield lines and is a consequence of the strong ligand field raising the energies of 

the lowest-lying excited states. This provides further impetus to stabilize the anti-bonding orbitals 

lowering the excited state energies. 

To further weaken the ligand field, we targeted complexes with weaker donors such as 

nitrogen-based ligands. We chose to use the tetrahedrally-directing tris(pyrazolyl)borate ligand 

(Tp−) to cap divalent transition metals serving as a cationic foundation for our system. The anionic 

ligand also provides extra stability to the transition metal fragment over neutral ligands that may 

dissociate in solution. For our initial studies, we will use Co2+ because its rich absorption spectrum 

in pseudo-tetrahedral complexes is well-studied providing a strong basis to quantify heavy donor 

ligand field influence. Drawing inspiration from Huttner and coworkers, we utilized the triphenyl 

group 14 anions as simple heavy donors to the Co2+ center. We synthesized the desired complexes 

via metathesis reactions of LiGePh3 or KSnPh3 with [Ph,MeTpCoCl]73 in Et2O. The molecular 

structures of [Ph,MeTpCoGePh3] (2) and [Ph,MeTpCoSnPh3] (3), determined by single crystal X-ray 

diffraction, are shown in Figure 5. Both complexes exhibit approximate C3v symmetry and feature 
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unsupported metal-metal bond lengths 

(2.503(1) Å in 2 and 2.654(1) Å in 3) shorter 

than the sum of their covalent radii (Co-Ge: 

2.70 Å; Co-Sn: 2.89 Å). Importantly, the 

Co-N distances in 2 and 3 suggest that the 

complexes are high spin. 

To confirm the spin-state and probe 

the magnetic properties of 2 and 3, we 

turned to EPR spectroscopy and SQUID 

magnetometry (Figure 3.6). Variable-

temperature dc magnetic susceptibility data 

shows room temperature χMT values of 2.32 

and 2.62 cm3Kmol−1 corroborating an S = 3⁄2 

ground state in 2 and 3, respectively. 

Therefore, these are the first high-spin Co2+ 

complexes featuring Co-Ge and Co-Sn 

bonds, providing an ideal system to study 

the interplay of the ligand field and SOC 

towards D. The downturn in the susceptibility data is attributable to the presence of D which we 

can more accurately quantify through simulation of magnetization data. Starting with parameters 

obtained from X-band EPR spectra (Figure S3.4), we simulated magnetization data using the 

Hamiltonian, Ĥ = D[ŜZ
2 − 1⁄3S(S + 1)] + E(Ŝx

2 − Ŝy
2) + gμBSH to yield D values of 3.9(3) and 

 

Figure 3.6. (a) Variable-temperature dc susceptibility 
data for 2 and 3 with Hdc = 0.1 T. (b) Variable-
temperature, variable-field magnetization for 2 (left) 
and 3 (right), with black lines representing the best 
fit. The parameters for the fit are given in Table S3.4 
in the Supporting Information. 
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11.9(1)  cm−1 for complexes 2 and 3, respectively. The high-spin nature of the complexes enables 

observation of a clear increase in D with heavier donors owing to more axial ligand contribution. 

Experimentally deconvoluting the influences of ligand geometry and SOC  

The impact of SOC is more apparent with a weaker ligand field, however, we now need to 

thoroughly analyze the ligand field to better quantify SOC influence on D. Each excited state 

contribution to D is indirectly proportional to the energy separation and proportional to ξeff
2, where 

ξeff represents a combination of each donor atom’s inherent SOC weighted by their contribution to 

the relevant molecular orbital.41,44 In other words, the ligand SOC is anisotropic and states with 

more dz2 character will contribute more to D in our series. The sign of a contribution is then 

determined by the symmetry relation between the two states: a negative contribution if related by 

the Lz operator, and conversely positive if the states are related via Lx,y.74 We note that orbital 

mixing in 3-fold symmetric systems induces a negative contribution to D when coupling between 

two E orbital sets (dx2−y2, dxy and dxz, dyz).75 Therefore, there are competing contributions between 

states with dz2 character (positive) and states with more E orbital character (negative). Maintaining 

an isostructural series is therefore vital where the identical pyrazole donors maintain control of the 

E orbital set energies. This allows any changes to the axial ligand to be our independent variable 

towards D. Understanding this axial influence is then the last piece of the puzzle. 

Previous studies into the donor ability of group 14 elements toward transition metals relied 

on vibrational spectroscopy and trans- effects of ligand substitution. They demonstrated that the 

σ-donating ability of the group 14 elements ranked as Ge < Si < Sn towards Ir+ and Rh+ centers, 

differing from the halides and chalcogenides whose ligand fields weaken moving down the 

group.76,77 A similar trend was observed in first-row transition metal complexes, such as 

LMn(CO)5 (L = group 14 donor) complexes, where the relative σ-donating and pi-accepting ability 
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of numerous group 14 donors were compared using carbonyl stretching frequencies. This implies 

that the lowest-lying excited state is higher in energy in 3 rendering it a less positive D value, the 

opposite of what we observe. 

We probed the ligand field strength of Ph3Ge− and Ph3Sn− using an angular overlap model 

(AOM) analysis of the electronic absorption spectra shown in Figure 3.7a.78 While we do not 

observe the two lowest transitions (the transition to the 4E is in the mid-IR and 4A1 band is 

symmetry forbidden in C3v symmetry), we can fit the four higher lying transitions to estimate the 

energy of the low energy states. We fit the diffuse reflectance spectra using the program ddnfit 

starting with parameters derived by Telser and coworkers;79,80 a detailed discussion of the fits is 

in the SI. The parameters from the best fit (Table S3.5) suggest a σ-donating ability of both tin (ϵσ 

= 2363 cm−1) and germanium (ϵσ = 2145 cm−1) similar to that of a chloride in a similar environment 

(ϵσ(Cl) = 2270 – 2290 cm−1).81 We note that the differences in ϵσ between tin and germanium 

corroborate the trend in Ir+ and Rh+ complexes, however, the parameter values are much smaller 

than we hypothesized. This may be due to mismatch between tin valence orbitals and metal 3d 

orbitals. As a consequence of the overall ligand field, the energy of the 4E state in 2 is simulated 

to be higher than 3. While this undoubtedly contributes to a more positive value of D observed in 

3, we can account for other low-lying states by simulating D with the inclusion of ξeff using the 

AOM. By systematic variation, we found that ξeff was much lower in 2 than 3, 357 cm−1 versus 

531 cm−1, to replicate the measured D values. This suggests that SOC from the heavier tin donor 

is in fact contributing to the magnetic anisotropy of the Co center where the free-ion ξ value in 

Co2+ is 515 cm−1.78 The lower ξeff in 2 is likely a result of the orbital reduction from the covalent 

bond that is uncompensated by the SOC constant of the germanium donor. 
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The preceding ligand field analysis provides a framework to experimentally probe how 

covalency affects SOC conferral through metal-metal bonds. While covalency is a complex, and 

sometimes intangible concept to quantify experimentally, the AOM provides parameters that 

together can paint an accurate picture of molecular orbitals. The ϵσ parameter represents orbital 

overlap and energy matching between two atomic orbitals by quantifying the destabilization of 

metal-ligand antibonding orbitals. Based on this description, we infer that the metal-metal bonding 

in 2 and 3 is similar in covalency to that of a 

chloride. Further, the Racah B parameters in 2 

(677) and 3 (678) suggest a similar 

nephelauxetic effect compared to Tp-based 

Co2+ complexes. We presumed that tin, like 

iodide, would reduce the interelectronic 

repulsion further owing to its large polarizable 

5s and 5p orbitals. We will not speculate 

further about the implication because many 

factors contribute to the Racah B parameter. 

These ligand field parameters, however, do 

provide a starting point to analyze the 

covalency, and its influence on SOC transfer 

in high-spin complexes. 

The outlined synthetic criteria and 

subsequent analysis establish a foundation to 

begin studying the influences of covalency on 

 

Figure 3.7. (a) Diffuse reflectance spectra of 2 and 
3 measured at room temperature. (b) Energy level 
diagram of Co2+ in pseudo-tetrahedral C3v 
symmetry (4A2 ground state) depicting most 
influential states towards D with the largest 
contributing electronic configuration to those 
states. 
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SOC transfer to first-row transition metal centers. Beyond the measurements discussed here, direct 

measurements of SOC and covalency is accessible using synchrotron-based techniques such as X-

ray absorption spectroscopy (XAS) and X-ray magnetic circular dichroism (XMCD). Future 

experiments will rely on these direct experimental probes, in addition to those used in this work, 

to better understand the metal-metal bond’s influence on magnetic anisotropy. Concurrent 

theoretical calculations are also vital to support the experimental data due to shortcomings of the 

AOM. While the AOM provides chemically intuitive parameters to inform synthetic direction, it 

does not accurately depict the complexity of molecular orbitals and electronic structure such as 

anisotropic SOC ligand contributions. Future studies will explore covalent bonds between first-

row metals and heavier group 13 and 15 elements with the goal of exploiting the large SOC of the 

6p elements to engender large magnetic anisotropy. The synthesis of the latter may, however, 

require more research towards a better fundamental understanding of the reactivity of 6p elements. 

Conclusions and Outlook 

The foregoing results and analysis underline the importance of appropriately considering 

molecular geometry, spin-orbit coupling, and metal-ligand covalency in molecular design. 

Specifically, we have shown that spin-orbit coupling can powerfully modulate the magnetic 

properties of transition metals even in the absence of direct bonding in electronically isotropic 

systems. We note, however, that use of high-spin complexes with electron density in the molecular 

orbitals with ligand character is crucial to observing this heavy-atom effect. Further, we have 

demonstrated that the covalency of the metal-metal interaction is critical in considering the spectral 

and magnetic properties of transition metal-main group heterobimetallics and has strong 

implications for the transfer of spin-orbit coupling from the ligand sphere to the transition metal. 
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These results provide a framework for synthetically controlling SOC in transition metal complexes 

and materials. This and subsequent research will enable the manipulation of SOC in transition 

metal complexes and will support advancements in fields as diverse as molecular magnetism, 

topological materials, and two-state reactivity in catalysis. Specific molecular targets to further 

this research are paramagnetic species featuring direct bonds 6p elements such as lead and bismuth. 

Further, we plan to pursue X-ray measurements to directly probe SOC and covalency to help 

deconvolute the influences of ligand field geometry and the heavy atom effect on the magnetic 

properties of these compounds. 
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Supplementary Information 

Experimental Details. 

General Considerations. All compounds were manipulated and handled under a dinitrogen 

atmosphere in an MBraun Unilab Pro glovebox. All glassware was either oven-dried at 150 °C for 

at least four hours or flame-dried prior to use. Diethyl ether (Et2O), benzene, and n-hexane were 

dried using a commercial solvent purification system from Pure Process Technology and stored 

over 3 or 4 Å sieves for a minimum of one day prior to use. CDCl3 and C6D6 were purchased from 

Cambridge Isotope Labs, deoxygenated by three successive freeze-pump-thaw cycles, filtered 

through a pad of activated alumina, and stored over 3 or 4 Å sieves prior to use. 

[(triphos)CoSnPh3](1) and [Ph,MeTpCoCl] were prepared according to literature procedures.82,83 

HSnPh3 and HGePh3 were purchased from MilliporeSigma and vacuum distilled prior to use. All 

other chemicals were used as received. Silylated Celite (Si-Celite) was prepared by stirring 25 g 

activated, dried Celite 545 in 100 mL toluene with 14 mL trimethylsilylchloride and 14 mL of 

triethylamine under N2 overnight at 40 °C, followed by filtration, washing with 80 mL MeOH and 

200 mL toluene, and drying for 24 hours at 100 °C. 

[Ph,MeTpCoGePh3]·benzene(2). LiGePh3 was generated by the deprotonation of HGePh3 (264.1 

mg, 0.866 mmol) with nBuLi (0.54 mL, 0.866 mmol) in 5 mL of Et2O at room temperature to 

generate a clear, slightly yellow solution. This was added dropwise at room temperature to a fine 

suspension of [Ph,MeTpCoCl] (401.1 mg, 0.694 mmol) in 10 mL of Et2O to precipitate a purple 

micro-crystalline solid. After allowing the reaction mixture to stir overnight, the solid was filtered 

out and washed with 5 mL Et2O then dried in vacuo. The solid was dissolved in 40 mL benzene, 

filtered over Si-Celite on a fritted funnel, then layered under 100 mL n-hexane. Purple, hexagonal 



54 
 

 
 

plates of 2 were obtained (Yield: 375.5 mg, 58.5 %). IR (ATR, cm–1): 3055 (w), 3045 (w), 3034 

(w), 2982 (w), 2933 (w), 2863 (w), 2529 (w), 1545 (m), 1507 (w), 1478 (m), 1452 (m), 1436 (s), 

1425 (s), 1378 (w), 1362 (m), 1341 (m), 1332 (w), 1302 (w), 1288 (w), 1259 (w), 1221 (w), 1212 

(w), 1183 (s), 1166 (m), 1113 (m), 1094 (m), 1074 (m), 1094 (m), 1074 (m), 1056 (s), 1030 (m), 

1024 (m), 998 (w), 986 (w), 979 (m), 912 (m), 852 (w), 843 (w), 831 (w), 802 (m), 789 (w), 777 

(s), 769 (s), 764 (s), 739 (s), 708 (s), 700 (s), 696 (s), 684 (m), 668 (vs), 661 (m), 656 (m), 636 

(m), 617 (m), 603 (w)  UV-Vis-NIR (CDCl3) λmax, nm (ε): 514 (1767), 655 (1058), 682 (1199), 

703 (sh, 991), 1096 (94), 1679 (67). 1H NMR (600 MHz, C6D6, 298 K): δ 58.22 (3H), 18.95 (9H), 

18.43 (br, 6H), 14.54 (6H), 8.16 (3H), 6.63 (6H), 5.12 (br, 6H), 2.94 (3H), −10.15 (br, 1H) ppm. 

Anal. Calcd. for GeCoN6C48BH43·(C6H6): 70.16 %C; 5.34 %H; 9.09 %N. Found: 67.51 %C; 5.32 

%H; 9.12 %N; carbon analysis consistently gave lower values that would could not be accounted 

for by loss of solvent, we attribute this is to incomplete combustion of the organogermanium 

species. 

[Ph,MeTpCoSnPh3]·benzene(3). Yellow KSnPh3 was generated by stirring HSnPh3 (222.2 mg, 

0.633 mmol) and KH (25.3 mg, 0.633 mmol) in 5 mL of Et2O for 4 hours at room temperature. To 

this, a suspension of [Ph,MeTpCoCl] (241.6 mg, 0.418 mmol) in 15 mL Et2O was added at room 

temperature, a white precipitate formed and the reaction was allowed to stir overnight at room 

temperature. The precipitate was filtered out and washed with 4 x 5 mL Et2O and dried. Then, it 

was taken up in 80 mL benzene, filtered through Si-Celite on a fritted funnel, then layered under 

100 mL n-hexane. Purple, hexagonal platelets of 3 were obtained (Yield: 142.7 mg, 35.2 %). IR 

(ATR, cm–1): 3049 (w), 3025 (w), 2995 (w), 2975 (w), 2965 (w), 2932 (w), 2530 (w), 1543 (m), 

1507 (w), 1475 (m), 1452 (m), 1435 (s), 1423 (s), 1376 (w), 1361 (m), 1341 (m), 1302 (w), 1286 

(w), 1254 (w), 1215 (w), 1180 (s), 1094 (m), 1056 (s), 1031 (m), 996 (w), 977 (m), 912 (w), 842 
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(w), 802 (w), 777 (m), 764 (s), 731 (s), 697 (s), 677 (vs), 650 (s), 637 (s), 533 (m), 526 (m), 490 

(m), 451 (s), 443 (s), 407 (w). UV-Vis-NIR (CDCl3) λmax, nm (ε): 516 (sh, 716) ,554 (1202), 650 

(1221), 683 (1015), 715 (644), 1069 (101), 1678 (60). 1H NMR (600 MHz, C6D6, 298 K): δ 63.93 

(3H), 28.49 (6H), 18.63 (9H), 13.34 (6H), 8.82 (3H), 7.99 (6H), 7.06, 4.88 (3H), −22.41 (1H) ppm. 

Anal. Calcd. for SnCoN6C48BH43·(C6H6): 66.83 %C; 5.09 %H; 8.66 %N. Found: 66.68 %C; 4.96 

%H; 8.30 %N. 

Magnetic Measurements. Magnetic data were collected using a Quantum Design MPMS-XL 

SQUID magnetometer. Measurements for all compounds were obtained on finely ground 

microcrystalline powders. The compounds were restrained in a frozen eicosane matrix and flame 

sealed in a quartz tube under vacuum. Dc magnetic susceptibility measurements were performed 

in the temperature range 1.8300 K under dc fields of 0.1, 0.5 and 1 T. Dc magnetization 

measurements were performed under applied magnetic fields of 1, 2, 3, 4, 5, 6 and 7 T in the 

temperature range of 1.810 K. Dc magnetic susceptibility data were corrected for diamagnetic 

contributions from the sample holder and eicosane as well as for the core diamagnetism of each 

sample, estimated using Pascal’s constants.843 A temperature-independent paramagnetism (TIP) 

correction was applied for both 2 and 3 with values of 1.3 x 10−3 cm3mol−1 and 1.1 x 10−3 cm3mol−1, 

respectively. Prior to full characterization, variable dc field magnetization data was collected from 

0 to 4 T at 100 K to ensure the absence of curvature associated with ferromagnetic impurities.  

Electron Paramagnetic Resonance (EPR) Spectroscopy. Polycrystalline samples of 2 and 3 

were loaded into a 4 mm OD quartz EPR tube under a dinitrogen atmosphere and restrained with 

eicosane. Continuous-wave EPR spectra were measured at the University of Chicago EPR facility 

using a Bruker Elexsys 500 X-band EPR spectrometer. Samples were cooled using an Oxford 

Systems continuous-flow He cryostat coupled with a 10 K He stinger from Bruker. Spectra were 
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acquired with the Bruker Win-EPR software suite. Spectral simulations were carried out using 

Easyspin.4  

X-ray Diffraction. Single crystal diffraction data collections were performed on single crystals 

coated with Paratone-N oil and mounted on a MicroMountsTM rod. The crystals were frozen while 

coated in Paratone-N oil under a stream of N2 during the measurement. Structures for 2 and 3 were 

collected with CuKλ = 1.54178 Å and MoK (λ = 0.71073 Å) sealed tube diffraction 

sources respectively. Both sources were equipped with a graphite monochromator and a Bruker 

APEX2 CCD detector. Raw data were integrated and corrected for Lorentz and polarization effects 

using Bruker Apex3 v. 2013.5 Absorption corrections were applied using SADABS.6 Space group 

assignments were determined by examination of systematic absences, E-statistics, and successive 

refinement of the structures. The crystal structure was solved by direct methods with the aid of 

successive difference Fourier maps in SHELXS7 operated with the OLEX2 interface.8 The crystals 

showed no significant decay during data collection. Thermal parameters were refined 

anisotropically for all non-hydrogen atoms. Hydrogen atoms were placed in ideal positions and 

refined using a riding model for all structures. Compounds 2 and 3 crystallized with a benzene 

molecule that was disordered over a special position, so a solvent mask was used. 

Powder X-ray Diffraction Measurements. Polycrystalline samples of 2 and 3 where loaded in a 

hollow metallic sample holder and both sides sealed with Kapton tape inside the glovebox. The 

powder X-ray diffraction (PXRD) patterns were measured in transmission geometry (with sample 

spinning) using a STOE STADI P instrument equipped with a CuKα1 sealed tube source and a 1D 

strip detector covering 2θ range of 6°. All patterns were collected at room temperature. 

All Other Physical Measurements. Combustion analysis of all complexes was performed by 

Midwest Microlabs (Indianapolis, IN). Infrared spectra were recorded on a Bruker Alpha FTIR 
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spectrometer equipped with an attenuated total reflectance accessory. Solution-phase NMR spectra 

were collected with a Bruker Avance III 600 MHz spectrometer. Proton NMR spectra are 

referenced to d6-benzene at 7.16 ppm. UV-vis-NIR and diffuse reflectance spectra were collected 

on a Varian Cary 5000 spectrometer at room temperature in CDCl3
 for the solutions or over KBr 

for solid measurements. 

Ligand Field Theory (LFT) Analysis. LFT analysis of the electronic structures of 2 and 3 were 

performed with use of the angular overlap model (AOM).9 The computer program DDN, which is 

available from J. Telser, was employed to perform the analysis. The program used the complete d7 

(equivalent to d3) weak-field basis including interelectronic repulsion (Racah parameters: B, C), 

spin-orbit coupling (ξeff), and AOM ligand-field bonding parameters (ϵσ, ϵπ). DDN allows use of a 

non-linear least-squares fitting subroutine (DSTEPIT, from QCPE, Bloomington, IN) to match 

observed electronic transition energies to those calculated by user-defined variable parameters. 

The general AOM procedure involved an initial fit of spin-allowed optical transitions with 

variation of B and AOM bonding parameters without ξeff; C was set to 4.7B. The geometric 

parameters used for the analysis were taken from the single-crystal X-ray diffraction data, and the 

bonding parameters for the three pyrazole N donors were set to be identical as they are 

crystallographically symmetric.  In order to reduce overparameterization, the ϵσ(N) parameter 

was calculated using the 1/r6
 dependence on bond distance from known ϵσ(N) parameters in similar 

Tp-based Co2+ complexes and held constant throughout the analysis.10 The analysis was performed 

assuming C3v symmetry of the complexes; therefore we set ϵπc(Sn) =  ϵπs(Sn). From this initial fit, 

ξeff was varied until a reasonable match for |D| was obtained. The resulting electronic structures 

were then checked to ensure that they were still in agreement with experiment. 
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Discussion of discrepancy between EPR and magnetometry g-values. We simulated the 

magnetization data from SQUID magnetometry with slightly lower g-values than what were used 

to simulate X-band EPR spectroscopy. We attribute this discrepancy to slight structural distortions 

that occur at lower temperatures. Structural distortions upon cooling is corroborated by the PXRD 

in Figure S3.6 which show deviations in the room temperature patterns from simulations of the 

single crystal data measured at 100 K. 
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Table S3.1│ Crystallographic information for the structural refinement of 2. 

Empirical Formula GeCoN6C54BH49 
Formula weight 924.32 g/mol 
Temperature  100.0 K 
Wavelength  1.54178 Å 
Crystal System Trigonal 
Space Group R−3 
Unit Cell Dimensions a = 12.4224(6) Å, α = 90.0˚ 
 b = 12.4224(6) Å, β = 120.0˚ 
 c = 48.074(4) Å, γ = 90.0˚ 
Volume  6424.7(8) Å3 
Z 6 
Density (calculated) 1.433 g/cm3 
Absorption coefficient 4.254 mm–1 
F000 2874.0 
Crystal color Purple 
Crystal size 0.398 × 0.384 × 0.110 mm3 
2θ range 2.757 to 68.026˚ 
Index ranges –14 ≤ h ≤ 9 
 –14 ≤ k ≤ 14 
 –57 ≤ l ≤ 56 
Reflections collected 27268 
Independent reflections 2606 [Rint = 0.0228] 
Completeness to θ = 60.128˚ 99.92 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.3824 and 0.2160 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 2606 / 0 / 173 
Goodness-of-fit on F2a 1.075 
Final R indices [I > 2σ(I) = 10408 data]b R1 = 3.37 %, wR2 = 8.62 % 
R indices (all data, 0.80 Å) R1 = 3.40 %, wR2 = 8.64 % 
Largest diff. peak and hole 0.54 and –0.34 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S3.2│ Crystallographic information for the structural refinement of 3. 

Empirical Formula SnCoN6C54BH49 
Formula weight 970.42 g/mol 
Temperature  100.0 K 
Wavelength  0.71073 Å 
Crystal System Monoclinic 
Space Group R−3 
Unit Cell Dimensions a = 12.373(2) Å, α = 90.0˚ 
 b = 12.373(2) Å, β = 120.0˚ 
 c = 48.707(8) Å, γ = 90.0˚ 
Volume  6458(2) Å3 
Z 6 
Density (calculated) 1.497 g/cm3 
Absorption coefficient 1.012 mm–1 
F000 2982.0 
Crystal color Purple 
Crystal size 0.516 × 0.344 × 0.050 mm3 
2θ range 3.892 to 64.18˚ 
Index ranges –17 ≤ h ≤ 17 
 –17 ≤ k ≤ 17 
 –70 ≤ l ≤ 70 
Reflections collected 51077 
Independent reflections 4682 [Rint = 0.0371] 
Completeness to θ = 64.18˚ 100.0 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.2679 and 0.2211 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 4682 / 0 / 173 
Goodness-of-fit on F2a 1.055 
Final R indices [I > 2σ(I) = 10408 data]b R1 = 5.35 %, wR2 = 14.83 % 
R indices (all data, 0.80 Å) R1 = 6.87 %, wR2 = 16.01 % 
Largest diff. peak and hole 4.87 and –0.98 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S3.3│ Simulation parameters for X-band EPR spectra of 2 and 3. 

 

Compound D (cm−1) E (cm−1) g|| g⊥ 
2 3.9 0.52 2.28 2.26 
3 12.0 0.70 2.25 2.31 

 

 

 

 

 

 

 

 

 

Table S3.4│ Fit parameters to the variable-temperature, variable-field magnetization curves for 
1 − 3. 

 

Compound D (cm−1) E (cm−1) g|| g⊥ 
1 2.0(3) -- 2.06(4) 2.06(4) 
2 3.9(3) 0.52(3) 2.20(2) 2.20(2) 
3 11.9(1) 0.7(1) 2.28(2) 2.28(2) 
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Table S3.5│ Fitted AOM parameters for 2 and 3. (E = Ge, Sn) 

 

 

 

 

 

 

 

 

Table S3.6│ Tabulated experimental and calculated band energies from the AOM analysis from 
a 4A2 ground state, assignments in C3v symmetry with Td origins in parentheses. All values are 
given in units of cm−1. 

Compound 4E (T2, F) 4A1 (T2, F) 4E (T1, F) 4A2 (T1, F) 4A2 (T1, P)* 4E (T1, P) 

2       
observed not obsd forbidden 5956 9124 14225 15267 

     14663  
calculated 2988 4500 5915 8966 14628 15303 

3       
observed not obsd forbidden 5959 9355 14641 15384 

       
calculated 2906 4628 5992 9308 14572 15452 

       
*Multiple transitions observed to this spin-allowed state due to coupling to states arising from 2G free-ion term. 

 

 

 

 

 

  

Compound ξeff (cm−1) B ϵσ(N) (cm−1) ϵπs(N) (cm−1) ϵσ(E) (cm−1) ϵπ(E) (cm−1) 
2 357 677 3235 1 2145 -934 

3 531 678 3401 129 2363 -633 
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Figure S1│Variable-field magnetization of polycrystalline samples of 1 (top), 2 (middle), and 3 
(bottom) restrained under eicosane acquired at 100 K. The black line is a linear fit to the data 
illustrating the absence of ferromagnetic impurities. 

 

 

 

Figure S2│Variable-temperature dc magnetic susceptibility data for 1 (top), 2 (middle), and 3 
(bottom) collected from 1.8 K to 300 K under a dc field of 0.1 T. 

 

 

 

Figure S3│Variable-temperature, variable-field magnetization data for 1 (top), 2 (middle), and 
3 (bottom) collected between 1.8 and 10 K from 1 to 7 T in 1 T increments. Black lines are 
simulations of the data obtained from fits using DAVE 2.0 and the spin Hamiltonian, Ĥ = D[Ŝz

2 
− 1/3S(S + 1)] + E(Ŝx2 – Ŝy2) + gµBSH. 

 

 

 

Figure S3.1│Variable-field magnetization data for 1 (top), 2 (middle), and 3 (bottom) collected 
restrained under eicosane acquired at 100 K. The black line is a linear fit to the data illustrating 
the absence of ferromagnetic impurities. 
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Figure S3.4│X-band EPR spectra of 2 (top) and 3 (bottom) measured at 12 K encased in 
eicosane. Parameters for the simulation are given in Table S3.3. 
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Figure S3.5│Electronic absorption spectra of 2 (top) and 3 (bottom) measured at room 
temperature in CDCl3. 
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Figure S3.6│Powder X-ray diffraction patterns for 2 (top) and 3 (bottom) measured at room 
temperature with CuKα radiation. The bottom patterns are simulations from the single crystal 
X-ray diffraction data measured at 100K. 
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Figure S3.7│1H nuclear magnetic resonance spectrum of 2 (top) and 3 (bottom) measured in 
C6D6 at room temperature. 
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Chapter Four: Orbital Energy Mismatch Engenders High-Spin Ground States in 
Heterobimetallic Complexes 

 

Reprinted with permission from: 

Coste, S. C.; Pearson, T. J.; Altman, A. B.; Klein, R. A.; Finney, B. A.; Hu, M. Y.; Alp, E. E.; 
Vlaisavljevich, B.; Freedman, D. E. Chem. Sci. 2020, 11, 9971-9977. 
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Introduction 

Synthetic control over spin state in transition metal complexes is crucial for tuning 

magnetic properties1 and reactivity.2 7 An intriguing method for creating high-spin bimetallic 

complexes is inspired by lanthanide complexes, in which the f orbitals are spatially contracted and 

thus do not interact with the ligand field. In transition metal complexes we can engineer an 

energetic mismatch between the frontier orbitals of the ligands and the 3d orbitals of the metal to 

afford a similar orbital depiction. From a molecular orbital (MO) perspective, poor energetic 

alignment between ligand donor and metal d orbitals would yield highly localized d orbitals 

exhibiting minimal interaction with the ligand field. We hypothesize using a heavy main group 

metal donor, such as Sn, could facilitate this energy mismatch as its electropositivity and larger 

principal quantum number theoretically render higher energy frontier orbitals.8 This approach will 

also provide key insight into the electronic structure of transition metal-Sn complexes which are 

of interest for cooperative catalysis 9 12 and radical-based transformations.1316 

Herein, we report an isostructural series of transition metal-Sn complexes, 

[Ph,MeTpMSnPh3] (Ph,MeTp− = hydrotris(3-phenyl-5-methylpyrazolyl)borate; M = Mn (3), Fe (4), 

Co (5), Ni (6), Zn(7)), in which high spin ground states are stabilized by an unusual bonding 

interaction. Using a series of first row transition metals allows us to probe the ligand field from 

various techniques while controlling metal-metal covalency to understand bonding. Despite a 

covalent interaction between the Sn and the transition metals, i.e. a similar atomic contribution to 

a bonding MO, Sn minimally interacts with the 3d manifold of the transition metal. This yields 

highly localized d orbitals on the transition metal exhibiting a weak field electronic structure. We 

attribute this observation to energetic mismatch between the 5s/5p donor orbitals of Sn and the 3d 

orbitals of the transition metal.  
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Results and Discussion 

We targeted unsupported metal-metal bonds to diminish the impact of ancillary ligands on 

the electronic structure. A divalent metal (Mn2+, Fe2+, Co2+, Ni2+, Zn2+) is capped with hydrotris(3-

phenyl-5-methylpyrazolyl) borate (Ph,MeTp−) leaving an open axial site for Sn coordination. 

Reacting this fragment with the organometallic anion, triphenyl stannide (Ph3Sn−), yielded the 

desired four-coordinate complexes featuring unsupported metal-metal bonds between these 

transition metals and Sn. We accessed complexes 3 – 7 via two routes as shown in Scheme 1. 

Compounds 3, 4, 5, and 7 form by metathesis of Ph,MeTpMCl (M = Mn2+(1), Fe2+, Co2+, 

Zn2+(2))17,18 with KSnPh3 in diethyl ether.19 To access 6, we reacted a trimethylsilyl Ni complex 

with HSnPh3 in n-hexane to eliminate trimethylsilane as 6 was unstable towards metathesis 

reaction conditions. Further synthetic details are available in the supporting information. 

The molecular structures of 3 – 6 were determined from single crystal X-ray diffraction. 

The structures (Fig. 4.1) show that both metals exist in a pseudo-tetrahedral environment 

connected by an unsupported metal-metal bond. These complexes crystallize isostructurally in 

R−3, as corroborated by PXRD (Fig. S4.1), with the metal-metal bond coinciding with the 3-fold 

rotation axis. The M–Sn bond distances in complexes 3, 4, 5, 6, and 7 (2.757(1), 2.698(1), 2.654(1), 

2.668(1), and 2.603(1) Å respectively) are 

similar to or shorter than the sum of their 

covalent radii suggesting the presence of 

covalent bonding.20 Analysis of the bonding 

via Cotton’s formal shortness ratio (FSR) 

yields values of 1.040, 1.018, 1.010, 1.017, 

and 0.962, respectively.21,22 The similar 

 

Scheme 4.1. Synthetic pathways to 3 – 7. M = Mn, 
Fe, Co, Ni, Zn.  
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values demonstrate that the metal-metal bonds have comparable bond order but that the Zn-Sn 

bond in 7 is the strongest. The vibrational Raman spectra (Fig. S4.2) support this analysis where 

the metal-metal stretching frequencies of 3 – 6 are between 170 – 173 cm−1 but the stretching mode 

in 7 is 180 cm−1. 

 We probed the spin ground state in complexes 3 – 6 using SQUID magnetometry. Variable-

temperature dc magnetic susceptibility data (shown in Fig. 4.2) on polycrystalline samples of 3, 4, 

5, and 6 display room-temperature χMT values of 4.32, 3.58, 2.11, and 1.36 cm3 K mol−1 in 

accordance with S = 5⁄2, S = 2, S = 3⁄2, and S = 1 ground states, respectively. The room-temperature 

values persist down until ~15 K in 3 and 6 or ~100 K in 4 and 5, which we attribute to the presence 

of zero-field splitting, D, a parameter for magnetic anisotropy. The high-spin state in the M–Sn 

bonded complexes here is rare as many such compounds feature low-valent strong-field 

environments.23,24 The high-spin nature here provides a unique opportunity to probe the ligand 

field influence of Sn to assess the metal-metal bonding. 

 We began our assessment of the ligand field in 3 – 6 with electronic absorption and 57Fe 

Mössbauer spectroscopy. Diffuse reflectance spectra of 3 – 6 (Fig. 4.3) show charge transfers in 

the UV-visible region and d-d transitions at lower energies. We assign the former as Ph3Sn→M 

 

Figure 4.2 Molecular structures of the [Ph,MeTpMSnPh3] series determined by X-ray crystallography where 
M = Mn (3), Fe (4), Co (5), Ni (6), and Zn (7). The blue, grey, yellow, turquoise, pink, orange, cobalt blue, 
green, and purple spheres represent nitrogen, carbon, boron, tin, manganese, iron, cobalt, nickel, and zinc 
atoms respectively. The hydrogens are omitted for clarity. 
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(M = Mn, Fe, Co, Ni) metal-to-metal charge transfer (MMCT) reflecting the stability of Sn’s 

higher oxidation states. This assignment is supported by the lack of comparable CT bands in the 

parent chloride compounds and by the similar intensity between the CT (~103 L mol−1 cm−1) and 

higher energy d-d transitions.25,26 The MMCT band red-shifts linearly with increasing transition 

metal electronegativity (Fig. S4.5), implying the energetic stabilization of the acceptor d orbitals 

with increasing electronegativity.27,28 The d-d transition energies and intensities in 5 and 6 are 

characteristic of 4A2 and 3A2 ground states, implying the following frontier orbital energy ordering: 

e(dxz, dyz) > a1(dz2) > e(dxy, dx2−y2).39,29,30 The 57Fe Mössbauer spectrum of 4 at 80 K (Fig. 4.3b) 

corroborates a similar d orbital ordering where the isomer shift (δ = 0.742(1) mm s−1) and ΔEQ 

values (1.061(3) mm s−1) are similar to other C3v-symmetric ferrous complexes with a 5E ground 

state (tabulated in Table S4.7).31,32 Importantly, the d-d transition energies of 4 – 6 are lower than 

that of structurally similar Tp− metal halide complexes suggesting a weak ligand field environment. 

This contrasts with previous studies of Sn ligands, which characterize it as a relatively strong σ-

donor.33 36 This discrepancy prompted us to investigate the degree of Sn character in the 3d-based 

MOs.  

 To probe the contribution of Sn towards the d orbitals, we used the zero-field splitting and 

hyperfine parameters from magnetometry and electron paramagnetic resonance (EPR) 

spectroscopy. As magnetic anisotropy stems from spin-orbit coupling (SOC), we would expect a 

high degree of covalency between 3d orbitals and the heavy Sn donor to yield larger axial zero 

field splitting (D) values compared to lighter ligands with smaller SOC constants.37 We quantified 

the magnetic anisotropy in 4 – 6 using SQUID magnetometry, specifically through variable-field, 

variable-temperature magnetization data (Fig. S4.7); the magnetic properties of 5 were reported 

previously.19 Using the program DAVE 2.0,38 we simulated the magnetization data with the spin 
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Hamiltonian Ĥ = gisoμBSH + D[Ŝz
2 − S(S+1)/3] 

+ E(Ŝx
2 − Ŝy

2) where giso is the isotropic g-

value, μB is the Bohr magneton, S is the spin 

quantum number, H is the applied magnetic 

field, D is the axial zero-field splitting 

parameter, and E is the transverse zero-field 

splitting parameter. The D values extracted for 

4, 5, and 6 from the simulations are 12.9(3) 

cm−1 (E/D = 0.26), 11.9(1) cm−1 (E/D = 0.06) 

and −3.0(2) cm−1 (E/D = 0), respectively. These values are both surprisingly small relative to 

isoelectronic C3v symmetric complexes regardless of donor SOC.39– 41,42– 45  

 The D value and hyperfine analysis of 3 were determined through X-band EPR 

spectroscopy. A spectrum of a solid state dilution of 3 in 7 (1:20 Mn:Zn)  is shown in Fig. 4.4 

where Sn hyperfine is prevalent in the intra-

Kramers (MS = ±½) transition (inset). We 

modelled the spectrum using EASYSPIN46 

with the following spin Hamiltonian, Ĥ = 

gisoμBSH + AIS + D[Ŝz
2 − S(S+1)/3] where 

all parameters hold their previous 

definitions and A is the hyperfine coupling 

tensor and I is the nuclear spin. The best 

simulation to the EPR spectrum of 3 at 12 

K (shown in Fig. S4.9) reveals a D value of 

 
Figure 4.2 (a) Temperature dependent magnetic 
susceptibility of polycrystalline powders of 3 – 6 
collected under an applied field of 0.1 T.  

 

Figure 4.3 (a) 57Fe Mossbauer spectra for a powder 
sample of 4 collected at 80 K. Open circles represent 
the experimental data, and the black line represents the 
fit to the spectrum. (b) Diffuse reflectance of 3 – 6 
measured in KBr at room temperature where the black 
bars mark the MMCTs. The asterisks mark 
absorbances from the ligand, and the water absorbance 
at ~3,300 cm1 has been manually removed from the 
data. 
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0.1015(6) cm−1 at 12 K, which is much smaller in comparison to D values with heavy atom donors 

such as iodide.47,48 Remarkably, the D value of 1, with the notably ionic axial Cl donor to Mn 

replacing Sn, is almost twice that of 3 corroborating the relatively small D values from 

magnetometry in 4 – 6. The D values reported here broadly suggest there is little SOC contribution 

from the heavy Sn donor towards magnetic anisotropy. 

Analysis of the metal hyperfine parameters in Fig. 4.4 yields a natSn hyperfine coupling (I 

= 1⁄2 for 115Sn, 117Sn, and 119Sn) of 141(3) MHz and a 55Mn hyperfine coupling (I = 5⁄2) of 164(2) 

MHz. The 55Mn hyperfine coupling parameter is low relative to other Mn2+ species, which can be 

attributed to the presence of covalent bonding based on previous observations.49 Despite the 

comparable metal hyperfine magnitude, the natSn hyperfine in 3 is only ~3% as large as Sn-centered 

radicals, such as Ph3Sn· (5230 MHz) where the spin density is completely localized at the Sn 

nucleus.50 This suggests there is little covalency between the 3dz
2 based orbital and the Sn donor 

orbitals. The foregoing analyses indicate a lack of Sn character in the d-based MOs suggesting an 

ionic interaction. 

To assess the covalency of the metal-metal bonds in 3 – 7, we used X-ray spectroscopic 

techniques to probe the electron distribution about the Sn nucleus. The X-ray absorption near-edge 

spectra (XANES) at the Sn K-edge are shown in Fig. 4.5a. The XANES region are similar in 3 – 

7 where the intensities and onset energy overlay well. The onset energy, defined by the energy of 

the inflection point (better illustrated by plotting the first derivative shown in Fig. S4.9), for each 

compound is 29201.7 eV. This indicates that the Sn valency does not change between 3 – 7 within 

the resolution limit of the Sn K-edge.51– 54 Importantly, the onset energies of 3 – 7 are between that 

of the SnO and SnO2 references, 29200.1 and 29203.4 eV respectively, alluding to a Sn valency 

between +2 and +4. Comparison of the onset energy between 3 – 7 with structurally similar 
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organometallic controls, ~29201.1 eV for Ph3SnX (X = SnPh3, Ph, Cl, and F), further corroborates 

the apparent Sn valency (Fig. S4.9). This observation matches the valence trends in 119Sn 

Mossbauer spectra of transition metal-Sn2+ complexes where the isomer shift values are closer to 

those of Sn4+ than Sn2+.9 We attribute these observations to significant donation of s-electron 

density from the Sn nucleus towards the transition metal. The apparent Sn valency from XAS 

therefore suggests covalent M–Sn bonding throughout the series with high Sn character. 

We examined covalency changes more precisely by determining the 119Sn quadrupole 

splitting parameter, ΔEQ, using synchrotron Mössbauer spectroscopy (SMS) of the 119Sn nucleus. 

The SMS data at 60 K are shown in Fig. 4.5b with fits to the data yielding ΔEQ values of 0.623(3), 

1.198(2), 1.204(4), 1.134(2), and 0.896(2) mm s−1 for complexes 3, 4, 5, 6, and 7, respectively. 

We find a linear correlation of the 119Sn ΔEQ 

values here with the Pauling electronegativities 

of the transition metal (shown in Fig. S4.10) 

where higher electronegativities engender 

larger ΔEQ values. This trend can be extended 

towards formally tetravalent Ph3SnX species (X 

= I, Br, Cl, OH, F) indicating the ΔEQ values 

correlate with the polarity of the axial bond to 

Ph3Sn. We interpret this trend in our bimetallic 

series as a change in the M–Sn bond polarity 

with electron density shifting towards M in 

more electronegative transition metals. 

 
Figure 4.4 Overlay of the experimental (pink) 
cw-EPR spectrum of 3 diluted in a polycrystalline 
sample of 7 (Mn:Zn 1:20) and the simulation 
(light blue) at room temperature collected at X-
band (ν = 9.6328 GHz). Inset: A zoomed image 
of the intra-Kramers (MS = ±1⁄2) transition. The 
light blue spectrum was simulated using the 
following parameters: giso = 1.9933(2), S = 5⁄2, 
Aiso(55Mn, I = 5⁄2) = 164(2) MHz, Aiso(natSn, I = 1⁄2) 
= 141(3) MHz, D = 0.0939(4) cm−1. 
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To complement the spectroscopic analysis of the bonding interaction, we turned to 

theoretical calculations (details in supporting information). We employed both density functional 

theory (DFT) and complete active space self-consistent field calculations with corrections from 

second-order perturbation theory 

(CASSCF/CASPT2) to analyse the bonding 

in the ground state. The Mayer bond orders 

(MBOs) from DFT and CASSCF (Table 

S4.14) both confirm a single M–Sn bond 

with 7 having the strongest bond (MBO of 

~0.8 in 7 versus ~0.6 for 3 – 6) corroborating 

analysis of the Raman spectra. Hirshfeld 

charge decomposition analysis (Tables 

S4.17 – S18) of the sigma bond, which 

divides the atomic contribution of each 

element towards a molecular orbital (MO), 

corroborates that the bond is a polar-

covalent interaction with a majority of Sn 

character. Furthermore, the decomposition 

agrees with the 119Sn ΔEQ values where the 

ratio of % atomic contribution (M:Sn) to the 

bond changes from 0.57 in 3 to 0.75 in 6. 

The X-ray spectroscopy and CASSCF 

 
Figure 4.5 (a) The XANES spectra at the Sn K-edge 
for polycrystalline samples of 3 – 7 (29200.4 eV for 
Sn metal reference), including SnO and SnO2 
standards, measured at 25 K. (b) 119Sn synchrotron 
Mössbauer spectra of 3 – 7 collected at 60 K. Open 
circles represent the experimental data, and the black 
lines represent fits to the spectra. 
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calculations both support a polar-covalent metal-metal interaction which is more polar with less 

electronegative transition metals. 

Computational investigation of the d-based orbitals in 3 – 6 corroborate a lack of Sn 

character despite the covalent bond. The calculations confirm the ground states of complexes 3 – 

6 in accordance with the magnetometry, EPR, and electronic absorption data; some of the natural 

orbitals for 3 are shown in Fig. 4.6 for illustration. The calculated D values (Table S4.20) and 

electronic excited states (Table S4.21) agree with the experimental magnetic data and absorption 

spectra supporting an accurate description of the electronic structure. Close inspection of the 

natural orbital with 3dz2 character reveals the weak ligand field is attributable to a lack of M–Sn 

antibonding character. This analysis demonstrates that we cannot treat Sn as a ligand in a 

traditional sense, since the d-orbitals do not mix appreciably with the Sn orbitals. This is best 

illustrated by Hirshfeld charge decomposition analysis of the frontier molecular orbitals where the 

3dz2 orbital has ~2.4% average Sn character for 3 – 6. Interestingly, the 4d orbitals have much more 

Sn character where the 4dz2 orbital has ~11.7% average Sn contribution. The MOs with M–Sn 

antibonding character are much higher in energy as evidenced by natural orbital occupation 

numbers (Figs. S11 – S14). Therefore, the 3d orbitals are essentially localized on the transition 

metal and non-bonding with respect to Sn in 3 – 6. 

The aggregate data here allow us to construct a qualitative MO picture (shown in Fig. 4.6) 

which describes the M–Sn bonding interaction. A foundational aspect of ligand field theory 

towards describing metal-ligand interactions is the introduction of covalency which implies d 

orbital-based MOs have metal-ligand antibonding character. Indeed, crystallographic, 

spectroscopic, and theoretical data shows that the Sn donor forms a polar-covalent bond in which 

electron density shifts away from Sn with more electronegative transition metals. However, we 
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find that the 3d-based MOs have no M-Sn 

antibonding character, countering the 

classical MO description of coordination 

complexes. Consequently, the electronic and 

magnetic properties in 3 – 6 are more like a 

free ion description with respect to the M 3d 

orbitals despite the covalent M-Sn interaction. 

This is surprising as the Sn 5s/5pz and M 3dz2 

orbitals have appropriate symmetry and 

orbital overlap to form a bonding interaction. 

We argue that the origin for this observation 

is energetic mismatch between the M 3d orbitals and the electropositive Sn donor orbitals. The 

Hirshfeld charge decomposition analysis supports this as the higher lying M 4s, 4p, and 4d orbitals 

have more atomic Sn contribution than the 3d-based MOs. This suggests that the localization of 

the M 3d orbitals are due to the higher energy of the Ph3Sn donor orbitals relative to the 3d orbitals. 

This energetic mismatch is supported by atomic ionization potentials and energies of the hydrogen-

like atomic orbitals.55 

Conclusions 

The comprehensive study reported herein illuminates the importance of energetic 

alignment in governing orbital interactions and spin ground states. Specifically, the better 

alignment of Sn donor orbitals with transition metal 4s and 4p orbitals yield highly localized, non-

bonding 3d orbitals. This engenders a weak ligand field about the transition metal stabilizing a 

high-spin ground state, unusual to bimetallic complexes. Understanding such factors governing 

 

Figure 4.6. Qualitative molecular orbital diagram 
depicting the natural orbitals of the -bonding and 
-antibonding orbitals and the orbital with primarily 
3dz2 orbital character for compound 3. 
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metal-metal interactions will be crucial in cooperative catalysis and targeting spin-selective 

reactivity. This demonstrates the potential use of electropositive main group metals in stabilizing 

unusual electronic structures. Furthermore, the bonding analysis here represents an advancement 

in the fundamental understanding of metal-metal interactions, particularly with Sn which has been 

proposed to promote inverted ligand fields.56 
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Supplementary Information 

Experimental Details. 

General Considerations. All compounds were manipulated and handled under a dinitrogen 

atmosphere in an MBraun Unilab Pro glovebox. All glassware was either oven-dried at 150 °C for 

at least four hours or flame-dried prior to use. Dichloromethane (DCM), methanol (MeOH), 

Diethylether (Et2O), benzene, toluene, and n-hexane were dried using a commercial solvent 

purification system from Pure Process Technology and stored over 3 or 4 Å sieves for a minimum 

of one day prior to use. CDCl3 and C6D6 were purchased from Cambridge Isotope Labs, 

deoxygenated by three successive freeze-pump-thaw cycles, filtered through a pad of activated 

alumina, and stored over 3 or 4 Å sieves prior to use. KTpPh,Me, Ph,MeTpFeCl, Ph,MeTpCoCl, and 

[Ph,MeTpNiCH2SiMe3]·1⁄2 hexane, and [Ph,MeTpCoSnPh3] were prepared according to literature 

procedures.57− 61 HSnPh3 was purchased from MilliporeSigma and vacuum distilled prior to use. 

All other chemicals were used as received. Silylated Celite was prepared by stirring 25 g activated, 

dried Celite 545 in 100 mL toluene with 14 mL trimethylsilylchloride and 14 mL of triethylamine 

under N2 overnight at 40 °C, followed by filtration, washing with 80 mL MeOH and 200 mL 

toluene, and drying for 24 hours at 100 °C. 

[Ph,MeTpMnCl](1). A solution of KTp (1.0463 g, 2.00 mmol) in 15 mL DCM was added to a 

stirring solution of MnCl2 (0.2573 g, 2.04 mmol) in 3 mL MeOH at room temperature. The white, 

cloudy solution was allowed to stir overnight at room temperature. The reaction mixture was 

subsequently pumped down to dryness. The product was extracted into 20 mL DCM, filtered 

through a Celite pad on a fritted filter, and then concentrated to about 4 mL. Crystalline product 

suitable for X-ray diffraction was obtained by adding 15 mL of n-hexane and allowing it to sit at 
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room temperature overnight. The white needles were then isolated by decanting the mother liquor, 

washing with 3 x 5 mL n-hexane, and drying in vacuo. Yield: 0.4563 g (39.7%). IR (ATR, cm–1): 

3131 (w), 3057 (w), 2968 (w), 2927 (w), 2909 (w), 2570 (w), 1577 (w), 1570 (w), 1558 (w), 1541 

(m), 1521 (w), 1507 (m), 1497 (w), 1486 (m), 1478 (m), 1464 (w), 1456 (w), 1450 (m), 1431 (m), 

1410 (m), 1400 (w), 1387 (w), 1379 (w), 1357 (m), 1341 (m) , 1323 (m), 1304 (m), 1282 (w), 1188 

(m), 1172 (m), 1156 (m), 1106 (m), 1096 (m), 1067 (s), 1041 (m), 1030 (w), 999 (w), 993 (w), 

977 (m), 913 (m), 842 (w), 827 (w), 799 (m), 778 (s), 761 (vs), 690 (vs), 679 (vs), 668 (s), 658 

(m), 640 (s),  619 (m), 603 (m). Anal. Calcd. for MnClN6C30BH28: 62.80 %C; 4.92 %H; 14.65 

%N. Found: 62.70 %C; 4.83 %H; 14.53 %N. 

[Ph,MeTpZnCl](2). A solution of KTp (1.3216 g, 2.53 mmol) in 15 mL DCM was added to a stirring 

solution of ZnCl2 (0.3483 g, 2.56 mmol) in 3 mL MeOH at room temperature. The white, cloudy 

solution was allowed to stir overnight at room temperature. The reaction mixture was subsequently 

pumped down to dryness. The product was extracted into 20 mL DCM, filtered through a Celite 

pad on a fritted filter, and then concentrated to about 4 mL. Crystalline product suitable for X-ray 

diffraction was obtained by adding 15 mL of n-hexane and allowing it to sit at room temperature 

overnight. The white needles were then isolated by decanting the mother liquor, washing with 3 x 

5 mL n-hexane, and drying in vacuo. Yield: 0.6667g (45.1%) IR (ATR, cm–1): 3139 (w), 3122 (w), 

3089 (w), 3061 (w), 3046 (w), 3027 (w), 2988 (w), 2961 (w), 2930 (w), 2916 (w), 2546 (m), 1574 

(w), 1568 (w), 1545 (m), 1508 (w), 1474 (m), 1438 (m), 1414 (m), 1385 (m), 1370 (m), 1342 (m), 

1310 (w), 1282 (w), 1216 (w), 1186 (m), 1171 (s), 1129 (w), 1094 (m), 1064 (s), 1028 (w), 998 

(w), 984 (m), 917 (w), 909 (w), 858 (w), 836 (w), 810 (m), 804 (m), 781 (m), 772 (m), 759 (vs), 

721 (w), 704 (m), 691 (vs), 668 (m), 655 (m), 636 (s), 623 (w), 616 (w), 612 (w), 604 (w). 1H 

NMR (500 MHz, CDCl3, 298 K): δ 7.72 (d, 6H), 7.41 (t, 6H), 7.36 (t, 3H), 6.26 (s, 3H), 5.00 (br 
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d, 1H), 2.57 (s, 9H) ppm. Anal. Calcd. for ZnClN6C30BH28: 61.68 %C; 4.83 %H; 14.38 %N. 

Found: 61.46 %C; 4.91 %H; 14.17 %N. 

[Ph,MeTpMnSnPh3]·benzene(3).  Yellow KSnPh3 was generated by stirring HSnPh3 (482.0 mg, 

1.373 mmol) and KH (55.1 mg, 1.374 mmol) in 5 mL of Et2O for 4 hours at room temperature. To 

this, a suspension of 1 (504.0 mg, 0.8784 mmol) in 15 mL Et2O was added at room temperature, 

a white precipitate formed and the reaction was allowed to stir overnight at room temperature. The 

precipitate was filtered out and washed with 4 x 5 mL Et2O and dried. Then, it was taken up in 80 

mL benzene, filtered through silylated Celite on a fritted funnel, then layered under 100 mL n-

hexane. Colorless hexagonal platelets of 3 were obtained (Yield: 410.5 mg, 48.4%). The IR (ATR, 

cm–1): 3048 (w), 3023 (w), 3001 (w), 2975 (w), 2964 (w), 2928 (w), 2527 (w), 1542 (m), 1506 

(w), 1474 (m), 1450 (m), 1432 (s), 1423 (s), 1376 (w), 1358 (m), 1341 (m), 1303 (w), 1283 (w), 

1254 (w), 1215 (w), 1178 (s), 1092 (m), 1060 (s), 1030 (m), 995 (w), 975 (m), 912 (w), 841 (w), 

802 (w), 777 (m), 763 (s), 730 (s), 695 (s), 677 (vs), 656 (s), 638 (s), 531 (m), 522 (m), 489 (m), 

451 (s), 442 (s), 409 (w). UV-Vis-NIR (C6D6) λmax, nm (ε): 360 (2595). Anal. Calcd. for 

SnMnN6C48BH43·1⁄2(C6H6): 66.04 %C; 5.00 %H; 9.06 %N. Found: 66.34 %C; 5.01 %H; 8.83 %N. 

[Ph,MeTpFeSnPh3]·benzene(4). 4 was synthesized in a similar fashion to 3, except that 

[Ph,MeTpFeCl] (510.3 mg, 0.8879 mmol) was reacted with KSnPh3 (1.373 mmol). Orange, 

hexagonal platelets of 4 were obtained with a benzene/n-hexane layering (Yield: 295.9 mg, 34.4 

%). IR (ATR, cm–1): 3048 (w), 3024 (w), 2995 (w), 2975 (w), 2965 (w), 2919 (w), 2527 (w), 1541 

(m), 1506 (w), 1474 (m), 1451 (m), 1433 (s), 1423 (s), 1376 (w), 1359 (m), 1342 (m), 1300 (w), 

1285 (w), 1254 (w), 1214 (w), 1180 (s), 1093 (m), 1058 (s), 1030 (m), 995 (w), 976 (m), 912 (w), 

841 (w), 802 (w), 776 (m), 763 (s), 730 (s), 696 (s), 677 (vs), 656 (s), 637 (s), 532 (m), 524 (m), 

488 (m), 451 (s), 442 (s), 417 (w). UV-Vis-NIR (C6D6) λmax, nm (ε): 356 (1331), 462 (1510), 513 
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(sh, 727). 1H NMR (500 MHz, C6D6, 298 K): δ 59.90 (3H), 32.59 (6H), 29.33 (9H), 10.20 (6H), 

8.86 (3H), 7.67 (6H), 6.29 (3H), 5.85 (6H), -15.79 (1H) ppm. Anal. Calcd. for 

SnFeN6C48BH43·(C6H6): 67.05 %C; 5.11 %H; 8.69 %N. Found: 66.76 %C; 5.07 %H; 8.41 %N. 

 [Ph,MeTpNiSnPh3]·benzene(6). A solution of HSnPh3 (107.0 mg, 0.3048 mmol) in 2 mL of n-

hexane was added to a stirring solution of [Ph,MeTpNiCH2SiMe3]·1⁄2 hexane (151.6 mg, 0.2261 

mmol) in 15 mL of n-hexane at room temperature. After allowing the reaction mixture to stir for 

5 hours at room temperature, the turquoise precipitate was filtered out and washed with 3 x 5 mL 

hexanes then dried in vacuo. Turquoise, hexagonal platelets of 6 were obtained by dissolving the 

product in 8 mL benzene, filtering through silylated Celite, and layering under 30 mL of n-hexane. 

(Yield: 107.9 mg, 49.2% ) IR (ATR, cm–1): 3048 (w), 3024 (w), 2995 (w), 2975 (w), 2965 (w), 

2931 (w), 2521(w), 1543 (m), 1506 (w), 1475(m), 1451 (m), 1435 (s), 1423 (s), 1377 (w), 1361 

(m), 1344 (m), 1300 (w), 1285 (w), 1253 (w), 1218 (w), 1186 (s), 1094 (m), 1057 (s), 1031 (m), 

996 (w), 979 (m), 912(w), 838 (w), 803 (w), 779 (m), 763 (s), 730 (s), 697 (s), 676 (vs), 656 (s), 

637 (s), 535 (m), 528 (m), 488 (m), 452 (s), 443 (s), 404 (w). UV-Vis-NIR (C6D6) λmax, nm (ε): 

367 (1975), 576 (1511), 709 (1191), 975 (348). 1H NMR (500 MHz, C6D6, 298 K): δ 73.93, 14.39, 

9.99, 9.55, 8.90, 8.01, 7.47, 7.08, −9.24 ppm. Anal. Calcd. for SnNiN6C48BH43·(C6H6): 66.85 %C; 

5.09 %H; 8.66 %N. Found: 66.54 %C; 5.09 %H; 8.82 %N. 

[Ph,MeTpZnSnPh3]·benzene (7). 7 was synthesized in a similar fashion to 3, except that 2 (559.0 

mg, 0.9578 mmol) was reacted with KSnPh3 (1.437 mmol). Colorless, hexagonal platelets of 7 

were obtained with a benzene/n-hexane layering (Yield: 451.0 mg, 48.3 %). IR (ATR, cm–1): 3050 

(w), 3026 (w), 2996 (w), 2977 (w), 2966 (w), 2931 (w), 2513 (w), 1544 (m), 1507 (w), 1476 (m), 

1451 (m), 1435 (s), 1424 (s), 1376 (w), 1362 (m), 1343 (m), 1301 (w), 1286 (w) 1255 (w), 1219 

(w), 1186 (s), 1093 (m), 1059 (s), 1031 (m), 996 (w), 976 (m), 913 (w), 834 (w), 803 (w), 780 (m), 
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764 (s), 731 (s), 697 (s), 676 (vs), 656 (s), 637 (s), 532 (m), 527 (m), 489 (m), 451 (s), 443 (s), 410 

(w). 1H NMR (600 MHz, C6D6, 298 K): δ 7.50 (d, 6H), 7.14 (t, 3H), 7.09 (t, 6H), 7.04 (d, 6H), 

6.75 (t, 3H), 6.50 (t, 6H), 5.93 (s, 3H),  5.00 (br s, 1H), 2.24 (s, 9H) ppm. 119Sn NMR (223.8 MHz, 

C6D6, 298 K) −118.45 ppm Anal. Calcd. for SnZnN6C48BH43·1⁄2(C6H6): 65.31 %C; 4.94 %H; 8.96 

%N. Found: 65.39 %C; 4.82 %H; 9.15 %N. 

Magnetic Measurements. Magnetic data were collected using a Quantum Design MPMS-XL 

SQUID magnetometer. Measurements for all compounds were obtained on finely ground 

microcrystalline powders. The compounds were restrained in a frozen eicosane matrix and flame 

sealed in a quartz tube under vacuum. Dc susceptibility measurements were collected in the 

temperature range 1.8−300 K under dc fields of 0.1, 0.5 and 1 T. Dc magnetization measurements 

were performed under applied magnetic fields of 1, 2, 3, 4, 5, 6 and 7 T in the temperature range 

of 1.8−10 K. Dc magnetic susceptibility data were corrected for diamagnetic contributions from 

the sample holder and eicosane as well as for the core diamagnetism of each sample, estimated 

using Pascal’s constants.62 Prior to full characterization, variable dc field magnetization data was 

collected from 0 to 4 T at 100 K to ensure the absence of curvature associated with ferromagnetic 

impurities.  

X-ray Diffraction. Single crystal diffraction data collections were performed on single crystals 

coated with Paratone-N oil and mounted on a MicroMountsTM rod. The crystals were frozen while 

coated in Paratone-N oil under a stream of N2 during the measurement. Structures for 1 - 7 were 

collected with a Mo Kα (λ = 0.71073 Å) sealed tube diffraction source with a graphite 

monochromator, and a Bruker APEX2 CCD detector. Raw data were integrated and corrected for 

Lorentz and polarization effects using Bruker Apex3 v. 2013.63 Absorption corrections were 

applied using SADABS.64 Space group assignments were determined by examination of 
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systematic absences, E-statistics, and successive refinement of the structures. The crystal structure 

was solved by direct methods with the aid of successive difference Fourier maps in SHELXS65 

operated with the OLEX2 interface.66 The crystals showed no significant decay during data 

collection. Thermal parameters were refined anisotropically for all non-hydrogen atoms. Hydrogen 

atoms were placed in ideal positions and refined using a riding model for all structures. Compounds 

3 – 7 crystallized with a benzene molecule that was disordered over a special position, so a solvent 

mask was used. 

Zero-field 57Fe Mössbauer Spectroscopic Measurements. Measurement of 4 was performed 

under zero applied magnetic field and at 80 K on ca. 70 mg of ground, microcrystalline product. 

The sample was loaded into a circular plastic cap of 1 cm2 area under an inert atmosphere covered 

in Paratone-N oil and transferred quickly to the cryostat to avoid sample decomposition. The 

spectrum was collected with a constant acceleration spectrometer and a 57Co/Rh source. Prior to 

measurements, the spectrometer was calibrated at 295 K with α-Fe foil. Spectra were analyzed 

using the WMOSS Mössbauer Spectral Analysis Software (www.wmoss.org). 

Raman Spectroscopy Measurements. Crystals of 3 − 7 were sealed in 0.7 mm capillaries with 

Illumabond UV Curable Epoxy in the glovebox. Raman spectra were collected using a Horiba 

LabRam HR Evolution confocal microscope. Individual crystals were excited with 633 nm 

(compounds 3 and 4) and 532 nm (compounds 5 − 7) continuous-wave diode lasers equipped with 

a long working distance 50× microscope objective (NA = 0.50; Nikon) and 1800 grooves/mm 

grating at 0.95 mW (633 nm) and 2.5 mW (532 nm) power at room temperature. The spectra were 

collected for 10 minutes. 

http://www.wmoss.org/
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Powder X-ray Diffaction Measurements. Polycrystalline samples of 3 − 7 where loaded in a 

hollow metallic sample holder and both sides sealed with Kapton tape inside the glovebox. The 

powder X-ray diffraction (PXRD) patterns were measured in transmission geometry (with sample 

spinning) using a STOE STADI P instrument equipped with a CuKα1 sealed tube source and a 1D 

strip detector covering 2θ range of 6°. All patterns were collected at room temperature. 

Electron Paramagnetic Resonance (EPR) Spectroscopy. Polycrystalline samples were loaded 

into a 4 mm OD quartz EPR tube under a dinitrogen atmosphere and restrained with eicosane. 

Continuous-wave EPR spectra were measured at the University of Chicago EPR facility using a 

Bruker Elexsys 500 X-band EPR spectrometer. Samples were cooled using an Oxford Systems 

continuous-flow He cryostat coupled with a 10 K He stinger from Bruker. Spectra were acquired 

with the Bruker Win-EPR software suite. Spectral simulations were carried out using Easyspin.67 

X-Ray Absorption Spectroscopy (XAS). Transmission XAS measurements at the Sn K-edge 

(29.2 keV) were acquired at sector 20-BM at the Advanced Photon Source of Argonne National 

Laboratory. Samples were prepared by sealing layers of polycrystalline or amorphous powders 

between pieces of Kapton tape inside a dinitrogen glovebox and adhering the layers to Teflon 

sample holders. The sample holders were then mounted onto a sample rod and placed under 

vacuum. Samples were measured at 25 K using a Displex closed-cycle He refrigerator. All 

measurements at the Sn K-edge were run concurrently with Sn foil for energy calibration. The 

spectra were normalized and analyzed using the software Athena.68 

119Sn Synchrotron Mössbauer Spectroscopy. Spectra for 3 – 7 were measured at Sector 30-ID 

at the Advanced Photon Source of Argonne National Laboratory. Samples were prepared by 

mixing unenriched polycrystalline powders with oil, to improve thermal conductivity, and placing 

inside a custom-made 9-well copper sample holder in a dinitrogen-filled glovebox. Kapton tape 
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was used to seal the samples and protect from dioxygen. Measurements were done under vacuum 

and cooled used a closed-loop He refrigerator equipped with a Be window. The spectra were fit 

iteratively with the Newton method using the CONUSS-2.2.0 software. The agreement between 

data and the fits were parameterized by a normalized χ2 value which are displayed for each fit in 

Table S4.11. The natural abundance of 119Sn was used for fitting with a fixed Lamb-Mössbauer 

factor of 0.05. The density of each compound was fixed to the value obtained from single crystal 

X-Ray diffraction measurements. We fit the spectra using a single Sn site and allowed the 

following parameters to freely refine: ∆EQ, texture coefficient, sample thickness, and the scaling 

factor. We used the density obtained from single crystal X-ray diffraction and used a Lamb-

Mössbauer factor of 0.05 for the fits. A distribution of electric quadrupole splitting was also used 

in the fit and allowed to refine freely.  

All Other Physical Measurements. Combustion analysis of all complexes was performed by 

Midwest Microlabs (Indianapolis, IN). Infrared spectra were recorded on a Bruker Alpha FTIR 

spectrometer equipped with an attenuated total reflectance accessory. Solution-phase NMR spectra 

were collected with a Bruker Avance III 600 MHz spectrometer. Proton NMR spectra are 

referenced to CDCl3 or d6-benzene at 7.26 and 7.16 ppm, respectively. UV-vis-NIR and diffuse 

reflectance spectra were collected on a Varian Cary 5000 spectrometer at room temperature in 

C6D6 for the solutions or over KBr for solid measurements. 

Computational Details. 

Analysis of bonding in the ground state. Single point energy calculations were performed for 

molecular geometries obtained from experiment using density functional theory (DFT) to analyze 

the bonding in 3-7 and compare with the CASPT2 results. All calculations were performed in the 
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Turbomole program package.69 The TPSSh70,71 functional and def2-TZVP basis set72 was used. 

The resolution of the identity (RI) approximation was used as well.73−75 Atomic charges, spin 

densities, and the charge decomposition of the σ bonding orbital computed using intrinsic bond 

orbital (IBO) analysis as implemented in IboView.76 Mayer bond orders were computed using the 

MultiWFN program.77,78 The occupation numbers for the lowest CI Root from the CASSCF 

calculation described above (for the ground state spin) were used to calculate the so-called 

effective bond order (EBO) which is the occupation number of the bonding orbital minus the 

occupation number of the antibonding orbital, divided by two.  

Calculated Magnetic Properties. All complete active space self-consistent field level of theory 

(CASSCF) with corrections to the energy from second order perturbation theory (CASPT2) were 

performed on geometries obtained by diffraction experiments for 3-6.79−81 The active space 

includes the 3d and 4d orbitals from the transition metal (Mn, Fe, Co, or Ni) along with the bonding 

and antibonding orbitals between Sn and transition metal. The corresponding number of electrons 

to maintain a neutral charge were included. Specifically, the active spaces were (7e, 12o), 

(8e, 12o), (9e, 12o), and (10e, 12o), for Mn, Fe, Co, and Ni, respectively. All calculations were 

performed with the OpenMolcas 8.0 software package.82 An imaginary shift of 0.2 and an IPEA 

shift of 0.25 were used in all CASPT2 calculations. ANO-RCC basis sets was used for all atoms 

with the following contractions: 6s5p3d2f1g for Mn, Fe, Co and Ni; 6s5p3e1f for Sn; 3s2p1d for 

N; 2s1p for B and C; and 1s for H.83− 86 CASPT2 calculations were performed for the lowest energy 

state of the ground state spins (S=3/2 for Co, S=1 for Ni, and S=2 for Fe) to analyze the bonding. 

The natural orbitals and their occupation in the spin-free ground state are shown in Figures S11 to 

S14.  The orbitals were state-averaged and all excitations within the 3d manifold were computed. 

This corresponds to the following number of states: Mn (1 sextet, 24 quartets, and 75 doublets), 
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Fe (5 quintets, 45 triplets, and 50 singlets), Co (10 quartets and 40 doublets), and Ni (10 triplets 

and 15 singlets). Spin-orbit coupling effects were included a posteriori using the restricted active 

space state interaction approach (RASSI). The diagonal elements of the effective Hamiltonian 

were replaced with the single state CASPT2 energies. The obtained RASSI spin-orbit states were 

introduced into the SINGLE-ANISO module to calculate the magnetic properties (D and E).87 

Additional information regarding the excited state electron configurations can be found at the 

University of South Dakota’s library database via this link: https://red.library.usd.edu/data/1/. 
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Table S4.1│ Crystallographic information for the structural refinement of 1. 

Empirical Formula MnClN6C30BH28 
Formula weight 573.78 g/mol 
Temperature  100.07 K 
Wavelength  0.71073 Å 
Crystal System Trigonal 
Space Group R3c 
Unit Cell Dimensions a = 12.0230(1) Å, α = 90.0˚ 
 b = 12.0230(1) Å, β = 90.0˚ 
 c = 32.558(3) Å, γ = 120.0˚ 
Volume  4075.8(1) Å3 
Z 6 
Density (calculated) 1.403 g/cm3 
Absorption coefficient 0.616 mm–1 
F000 1782.0 
Crystal color Colorless 
Crystal size 0.342 × 0.150 × 0.084 mm3 
2θ range 4.644 to 68.426˚ 
Index ranges –19 ≤ h ≤ 18 
 –19 ≤ k ≤ 18 
 –21 ≤ l ≤ 51 
Reflections collected 41720 
Independent reflections 7916 [Rint = 0.0371] 
Completeness to 2θ = 68.426˚ 81.1 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.4853 and 0.4292 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 2860 / 1 / 119 
Goodness-of-fit on F2a 1.061 
Final R indices [I > 2σ(I)]b R1 = 3.10 %, wR2 = 6.80 % 
R indices (all data) R1 = 4.15 %, wR2 = 7.18 % 
Largest diff. peak and hole 0.31 and –0.36 e.Å–3 
a GooF = [Σ[w(Fo

2–Fc
2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 

 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo
2–Fc

2)2] / 
Σ[w(Fo

2)2]]1/2 
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Table S4.2│ Crystallographic information for the structural refinement of 2. 

Empirical Formula ZnClN6C30BH28 
Formula weight 584.21 g/mol 
Temperature  100.11 K 
Wavelength  0.71073 Å 
Crystal System Monoclinic 
Space Group P21/n 
Unit Cell Dimensions a = 11.0364(8) Å, α = 90.0˚ 
 b = 15.2242(1) Å, β = 94.548(2)˚ 
 c = 16.1001(1) Å, γ = 90.0˚ 
Volume  2696.6(4) Å3 
Z 4 
Density (calculated) 1.439 g/cm3 
Absorption coefficient 1.04 mm–1 
F000 1208.0 
Crystal color Colorless 
Crystal size 0.348 × 0.122 × 0.040 mm3 
2θ range 3.688 to 60.42˚ 
Index ranges –15 ≤ h ≤ 15 
 –21 ≤ k ≤ 21 
 –22 ≤ l ≤ 22 
Reflections collected 44426 
Independent reflections 7978 [Rint = 0.0855] 
Completeness to 2θ = 60.42˚ 100.0 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.4932 and 0.4028 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 7978 / 0 / 355 
Goodness-of-fit on F2a 1.010 
Final R indices [I > 2σ(I)]b R1 = 4.69 %, wR2 = 9.00 % 
R indices (all data) R1 = 9.26 %, wR2 = 10.48 % 
Largest diff. peak and hole 0.72 and –0.69 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S4.3│ Crystallographic information for the structural refinement of 3. 

Empirical Formula SnMnN6C54BH49 
Formula weight 966.43 g/mol 
Temperature  100.0 K 
Wavelength  0.71073 Å 
Crystal System Trigonal 
Space Group R−3 
Unit Cell Dimensions a = 12.3824(6) Å, α = 90.0˚ 
 b = 12.3824(6) Å, β = 120.0˚ 
 c = 49.104(2) Å, γ = 90.0˚ 
Volume  6520.2(7) Å3 
Z 6 
Density (calculated) 1.477 g/cm3 
Absorption coefficient 0.912 mm–1 
F000 2970.0 
Crystal color Colorless 
Crystal size 0.456 × 0.419 × 0.110 mm3 
2θ range 3.888 to 60.114˚ 
Index ranges –17 ≤ h ≤ 17 
 –17 ≤ k ≤ 16 
 –69 ≤ l ≤ 69 
Reflections collected 55305 
Independent reflections 4263 [Rint = 0.0425] 
Completeness to 2θ = 60.114˚ 100.0 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.9927 and 0.7230 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 4263 / 0 / 173 
Goodness-of-fit on F2a 1.048 
Final R indices [I > 2σ(I)]b R1 = 5.33 %, wR2 = 14.90 % 
R indices (all data) R1 = 6.53 %, wR2 = 16.47 % 
Largest diff. peak and hole 5.01 and –1.62 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S4.4│ Crystallographic information for the structural refinement of 4. 

Empirical Formula SnFeN6C54BH49 
Formula weight 967.34 g/mol 
Temperature  100.0 K 
Wavelength  0.71073 Å 
Crystal System Trigonal 
Space Group R−3 
Unit Cell Dimensions a = 12.3722(2) Å, α = 90.0˚ 
 b = 12.3722(2) Å, β = 120.0˚ 
 c = 48.796(1) Å, γ = 90.0˚ 
Volume  6468.6(2) Å3 
Z 6 
Density (calculated) 1.490 g/cm3 
Absorption coefficient 0.962 mm–1 
F000 2976.0 
Crystal color Orange 
Crystal size 0.127 × 0.056 × 0.025 mm3 
2θ range 2.504 to 60.128˚ 
Index ranges –16 ≤ h ≤ 15 
 –17 ≤ k ≤ 17 
 –68 ≤ l ≤ 68 
Reflections collected 37148 
Independent reflections 4228 [Rint = 0.0295] 
Completeness to θ = 60.128˚ 100.0 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.9879 and 0.8782 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 4228 / 0 / 173 
Goodness-of-fit on F2a 1.049 
Final R indices [I > 2σ(I) = 10408 data]b R1 = 3.03 %, wR2 = 7.06 % 
R indices (all data, 0.80 Å) R1 = 4.15 %, wR2 = 7.71 % 
Largest diff. peak and hole 0.39 and –0.91 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S4.5│ Crystallographic information for the structural refinement of 6. 

Empirical Formula SnNiN6C54BH49 
Formula weight 970.20 g/mol 
Temperature  100.0 K 
Wavelength  0.71073 Å 
Crystal System Trigonal 
Space Group R−3 
Unit Cell Dimensions a = 12.3186(4) Å, α = 90.0˚ 
 b = 12.3186(4) Å, β = 120.0˚ 
 c = 49.082(2) Å, γ = 90.0˚ 
Volume  6450.4(5) Å3 
Z 6 
Density (calculated) 1.499 g/cm3 
Absorption coefficient 1.066 mm–1 
F000 2988.0 
Crystal color Turquoise 
Crystal size 0.443 × 0.380 × 0.044 mm3 
2θ range 2.49 to 61.21˚ 
Index ranges –17 ≤ h ≤ 17 
 –17 ≤ k ≤ 17 
 –70 ≤ l ≤ 69 
Reflections collected 65036 
Independent reflections 4430 [Rint = 0.0329] 
Completeness to θ = 52.48˚ 100.0 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.8872 and 0.6505 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 4430 / 0 / 173 
Goodness-of-fit on F2a 1.050 
Final R indices [I > 2σ(I) = 10408 data]b R1 = 3.27 %, wR2 = 8.23 % 
R indices (all data, 0.80 Å) R1 = 4.15 %, wR2 = 8.71 % 
Largest diff. peak and hole 0.60 and –0.90 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S4.6│ Crystallographic information for the structural refinement of 7. 

Empirical Formula SnZnN6C54BH49 
Formula weight 976.86 g/mol 
Temperature  100.0 K 
Wavelength  0.71073 Å 
Crystal System Monoclinic 
Space Group R−3 
Unit Cell Dimensions a = 12.3859(4) Å, α = 90.0˚ 
 b = 12.3859(4) Å, β = 120.0˚ 
 c = 48.738(2) Å, γ = 90.0˚ 
Volume  6475.2(5) Å3 
Z 6 
Density (calculated) 1.503 g/cm3 
Absorption coefficient 1.181 mm–1 
F000 3000.0 
Crystal color Colorless 
Crystal size 0.470 × 0.260 × 0.044 mm3 
2θ range 3.888 to 58.378˚ 
Index ranges –16 ≤ h ≤ 16 
 –16 ≤ k ≤ 16 
 –66 ≤ l ≤ 66 
Reflections collected 54021 
Independent reflections 3891 [Rint = 0.0448] 
Completeness to θ = 58.378˚ 99.96 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.9514 and 0.7101 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 3891 / 0 / 173 
Goodness-of-fit on F2a 1.088 
Final R indices [I > 2σ(I) = 10408 data]b R1 = 4.22 %, wR2 = 10.96 % 
R indices (all data, 0.80 Å) R1 = 5.01 %, wR2 = 11.72 % 
Largest diff. peak and hole 2.48 and –1.62 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S4.7│Comparison of 57Fe Mössbauer parameters between compound 4 and known values 
of similar compounds. 

 

Compound δ (mm s−1) ∆EQ (mm s−1)  
Ph,MeTpFeSnPh3 (4) 0.742(1) 1.061(3) 

PhB(MesIm)3Fe–N=PPh3
32 0.44(1) 0.78(1) 

[PhBP3
CH2Cy]Fe–N=PPh3

33 0.820 1.449 
[PhBP3

iPr3]Fe–N=PPh3
33 0.617 1.373 

 

 

 

 

 

Table S4.8│Fit parameters to the variable-temperature, variable field magnetization data of 3, 4, 
5, 6. Parameters for 4 were reported previously5, but are displayed here for easier comparison. 

 

Compound D (cm−1) E (cm−1)  giso 
3 −0.2(1) 0 1.99(2) 
4 12.9(3) 3.3(2) 2.14(1) 
5 11.9(1) 0.7(1) 2.28(2) 
6 −3.0(2) 0 2.28(2) 

 

 

 

 

 

Table S4.9│Fit parameters to the cw-EPR spectra of samples of 1 and 3 diluted in a polycrystalline 
sample of 7 in a 1:20 (Mn:Zn) ratio.  

 

Compound Temperature (K) giso D (cm−1) Aiso (55Mn, MHz)  Aiso (natSn, MHz) 
1 298 1.999(2) 0.230(1) - - 
 10 1.999(2) 0.236(1) - - 
3 298 1.9933(2) 0.0939(4) 164(2) 141(3) 
 12 1.9933(3) 0.1015(6) 164(3) - 
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Table S4.10│Results from peak-fitting XANES data at Sn K-edge for 3 – 7, and SnO, SnO2, 
Ph6Sn2, Ph4Sn, Ph3SnCl, and Ph3SnF references. The step was fit with an arctangent function and 
the peaks were fit with pseudo-Voigt functions with γ = 0.5 for all compounds. Peak and step 
positions are reported in eV. 

 

Compound Step Peak 1 Peak 2 Reduced 
χ2 Height Center Width Height Center σ Height Center σ 

3 0.847 29201.7 3.5 9.72 29209.1 18.09 0.701 29223.7 7.97 0.0047 
4 0.829 29201.7 3.53 10.117 29209.1 18.24 0.828 29223.7 8.29 0.0049 
5 0.830 29201.7 3.52 10.404 29208.7 18.84 0.779 29223.5 7.81 0.0055 
6 0.829 29201.8 3.51 10.473 29208.7 18.85 0.85 29223.7 8.49 0.0056 
7 0.771 29201.7 3.64 10.469 29209.1 17.20 2.62 29223.8 13.92 0.0051 

Ph6Sn2 0.718 29201.0 1.59 9.272 29204.1 12.22 7.26 29224.5 22.58 0.0052 
Ph4Sn 0.719 29201.1 1.68 9.303 29204.1 12.10 7.29 29224.8 22.72 0.0057 

Ph3SnCl 0.749 29201.2 1.74 9.319 29204.1 12.02 7.27 29224.2 22.86 0.0099 
Ph3SnF 0.759 29202.1 2.21 9.704 29203.3 10.83 6.80 29225.0 24.30 0.0081 

SnO 0.895 29200.1 4.73 10.796 29203.8 13.69 0.71 29215.4 7.66 0.0026 
SnO2 0.682 29203.4 5.18 14.65 29208.7 13.15 3.39 29224.6 13.16 0.0099 
 

 

 

 

Table S4.11│Fit parameters to the 119Sn synchrotron Mössbauer spectra of polycrystalline 
samples of 4 – 7 at 60 K. 

 

Compound ΔEQ (mm s−1) χ2 
3 0.623(3) 2.54 
4 1.198(2) 2.08 
5 1.204(4) 2.11 
6 1.134(2) 1.99 
7 0.896(2) 2.58 
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Table S4.12│Charges computed using the intrinsic bond orbital (IBO) charge localization from 
the TPSSh calculation. Note that N1 refers to nitrogen coordinated to the transition metal (TM) 
while N2 refers to the nitrogen coordination to boron. 

 

Atom 3 4 5 6 7 
Sn 0.266 0.320 0.365 0.263 -0.530 
TM 1.154 1.077 1.017 1.042 3.755 
B 0.081 0.082 0.071 0.088 -0.046 

N1avg -0.352 -0.343 -0.339 -0.232 -0.472 
N2 avg -0.054 -0.051 -0.060 -0.050 -0.113 

 

 

 

 

 

 

 

Table S4.13│Atomic spin densities computed using the intrinsic bond orbital (IBO) charge 
localization from the TPSSh calculation. No spin density is included for Zn, since it is a closed 
shell singlet. The N atom designation is the same as in Table S4.12. 

 

Atom 3 4 5 6 
Sn -0.006 0.060 0.130 -0.025 
TM 4.764 3.672 2.583 1.688 
B 0.001 0.001 0.002 0.000 

N1avg 0.041 0.058 0.064 0.066 
N2 avg 0.002 -0.001 0.000 -0.004 
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Table S4.14│Mayer and bond orders from the TPSSh and CASSCF calculations, respectively, 
analyzed using MultiWFN. 

 

Compound TPSSh CASSCF 
3 0.613 0.794 
4 0.561 0.796 
5 0.530 0.670 
6 0.645 0.822 
7 0.808  

 

 

 

 

 

 

 

Table S4.15│Natural orbital occupation numbers for the σ bonding and antibonding orbitals 
from the CASSCF calculations. The effective bond order (EBO) computed using these 
occupation numbers is also reported.  

 

Compound Bonding Antibonding EBO 
3 1.981 0.017 0.982 
4 1.982 0.016 0.983 
5 1.982 0.014 0.984 
6 1.985 0.014 0.986 
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Table S4.16│Contributions from Sn and the transition metal to the covalent sigma bond using 
IboView from the TPSSh calculation.  

 

Compound Sn TM Other Atoms 
3 0.773 0.203 0.024 
4 0.786 0.191 0.023 
5 0.803 0.173 0.024 
6 0.790 0.197 0.023 
7 1.630 0.239 0.132 

 

 

 

 

 

 

 

Table S4.17│Percent contributions from Sn to each active space orbital using Hirshfeld method 
in MultiWFN from the CASSCF calculation. 

 

 3 4 5 6 
σ 54.58 52.54 50.59 49.27 

3dxy 0.48 0.46 0.43 0.36 
3dx2−y2 0.50 0.47 0.44 0.36 

3dz2 1.45 1.77 2.96 3.40 
3dxz 1.67 1.66 1.57 1.27 
3dyz 1.67 1.67 1.57 1.27 
σ* 34.38 32.11 26.38 30.06 

4dxy 1.95 2.08 2.80 1.87 
4d x2−y2 1.95 2.10 2.78 1.88 

4d z2 8.48 10.94 16.32 11.19 
4dxz 9.31 9.17 9.06 5.85 
4dyz 9.31 9.17 9.05 5.85 
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Table S4.18│Percent contributions from the transition metal to each active space orbital using 
Hirshfeld method in MultiWFN from the CASSCF calculation. 
 

 3 4 5 6 
σ 30.88 33.26 35.28 36.85 

3dxy 95.61 95.45 95.28 96.00 
3dx2−y2 95.61 95.45 95.28 96.00 

3dz2 93.75 93.06 91.17 91.15 
3dxz 94.49 94.46 94.58 95.20 
3dyz 94.49 94.46 94.58 95.20 
σ* 50.72 51.87 55.56 54.18 

4dxy 85.17 84.04 81.83 87.17 
4d x2−y2 85.17 84.04 81.83 87.17 

4d z2 78.11 75.65 70.91 78.43 
4dxz 79.99 79.74 78.91 84.72 
4dyz 79.99 79.74 78.91 84.72 

 

 

 

 

Table S4.19│s/p/d orbital contributions from Sn and the transition metal (TM) to the σ bonding 
orbital from the CASSCF calculations. 
 

Element Orbital 3 4 5 6 
 s 20.37 17.99 19.25 16.74 

Sn p 39.02 38.06 38.39 35.62 
 d 0.68 0.78 0.79 0.8 
 s 15.76 17.9 14.6 17.79 

TM p 14.74 15.32 14.9 15.21 
 d 4.66 6.05 7.92 9.45 
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Table S4.20│Calculated zero-field splitting parameters for 3 – 6 given in cm−1 from SO-
CASPT2.  

 

Compound Transition Metal D E 
3 Mn (SS-CASPT2) 0.08 0.0 
4 Fe (SS-CASPT2) 34.3 1.1 
5 Co (SS-CASPT2) 13.5 2.6 
6 Ni (SS-CASPT2) -11.4 0.4 
 Ni (MS-CASPT2) -12.9 2.3 

 

 

 

 

 

 

 

 

 

Table S4.21│Relative energies (cm−1) of the lowest lying high spin states at the CASPT2 level 
of theory using an (10e, 12o), (9e, 12o), and (8e, 12o) active space at the CASPT2 level of 
theory for 4, 5, and 6 respectively. Dashes represent excitations not observed within the energy 
limits of the spectrometer. 
 

TpFeSnPh3 (4) TpCoSnPh3 (5) TpNiSnPh3 (6) 
CASPT2 Experiment CASPT2 Experiment CASPT2 Experiment 
0  0  0  
5 - 1858 - 3788 - 
396 - 1861 - 3797 - 
4669 4871 3936 - 4059 4333 
4669  4964 5959 6848 Not allowed 
  4979  6866  
  9008 9308 9011 10256 
  15758 14572 17868 14104 
  15774  17871  
  16986 15452 19005 17261 
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Figure S4.3│Overlay of PXRD (CuKα1, λ = 1.5406 Å) patterns for 3 − 7 collected at room 
temperature under N2. 

 

 

 

 

      

    

Figure S4.2│Overlay of Raman spectra for 3 − 7 collected at room temperature under N2. The 
black arrow highlights the TM-Sn bond stretching frequency. 
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Figure S4.3│Electronic absorption spectra of 3 (top), 4 (middle), and 6 (bottom) measured at 
room temperature in C6D6. Note: the peak at ~23,600 cm−1 in the spectrum of 3 is an artifact 
from background subtraction. 
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Figure S4.4│Electronic absorption spectra of 3 measured at room temperature over KBr with 
an inset of the spectra magnified for easier visualization of the spin-forbidden transitions.  
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Figure S4.5│Plot of metal-to-metal charge transfer band energy of 3 – 6 against transition 
metal (TM) Pauling electronegativity.  
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Figure S4.6│Variable-field magnetization of polycrystalline samples of 3 (top), 4 (middle), 6 
(bottom) restrained under eicosane acquired at 100 K. The black line is a linear fit to the data. 
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Figure S4.7│Variable-temperature, variable-field magnetization data for 3, 4, and 5 collected 
between 1.8 and 10 K from 1 to 7 T in 1 T increments. Black lines are simulations of the data 
obtained from fits using DAVE 2.0 and the spin Hamiltonian, Ĥ = gisoµBSH + D[Ŝz

2 − 1/3S(S + 
1)]. The parameters for the simulation are given in Table S4.8. 
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Figure S4.8│ X-band cw-EPR spectrum of 1 (top and middle) and 3 (bottom) diluted in a 
polycrystalline sample of 7 in a 1:20 (Mn:Zn) ratio encased in eicosane. Simulations of the data 
were obtained from fits using Easyspin with the spin Hamiltonian, Ĥ = gisoµBSH + AIS + D[Ŝz

2 − 
1/3S(S + 1)]. Parameters for the simulations are given in Table S4.9. 
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Figure S4.9│(top) Overlay of XANES data at the Sn K-edge for powder samples of Ph6Sn2, 
Ph4Sn, Ph3SnCl, and Ph3SnF, shown with the spectrum of 3 for reference, measured at 25 K. 
(middle) First derivative of XANES data for 3 – 7 with oxide references. (bottom) First derivative 
of XANES data for 3 and organometallic references. 



111 
 

 
 

 

 

 

 

 

 

 

Figure S4.10│Plot of 119Sn ∆EQ values of 3 – 7 (transition metal axial ligand, TM) and other 
triphenyl tin compounds (anionic axial ligand, X) against axial ligand Pauling electronegativity. 
∆EQ values for Ph3SnX compounds taken from ref. 34. 
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Figure S4.11│Active natural orbitals from the SA1-CASSCF calculation of 3 in the sextet spin 
state. The corresponding occupation numbers from lowest CI Root are given in parentheses. 
An 80% threshold was used for plotting the orbitals. 
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Figure S4.12│Active natural orbitals from the SA5-CASSCF calculation of 4 in the quintet 
spin state. The corresponding occupation numbers from lowest CI Root are given in 
parentheses. An 80% threshold was used for plotting the orbitals. 

 

 

σ (1.982) 3d (0.996) 3d (0.995)3d (0.995)3d (1.985) 3d (0.995)

σ* (0.016) 4d (0.006)4d (0.006)4d (0.005) 4d (0.014)4d (0.006)
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Figure S4.13│Active natural orbitals from the SA10-CASSCF calculation of 5 in the quartet 
spin state. The corresponding occupation numbers from lowest CI Root are given in 
parentheses. An 80% threshold was used for plotting the orbitals. 
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Figure S4.14│Active natural orbitals from the SA10-CASSCF calculation of 6 in the triplet 
spin state. The corresponding occupation numbers from lowest CI Root are given in 
parentheses. An 80% threshold was used for plotting the orbitals.  
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Introduction 

Quantum information processing (QIP) promises to fundamentally transform our approach 

to computation, enabling advances in fields ranging from biochemistry to physics to 

cryptography.1,2 Creation of viable quantum bits, or qubits necessitates the development of 

systems wherein long-lived superpositions of quantum states are possible. Electron spins, both in 

molecules and solid-state systems, offer considerable advantages as candidate qubits, including 

their facility of manipulation with pulsed microwaves.3-12 Magnetic molecules are extremely 

promising species with which to study the variables that influence coherence time, T2, as synthetic 

chemistry offers a means to tune factors contributing to decoherence. Indeed, through such 

experimentation, our laboratory and others have developed design principles for increasing 

coherence times and have implemented them to achieve millisecond coherence times.13-16 These 

and other related advances have allowed the demonstration of gate operations, the proof of concept 

implementation of Grover’s quantum search algorithm, and a theoretical demonstration of 

adiabatic quantum computation using electron spin qubits.17-192021 To further enhance our 

understanding of spin dynamics in coordination compounds and to propel the field past single- or 

few-qubit systems, it is vital to understand the factors contributing to spin-lattice relaxation, T1, 

which represents the maximum information storage time as well as the upper limit to T2. Indeed, 

the study of T1 has recently seen renewed interest for these reasons.22,23 By understanding the 

impact of chemical properties on the specific relaxation mechanisms operative in these 

compounds, we can implement new design principles to create the next generation of molecular 

qubits and larger multi-qubit architectures. 

 Homoleptic cyanometallate complexes and cyanometallate frameworks provide a 

convenient platform upon which to study fundamental spin relaxation processes. Cyanometallate 
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complexes have been foundational in the development of modern transition metal chemistry; the 

study of cyanometallates dates back hundreds of years with the discovery of Prussian Blue.24,25 

Over the past several decades, the study of magnetism using cyanometallate chemistry has 

flourished, with emphasis on the structurally predictable networks generated from cyanometallate 

building units.26-30 Such networks allow for the convenient construction of spatially well-defined 

arrays of paramagnetic metal ions, a highly appealing prospect for qubits.31,32 Indeed, if 

cyanometallate complexes can be established as viable candidate qubits, they would offer 

significant promise for the creation of spatially controlled qubit arrays.  

Results and Discussion 

 To initiate our studies of cyanometallates, we probed the coherence properties of two 

structurally analogous homoleptic cyanometallate complexes, [Mo(CN)8][HNBu3]3 and 

[W(CN)8][HNBu3]3.33 These two species feature within many reported frameworks,34-40 yet their 

coherence properties remain unknown. 

[Mo(CN)8][HNBu3]3 (1) and 

[W(CN)8][HNBu3]3 (2) offer two primary 

advantages which led to their selection for 

this study. First, since both complexes are S = 

½, their transitions are easily addressable, 

owing to the absence of zero-field splitting, 

which could disrupt electron paramagnetic 

resonance (EPR) addressability and thereby 

convolute the analysis of observed relaxation 

rates. Second, these eight-coordinate 

 

Figure 5.1: Saturation recovery curves as observed 
upon application of the described saturation 
recovery pulse sequence (see ESI for detail) on a 0.5 
mM solution of 1 in a butyronitrile glass. The solid 
lines are fits to the data utilizing a monoexponential 
function.  
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compounds are isostructural in solution.41,42 This structural similarity allows us to directly 

compare the influence of spin-orbit coupling on the processes that contribute to the spin-lattice 

relaxation time, T1.  

 To investigate the viability of these two complexes as candidate qubits, we acquired pulsed 

electron paramagnetic resonance (EPR) data for each complex in both a butyronitrile glass and a 

40 vol % dimethylformamide/toluene glass over a wide temperature range. We observed a spin 

echo up to 150 K for 1 and 90 K for 2. This overall relaxation behaviour largely persisted across 

samples and in different solvent conditions. Here, we were interested in two parameters: T1, the 

spin-lattice relaxation time, and T2, the coherence time. Understanding these variables is crucial to 

evaluating qubit performance, as T2 represents the operational time of the qubit, and T1 is both the 

upper bound to T2 and is the maximum information storage time.43  

 We initiated our experiments by 

determining T1 through a saturation 

recovery experiment. In this experiment, a 

train of picket fence pulses saturates the 

transition. The return of the peak is then 

monitored as a function of time after the 

saturation pulse train with a Hahn-echo 

detection sequence. The echo intensity is 

then plotted as a function of the delay time 

between the end of the picket fence pulse 

train and the detection sequence. We 

extracted T1 values by fitting the resulting 

 

Figure 5.2: Plot of the spin-lattice relaxation time, T1 
vs. temperature from 5 K to 150 K in a 0.5 mM 
solution of 1 in a butyronitrile glass. The solid line is 
a fit to the data using the model given in the main text 
incorporating the direct process, the Raman process, 
and contributions from local modes (shown as dashed 
lines). 
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saturation recovery curves (Figure 5.1) to a monoexponential function. The full details of the data 

fitting can be found in the ESI.  

 To determine which processes mediate the spin lattice relaxation of these compounds, we 

fit the temperature dependence of T1 to the model  

1
𝑇𝑇1

= 𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑T + 𝐴𝐴𝑑𝑑𝑟𝑟𝑟𝑟 �
𝑇𝑇
θ𝐷𝐷
�
9

𝐽𝐽8 �
θ𝐷𝐷
𝑇𝑇
� + 𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙

eΔloc/𝑇𝑇

(eΔloc/𝑇𝑇 − 1)2 

wherein we accounted for the influence of three different relaxation processes: the direct process, 

the Raman process and local modes. In the model above, Adir, Aram, and Aloc are the direct, Raman, 

and local mode coefficients respectively, θD is the Debye temperature, J8 is the transport integral 

𝐽𝐽8 �
𝜃𝜃𝐷𝐷
𝑇𝑇
� = � 𝑥𝑥8

𝑒𝑒𝑥𝑥

(𝑒𝑒𝑥𝑥 − 1)2 𝑑𝑑𝑥𝑥
𝜃𝜃𝐷𝐷/𝑇𝑇

0
 

and Δloc is the energy of the local mode vibrations.44 Understanding each of these processes is vital 

to understanding the manifestation of chemical principles operative in the temperature dependence 

of the spin-lattice relaxation. At temperatures below 10 K, the direct process, wherein the excited 

state relaxes through a single phonon-induced spin flip, is frequently significant.45 Given that this 

is formally a spin-forbidden process requiring the breaking of time reversal symmetry, the 

influence of a hyperfine field typically mediates this process.46 In the intermediate temperature 

regime (20 – 60 K), the Raman process is most prominent. This process is a two-phonon event 

analogous to Raman scattering of photons. Above 60 K, the Raman process gives way to local 

mode relaxation, in which more localised vibrational modes dominate relaxation, in contrast to the 

long-range phonons contributing to relaxation via the Raman process. These localised vibrational 

modes have become a subject of much interest in QIP, and scientists have recently achieved 

computational insight into them.47,48  
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 Notably, at 5 K, we observe 

unusually large values of T1 for both 1 and 

2 of 1.05 s, and 0.63 s in butyronitrile 

respectively. These values offer significant 

promise for the use of compounds such as 

1 and 2 as qubits. We attribute the marked 

increase in T1 relative to other coordination 

compounds to the relatively small 

contribution of the direct process to the 

relaxation in these systems. A fit to the 

data yielded a direct constant (Adir) of less 

than 1.0 K−1s−1 for both compounds, which 

falls significantly outside of the range of 

Adir = 10 – 50 K-1s-1 found for most 

transition metal complexes.40 We hypothesise that the small contribution of the direct process 

arises from the low natural abundance of spin-active nuclei with which the spin is directly 

interacting (95Mo = 15.92%, 97Mo = 9.55%, 183W = 14.31%).46 More in-depth discussion of this 

phenomenon can be found in the ESI.  

 With increasing temperature, the Raman process begins to dominate, and the T1 values of 

1 and 2 diverge, consistent with the difference in spin-orbit coupling between the two complexes 

(ζ = 900 cm-1 and ζ = 2700 cm-1 for Mo5+ and W5+ respectively).49 As spin-orbit coupling of the 

complex increases, the interaction between the spin and the phonon bath strengthens. Therefore, 

we expect ions containing heavier metals to display more rapid spin-lattice relaxation.50 We find 

 

Figure 5.3: Two-pulse Hahn-echo decay curves of a 
0.5 mM solution of 1 (top) and a 0.5 mM solution of 2 
(bottom) collected at 40 K in butyronitrile. These 
curves are representative of the data across all 
temperatures sampled for both 1 and 2. The extremely 
deep ESEEM modulation was composed of three 
frequencies, a result of the 14N nuclei of the cyanide 
ions experiencing exact cancellation, resulting in a 
splitting of the nuclear sublevels.  



122 
 

 
 

that 2 displays an order of magnitude larger Raman coefficient (Aram) (0.86 MHz vs. 0.053 MHz) 

and slightly larger local mode coefficient (Aloc) (90 MHz vs. 20 MHz) than 1. In addition to a 

smaller local mode coefficient, we observe lower characteristic local mode energies for 2 than for 

1 (416.1 K for 2 and 514.0 for 1). We suggest that the strong interaction between the spin and the 

electronic energy levels resulting from spin-orbit coupling in 2 increases the susceptibility of this 

complex to relax as a result of vibrational distortions to its ligand sphere. This, in turn, lowers the 

energy at which vibrational relaxation processes become operative in 2.45 The increase in the 

contributions of these vibrational relaxation processes leads to the loss of a measurable spin echo 

by 90 K in 2, in contrast to the persistence of the echo in 1 until 150 K. In this case, the influence 

of specific local modes on the relaxation of these complexes cannot be deconvoluted from the 

spin-orbit contribution which powerfully impacts T1. Future studies on other cyanometallate series 

will probe this effect.   

 The second key figure of merit for a 

qubit is T2, which we investigated by 

performing two-pulse Hahn echo 

experiments. Intriguingly, upon inspection 

of the T2 data, we observed deep electron 

spin echo envelope modulation (ESEEM) 

within the decay curves of both 1 and 2 

(Figure 5.3). A Fourier transform of the 

data reveals that three distinct frequencies 

and a broad unresolved feature comprise 

the ESEEM (Figure 5.4). We attribute the 

 

Figure 5.4: Fourier transform of the ESEEM 
modulation of a 0.5 mM solution of 1 at 40 K in 
butyronitrile. The three frequencies arise from 
nullification of the external field at the 14N nuclei, 
which results in the splitting of the MI states shown in 
the inset. The 14N frequencies are marked with a 
colour corresponding to the transition to which they 
correspond.  
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unusually strong ESEEM in this case to a coincidental, but well precedented exact cancellation 

condition, wherein Aiso = 2νI, where Aiso is the isotropic hyperfine parameter and νI is the nuclear 

Larmor frequency.51 This condition is met when the hyperfine field cancels out the external field, 

leaving the nuclear spin sublevels to split from the influence of the electric quadrupole interaction. 

As illustrated in Figure 5.4, we observe the diagnostic three-line pattern (green, purple, and red 

dots) followed by a broad higher frequency feature (black dot) in the Fourier transform of the data.  

 To interpret our T2 data and extract information regarding the temperature dependence of 

T2 for 1 and 2 without overparameterization, we normalised the data collected at each temperature 

to the 5 K data and subsequently fit the resulting curve to the exponential function: 

𝑁𝑁(τ) = 𝐴𝐴𝑒𝑒−2𝜏𝜏/𝑇𝑇R 

where N is the curve resulting from the division of a higher temperature curve by the 5 K cure, A 

is a y-axis scalar term, and TR in this case is the ratio of the T2 at the higher temperature to the T2 

at 5 K. This approach enabled us to obtain the temperature dependence of T2 relative to the T2 

value at 5 K. We have included further details of this fitting in the ESI. For both compounds, we 

observe a decrease in T2 as temperature increases – likely influenced by a decrease in T1 and by 

fluctuations of methyl groups in the solvent molecules.45,52 This behaviour is expected, as in other 

studies, we and others have observed that T2 generally remains constant as a function of 

temperature until approximately 30 K, and then decreases resulting from environmental 

interference.53-55 These data demonstrate, however, that we can measure T2 out to the same 

temperature we can measure T1, thus indicating that these complexes are likely T1 limited, meaning 

that the spin-lattice relaxation process indeed serves as the limiting factor to coherence. Future 

measurements at higher field will enable exact determination of T2 values as we will have moved 

away from the exact cancellation condition.  
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Conclusions 

 We demonstrate that two cyanometallate complexes are viable qubit candidates, and indeed 

comprise two of the paucity of examples of second and third row transition metal complexes. At 

5 K, these compounds exhibit exceptionally long spin-lattice relaxation times of approximately 1 

s. We attribute this observation to the relatively small contribution from the direct process to spin-

lattice relaxation resulting from the weak hyperfine field exerted by the transition metal nucleus 

on the electron spin. In accordance with the smaller spin-orbit coupling constant of 1, we observe 

a smaller change in relaxation time with increasing temperature relative to 2, implicating the 

stronger influence of spin-orbit coupling in the higher temperature vibrational relaxation processes 

than in the direct process. This reflects that changes in spin-orbit coupling can be used as a handle 

to control spin-lattice relaxation by tuning the Raman and local mode contributions but that the 

direct process is more strongly influenced by other factors.   

 We propose that these compounds and similar cyanometallates will continue to be valuable 

platforms upon which to perform these well-controlled studies into fundamental relaxation 

behaviours – particularly local mode relaxation processes, given the relative simplicity of the 

ligand field. We also suggest that cyanide frameworks incorporating these ions are worthy of study 

as potential solid-state qubit arrays given the exceptionally long spin-lattice relaxation times of 

their constituent parts. 
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Supporting Information 

Experimental Details 

General Considerations. Unless otherwise noted, all compounds were purchased from 

commercial sources and used without further purification. We synthesised both 1 and 2 via 

literature methods.56 All samples were prepared under anaerobic conditions in a dinitrogen 

glovebox to prevent contamination by dioxygen.   

EPR Measurements. We acquired solution phase data on multiple samples of both 1 and 2 to 

ensure reproducibility. We measured samples in two solvent systems: dry, deoxygenated 

butyronitrile, or 40 vol% dimethylformamide/toluene. We ensured that all samples had 

concentrations below 1 mM to limit dipolar contributions.57 Here, we report a sample of 1 in 0.5 

mM in PrCN and 0.5 mM in 40 vol% DMF/toluene, and a sample of 2 in 0.5 mM in DMF/toluene 

and 0.5 mM butyronitrile. All samples were prepared in 4 mm OD quartz EPR tubes (Wilmad 

Labglass) and, depending on the time between preparation and measurement, either flame sealed 

under high vacuum or flash frozen in liquid nitrogen under an atmosphere of N2 to prevent 

contamination of the solvent glass by O2. For data collection on the same sample over multiple 

days, samples were stored in liquid N2 between measurements to prevent decomposition. We 

acquired EPR data at X-band (~9.5 GHz) on all samples using a Bruker E580 X-band spectrometer 

equipped with a 5 mm split ring resonator (Bruker ER4118X-MS5) and a 1 kW TWT amplifier 

(Applied Systems Engineering) at Northwestern University. For all pulsed measurements, the 

resonator was overcoupled to prevent ringdown following the application of the microwave pulses. 

Temperature was controlled using an Oxford Instruments Mercury iTC cryostat. T1 data were 

collected on the most intense central resonance in the echo-detected EPR spectrum (Figure S5.1) 

using a saturation recovery sequence with a 4- or 8-step phase cycle. This sequence consisted of 
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eight 20 ns picket fence pulses to saturate the transition followed by a delay (T), and a detection 

sequence π/2 – τ – π – τ – echo in which π/2 = 16 ns, π = 32 ns, and τ = 240 ns. T was incremented 

from a starting value of 100 ns. 

We phased the T1 data by maximization of the sum of squares of the data points in the real 

component of the spectrum, normalised them such that the data spanned the intensity range 

between 0 and 1, and then fit the data using a monoexponential function of the form 

𝐈𝐈(𝐭𝐭) = −𝐀𝐀�𝒆𝒆−𝒕𝒕/𝑻𝑻𝟏𝟏 − 𝒅𝒅 − 𝟏𝟏� 

where I is the normalised echo intensity, A and d are normalization coefficients (approximately 1 

and 0 respectively), and t is the delay time (s). Data were also fit using the exponential function 

𝐈𝐈(𝐭𝐭) = −𝐀𝐀�𝒆𝒆−𝒕𝒕/𝑻𝑻𝟏𝟏−�𝒕𝒕/𝒄𝒄 − 𝒅𝒅 − 𝟏𝟏� 

where all terms retain their original definitions, and c is a spectral diffusion parameter.58 Use of 

one function over another did not appreciably change the T1 values extracted, a fact reflected in 

the direct comparison of the monoexpontial T1 values to the T1 values extracted using the function 

including a spectral diffusion term. Both sets of fitting parameters are included in Tables S5.2-5.9 

and are plotted in Figure S5.6.  

 We simulated the temperature dependence of T1 using MatLab R2017b. The function 

utilised was  

log �
1
𝑇𝑇1
� = log�𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑T + 𝐴𝐴𝑑𝑑𝑟𝑟𝑟𝑟 �

𝑇𝑇
θ𝐷𝐷
�
9

𝐽𝐽8 �
θ𝐷𝐷
𝑇𝑇
� + 𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙

eΔloc/𝑇𝑇

(eΔloc/𝑇𝑇 − 1)2� 

where A corresponds to the coefficients associated with the direct process (dir), Raman process 

(ram), and local mode contributions (loc) respectively, θD is the Debye temperature, and Δloc is the 

energy (in K) of the local mode vibrations. J8 is the transport integral 
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𝐽𝐽8 �
𝜃𝜃𝐷𝐷
𝑇𝑇
� = � 𝑥𝑥8

e𝑥𝑥

(e𝑥𝑥 − 1)2 𝑑𝑑𝑥𝑥
𝜃𝜃𝐷𝐷/𝑇𝑇

0
 

which can be expressed in the form of MatLab code as 

function y = J8(x) 

    y = real(-(x.^8./(-1+exp(x)))+8.*(-(x.^8./8)+x.^7.* ... 

    log(1-exp(x))+7.*x.^6.*polylog(2,exp(x))-42.*x.^5.* ... 

    polylog(3,exp(x))+210.*x.^4.*polylog(4,exp(x))-840.* ... 

    x.^3.*polylog(5,exp(x))+2520.*x.^2.*polylog(6,exp(x))-5040.* ... 

    x.*polylog(7,exp(x))+5040.*polylog(8,exp(x)))-8.*(5040.* ... 

    polylog(8,1))); 

end 

We utilised this function rather than the function 1
𝑇𝑇1

 = AdirT + Aram( 𝑇𝑇
θ𝐷𝐷

)9 J8(
θ𝐷𝐷
𝑇𝑇

) + Aloc
eΔloc/𝑇𝑇

�eΔloc/𝑇𝑇−1�
2 to 

avoid overweighting the high-temperature data.59 See Tables S5.10-5.11 for detailed fit 

parameters.  

As with the T1 data, we collected T2 data on the highest-intensity central resonance. We utilised 

a Hahn echo sequence (π/2 – τ – π – τ – echo) with a 4-step phase cycle, in which π/2 = 16 ns, π = 

32 ns, and τ was varied from 80 ns for each complex. We set the acquisition trigger to capture the 

top one-third of the spin echo, and then integrated the acquired portion of the spin echo to obtain 

the data. We subsequently phased the data by maximizing the sum of the data points in the real 

component of the spectrum. Extremely deep electron spin echo envelope modulations (ESEEM) 

resulting from interaction of the spin with different nitrogen centers precluded the fitting of T2 data 

without substantial overparameterization. To be more specific, this deep, multifrequency 
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modulation arose from exact cancellation at the nitrogen atoms.60 This arises when the hyperfine 

field at a quadrupolar nucleus (such as I = 1 for 14N) cancels out the external field, resulting in 

quadrupole splitting in one MS level. We did model these data to extract a ratio of the T2 value at 

a given temperature to the T2 value at 5 K, and the temperature dependence of T2 could be observed. 

This was accomplished by normalizing the data at a given temperature to the data at 5 K to 

eliminate the ESEEM (assumed to be temperature independent) following the method outlined by 

Vennam et al.61 The resulting curve was fit using the exponential function 

𝐍𝐍(𝝉𝝉) = 𝐀𝐀 ∗ 𝒆𝒆𝟐𝟐𝝉𝝉/𝑻𝑻𝐑𝐑 

where N is the curve normalised to the 5 K data, A is a scale factor, 𝜏𝜏 is delay time, and TR in this 

case is the ratio of T2 at the given temperature to the T2 at 5 K. 

Brief discussion of direct process suppression: For a complex to relax through the direct process, 

time reversal symmetry must be violated. One way for this symmetry to break is through the 

interaction of the spin with a magnetic hyperfine field.62 The interaction between the spin and the 

hyperfine field in this system, however, is weak owing to the the relatively low natural abundance 

(~20% for Mo and ~15% for W) of the nuclear spin-active isotopes of the transition metal on which 

the spin is localised. This reduces the overall influence of the hyperfine field across the sample 

and, we hypothesise, reduces the likelihood that the spin can relax through the direct process. This 

manifests in the low direct process contribution to relaxation, and in turn allows for the long T1 

times observed at 5 K.  
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Table S5.1 | Fit parameters for echo-detected EPR spectra of 1 and 2 in 0.5 mM solutions of butyronitrile. 
The spectra are shown in Figure S5.1. Natural abundances of all spin-active nuclei were used to model the 
hyperfine interactions. Simulations of the spectra were performed using EasySpin.63 

Complex giso  Aiso (MHz) Linewidth (FWHM) (mT) 
1 1.973 103 1.5 
2 1.963 185  1.7 
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Table S5.2 | T1 fit parameters for a 0.5 mM solution of 1 in a butyronitrile glass using the fit function 

𝐈𝐈(𝐭𝐭) = −𝐀𝐀�𝒆𝒆−𝒕𝒕/𝑻𝑻𝟏𝟏−�𝒕𝒕/𝒄𝒄 − 𝒅𝒅 − 𝟏𝟏� 

The standard error for each fit is reported in parentheses. The inclusion of the spectral diffusion term �𝑡𝑡/𝑐𝑐 
throughout the fitting process proved to have minimal impact on the T1 values extracted. This is reflected 
in Figure S5.6. 

Temperature (K) A T1 (s) c (s)** d 
5*  2.48(9) 1.39(7) 1000(200) 0.0005(2) 
10 0.99491) 0.0550(4) 27(7) 0.0010(5) 
15 0.9960(9) 0.0396(2) 100(40) 0.0018(4) 
20 0.9977(8) 0.00758(4) 30(20) 0.0006(5) 
30 0.9932(10) 0.00127(1) 0(10000) 0.0037(7) 
40 0.994(1) 0.000484(2) 0(7E33) 0.0030(9) 
50 0.986(3) 0.000244(5) 0.1(1) 0.003(2) 
60 0.995(4) 0.000134(5) 0.008(3) -0.004(4) 
70 0.988(7) 0.000061(3) 0.004(3) -0.001(6) 
80 0.979(6) 0.000033(1) 0.0005(2) 0.010(6) 
90 0.965(8) 0.0000174(8) 0.00022(7) 0.020(8) 
100 0.94(1) 0.0000098(7) 0.0002(1) 0.04(1) 
110 0.90(1) 0.0000060(4) 0.00013(9) 0.09(2) 
120 0.88(3) 0.000008(1) 0.000015(7) 0.10(3) 
130 0.85(3) 0.0000026(4) 0.000(2) 0.15(4) 
140 0.84(5) 0.0000021(4) 0.0000(1) 0.16(6) 
150 0.77(3) 0.0000013(1) 1.42E+27 0.23(4) 

* The echo at 5 K did not fully recover during the experiment, meaning that the estimate for T1 is less 
reliable than the ESDs from the fitting reflect. **Spectral diffusion terms could be changed over a wide 
range with no observable effect on the shape of the fit curve. This is reflected in the large errors associated 
with these values.  
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Table S5.3 | T1 fit parameters for a 0.5 mM solution of 1 in a butyronitrile glass using the fit function 

I(t) = −A�𝑒𝑒−𝑡𝑡/𝑇𝑇1 − 𝑑𝑑 − 1� 
The standard error for each fit is reported in parentheses.  

Temperature (K) A T1 (s) d 
5*  2.07(5) 1.05(3) 0.0016(3) 
10 0.989(1) 0.0520(3) 0.0034(7) 
15 0.994(1) 0.0386(1) 0.0029(4) 
20 0.9963(7) 0.00745(2) 0.0017(4) 
30 0.9931(8) 0.001270(4)  0.0038(5) 
40 0.994(1) 0.000484(2) 0.0029(8) 
50 0.981(2) 0.000233(2) 0.008(2) 
60 0.980(4) 0.000116(2) 0.010(3) 
70 0.971(5) 0.000053(1) 0.014(4) 
80 0.945(5) 0.0000257(5) 0.043(5) 
90 0.924(5) 0.0000133(3) 0.062(5) 
100 0.901(6) 0.0000080(2) 0.084(7) 
110 0.860(6) 0.0000050(1) 0.140(7) 
120 0.78(1) 0.0000041(2) 0.23(2) 
130 0.84(1) 0.00000249(9) 0.17(1) 
140 0.80(1) 0.00000181(9) 0.21(2) 
150 0.77(2) 0.0000013(1) 0.23(4) 

* The echo at 5 K did not fully recover during the experiment, meaning that the estimate for T1 is less 
reliable than the ESDs from the fitting reflect.  
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Table S5.4 | T1 fit parameters for a 0.5 mM solution of 1 in a 40 vol% DMF/toluene glass using the fit 
function  

𝐈𝐈(𝐭𝐭) = −𝐀𝐀�𝒆𝒆−𝒕𝒕/𝑻𝑻𝟏𝟏−�𝒕𝒕/𝒄𝒄 − 𝒅𝒅 − 𝟏𝟏� 

The standard error for each fit is reported in parentheses. The inclusion of the spectral diffusion term �𝑡𝑡/𝑐𝑐 
proved to have minimal impact on the T1 values extracted. This is reflected in Figure S5.6. 

Temperature (K) A T1 (s) c (s)** d 
5  0.975(5) 1.48(5) 34(8) 0.003(1) 
10 0.990(3) 0.139(3) 4.7(6) 0.0060(9) 
15 0.982(3) 0.0275(6) 3(1) 0.010(2) 
20 0.983(3) 0.0068(1) 3(1) 0.006(2) 
30 0.983(3) 0.00134(3) 0(20) 0.009(2) 
40 0.988(3) 0.000492(5) 0(1E37) 0.009(2) 
50 0.981(3) 0.000214(3) 0(3E35) 0.010(2) 
60 0.978(4) 0.000103(1) 5 E 24 0.012(3) 
70 0.979(6) 0.000051(2) 0.006(4) 0.009(5) 
80 0.96(1) 0.000030(2) 0.002(3) 0.00(1) 
90 0.99(1) 0.000019(1) 0.0003(2) 0.00(1) 
100 0.97(2) 0.000011(1) 0.0002(2) 0.0(2) 
110 0.97(2) 0.000009(1) 0.00004(2) 0.00(2) 
120 0.99(2) 0.000007(1) 0.000015(5) 0.00(2) 

**Spectral diffusion terms could be changed over a wide range with no observable effect on the shape of 
the fit curve. This is reflected in the large errors associated with these values.  
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Table S5.5 | T1 fit parameters for a 0.5 mM solution of 1 in a 40 vol% DMF/toluene glass using the 
monoexponential fit function 

I(t) = −A�𝑒𝑒−𝑡𝑡/𝑇𝑇1 − 𝑑𝑑 − 1� 

The standard error for each fit is reported in parentheses.  

Temperature (K) A T1 (s) d 
5  0.957(7) 1.13(3) 0.010(2) 
10 0.964(7) 0.110(2) 0.014(2) 
15 0.973(3) 0.0245(3) 0.015(2) 
20 0.978(2) 0.00638(6) 0.009(1) 
30 0.982(3) 0.00132(1) 0.011(2) 
40 0.988(3) 0.000492(5) 0.009(2) 
50 0.982(3) 0.000214(2) 0.010(1) 
60 0.979(4) 0.000103(1) 0.012(3) 
70 0.966(4) 0.0000552(9) -0.021(3) 
80 0.948(6) 0.0000267(7) 0.025(5) 
90 0.949(7) 0.0000151(4) 0.034(6) 
100 0.91(1) 0.0000091(4) 0.05(1) 
110 0.90(1) 0.0000060(2) -0.08(1) 
120 0.88(1) 0.0000040(2) 0.10(1) 
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Table S5.6 | T1 fit parameters for a 0.5 mM solution of 2 in a butyronitrile glass using the fit function 

𝐈𝐈(𝐭𝐭) = −𝐀𝐀�𝒆𝒆−𝒕𝒕/𝑻𝑻𝟏𝟏−�𝒕𝒕/𝒄𝒄 − 𝒅𝒅 − 𝟏𝟏� 

The standard error for each fit is reported in parentheses. The inclusion of the spectral diffusion term �𝑡𝑡/𝑐𝑐 
proved to have minimal impact on the T1 values extracted. This is reflected in Figure S5.6. 

Temperature (K) A T1 (s) c (s)* d 
5  0.95(1) 1.8(4) 1.9(4) 0.000(5) 
10 0.989(2) 0.0713(5) 22(4) 0.0009(5) 
15 0.991(1) 0.0120(1) 12(5) 0.0012(8) 
20 0.993(2) 0.00133(2) 6(10) -0.002(1) 
30 0.988(4) 0.00030(1) 0.02(1) -0.000(3) 
40 0.989(5) 0.000095(3) 0.006(2) 0.000(3) 
50 0.973(8) 0.000027(1) 0.003(2) -0.015(6) 
60 0.939(6) 0.0000100(3) 0.0006(2) 0.060(6) 
70 0.888(9) 0.0000043(2) 0.00017(9) -0.12(1) 
80 0.79(2) 0.0000020(2) 0.00004(3) -0.26(3) 
90 0.83(3) 0.0000021(3) 0.0000018(5) -0.19(4) 

*Spectral diffusion terms could be changed over a wide range with no observable effect on the shape of the 
fit curve. This is reflected in the large errors associated with these values.  
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Table S5.7 | T1 fit parameters for a 0.5 mM solution of 2 in a butyronitrile glass using the fit function 

𝐈𝐈(𝐭𝐭) = −𝐀𝐀�𝒆𝒆−𝒕𝒕/𝑻𝑻𝟏𝟏 − 𝒅𝒅 − 𝟏𝟏� 

The standard error for each fit is reported in parentheses.  

Temperature (K) A T1 (s) d 
5  1.0 0.63(5) 0.003(9) 
10 0.991(2) 0.0664(5) 0.0038(8) 
15 0.988(2) 0.01157(7) 0.0031(7) 
20 0.991(2) 0.001310(8) 0.0034(9) 
30 0.975(4) 0.000268(4) 0.011(3) 
40 0.973(4) 0.000083(1) 0.015(3) 
50 0.965(5) 0.0000249(4) 0.029(3) 
60 0.912(4) 0.0000087(1) -0.084(3) 
70 0.858(4)) 0.00000371(6) 0.160(5) 
80 0.742(6) 0.00000167(4) 0.330(9) 
90 0.66(1) 0.00000097(4) 0.48(2) 
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Table S5.8 | T1 fit parameters for a 0.5 mM solution of 2 in a 40 vol% DMF/toluene glass using the fit 
function  

𝐈𝐈(𝐭𝐭) = −𝐀𝐀�𝒆𝒆−𝒕𝒕/𝑻𝑻𝟏𝟏−�𝒕𝒕/𝒄𝒄 − 𝒅𝒅 − 𝟏𝟏� 

The standard error for each fit is reported in parentheses. The inclusion of the spectral diffusion term �𝑡𝑡/𝑐𝑐 
proved to have minimal impact on the T1 values extracted. This is reflected in Figure S5.6. 

Temperature (K) A T1 (s) c (s)* d 
5  0.989(3) 0.469(9) 21(3) 0.002(1) 
10 0.991(3) 0.0304(7) 1.5(3) 0.003(1) 
15 0.984(2) 0.00393(8) 1x103 (2) 0.005(2) 
20 0.971(3) 0.00131(1) -3x1033(0) -0.011(2) 
30 0.95(1) 0.00031(3) 0.011(8) -0.022(9) 
40 0.930(5) 0.000062(1) -3x1025(0) -0.057(4) 
50 0.859(9) 0.0000215(6) 9x1026(0) 0.115(6) 
60 0.77(1) 0.0000075(2) 8x1025(0) 0.242(8) 
70 0.64(1) 0.0000029(1) 2x1024(0) 0.52(2) 
80 0.50(1) 0.0000018(1) 2x1030(0) 0.95(4) 
90 0.40(2) 0.0000009(1) -1x1029(3) 1.4(1) 

*Spectral diffusion terms could be changed over a wide range with no observable effect on the shape of the 
fit curve. This is reflected in the large errors associated with these values.  
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Table S5.9 | T1 fit parameters for a 0.5 mM solution of 2 in a 40 vol% DMF/toluene glass using the fit 
function.  

𝐈𝐈(𝐭𝐭) = −𝐀𝐀�𝒆𝒆−𝒕𝒕/𝑻𝑻𝟏𝟏 − 𝒅𝒅 − 𝟏𝟏� 

The standard error for each fit is reported in parentheses.  

Temperature (K) A T1 (s) d 
5  0.973(5) 0.388(6) 0.008(2) 
10 0.978(5) 0.0255(4) 0.011(2) 
15 0.983(2) 0.00392(4) 0.006(1) 
20 0.971(3) 0.00131(1) 0.012(2) 
30 0.929(8) 0.000256(9) 0.038(6) 
40 0.930(5) 0.000062(1) 0.057(4) 
50 0.882(7) 0.0000218(6) 0.115(6) 
60 0.796(6) 0.0000076(2) 0.241(7) 
70 0.650(9) 0.0000031(1) 0.51(2) 
80 0.50(2) 0.0000018(1) 0.95(4) 
90 0.41(2) 0.0000009(1) 1.4(1) 
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Table S5.10 | Parameters from fitting the temperature dependence of T1 using the fit function 

log �
1
𝑇𝑇1
� = log�𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑T + 𝐴𝐴𝑑𝑑𝑟𝑟𝑟𝑟 �

𝑇𝑇
θ𝐷𝐷
�
9
𝐽𝐽8 �

θ𝐷𝐷
𝑇𝑇
� + 𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙

eΔloc/𝑇𝑇

(eΔloc/𝑇𝑇 − 1)2� 

 while using T1 values extracted using the fit function including a spectral diffusion term 

I(t) = −A �𝑒𝑒−𝑡𝑡/𝑇𝑇1−�𝑡𝑡/𝑙𝑙 − 𝑑𝑑 − 1� 

 Errors from fitting are presented as 95% confidence bounds.  

Sample Adir (s-1 K-1) Aloc
 (s-1 x108) Aram (s-1 x105) Δloc (K) θD (K) 

1 (0.5 mM 
in PrCN) 

0.149 (-0.001, 
0.299) 
  

0.129 (-0.066, 
0.325) 

0.462 (-0.171, 
1.095) 

494.1 (338.1, 
649.8) 

76.73 (49.2, 
104.3) 

2(0.5 mM 
in PrCN) 

0.107  (0.02353, 
0.1905)  

0.2407 (-
0.2037, 0.6851) 

4.318 (-2.376, 
11.01) 

339.6 (213.1, 
466.1) 

102.1 (73.03, 
131.2) 

1 (0.5 mM 
in 
DMF/Tol) 

0.138 (0.08674, 
0.1893) 
  

0.072 (0.0022, 
0.141) 

0.67 (0.215, 
1.12) 

350 (279.1, 
420.8) 

88.32 (74.99, 
101.7) 

2 (0.5 mM 
in 
DMF/Tol) 

0.3986  (0.2934, 
0.5038) 

0.3911 (-
0.1933, 0.589) 

2.039 (0.9617, 
3.11) 

339.8 (306.9, 
372.6) 

78.36 (69.13, 
87.58) 
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Table S5.11 | Parameters from fitting the temperature dependence of T1 using the fit function 

log �
1
𝑇𝑇1
� = log�𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑T + 𝐴𝐴𝑑𝑑𝑟𝑟𝑟𝑟 �

𝑇𝑇
θ𝐷𝐷
�
9
𝐽𝐽8 �

θ𝐷𝐷
𝑇𝑇
� + 𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙

eΔloc/𝑇𝑇

(eΔloc/𝑇𝑇 − 1)2� 

 while using T1 values extracted using the fit function  

I(t) = −A�𝑒𝑒−𝑡𝑡/𝑇𝑇1 − 𝑑𝑑 − 1� 

 Errors from fitting are presented as 95% confidence bounds.  

Sample Adir (s-1 K-1) Alocal
 (s-1 x108) Aram (s-1 x105) Δloc (K) θD (K) 

1 (0.5 mM 
in PrCN) 

0.213 (0.027, 
0.399) 
  

0.2 (-0.06 ,0.46) 0.53(-0.12, 
0.12) 

514 (380.2, 
648.2) 

79.5 (53.8, 
105) 

2(0.5 mM in 
PrCN) 

0.3428 (0.1367, 
0.549) 
  

0.9424 (-.7458, 
2.631) 

8.569 (-1.679, 
18.82) 

416.1 (287, 
545.3) 

115.8 (89.91, 
141.6) 

1 (0.5 mM 
in 
DMF/Tol) 

0.209 (0.120, 
0.300) 
 
  

0.072 (0.0022, 
0.141) 

0.67 (0.21, 
1.15) 

432.5 (345.1, 
519.8) 

85.6 (71.2, 
100) 

2 (0.5 mM 
in 
DMF/Tol) 

0.4915 (0.3102, 
0.6728) 

0.4349 (0.1038, 
0.7649) 

2.353 (0.6501, 
4.056) 

350 (299.6, 
400.4) 

79.23 (66.38, 
92.07) 
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Table S5.12 | Temperature dependence of T2 for a 0.5 mM solution of 1 in butyronitrile relative to the T2 
at 5 K extracted using the equation  

𝐍𝐍(𝝉𝝉) = 𝐀𝐀 ∗ 𝒆𝒆𝟐𝟐𝝉𝝉/𝑻𝑻𝐑𝐑 

These data are plotted in Figure S5.9.  

Temperature (K) Change in T2 ratio (TR) (compared to 5K T2) A 
10  0.0000190 1.0192 
20 -0.000217 0.9564 
30 0.0000860 1.0184 
40 0.0001170 1.0245 
50 0.0001360 1.0248 
60 0.0001120 1.0253 
70 -0.0000157 0.9821 
80 -0.0000703 0.9677 
90 0.0002010 1.0758 
100 0.0011300 1.3392 
110 0.0026500 1.9293 
120 0.0050700 3.3190 
130 0.0081000 6.6383 
140 0.0098000 9.6361 
150 0.0112000 13.0688 
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Table S5.13 | Temperature dependence of T2 for a 0.5 mM solution of 1 in 40 vol% DMF/toluene relative 
to the T2 at 5 K extracted using the equation  

𝐍𝐍(𝝉𝝉) = 𝐀𝐀 ∗ 𝒆𝒆𝟐𝟐𝝉𝝉/𝑻𝑻𝐑𝐑 

These data are plotted in Figure S5.9. 

Temperature (K) Change in T2 ratio (TR) (compared to 5K T2) A 
10  0.0000501 1.0122 
15 0.0000696 1.0179 
20 0.0000772 1.0128 
30 0.000148 1.0438 
40 0.000183 1.0401 
50 0.000301 1.0739 
60 0.000738 1.1939 
70 0.000651 1.1779 
80 0.000324 1.0963 
90 0.000217 1.0529 
100 0.000129 1.0587 
110 0.000108 1.0439 
120 0.000292 1.0808 
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Table S5.14 | Temperature dependence of T2 for a 0.5 mM solution of 2 in butyronitrile relative to the T2 
at 5 K extracted using the equation  

𝐍𝐍(𝝉𝝉) = 𝐀𝐀 ∗ 𝒆𝒆𝟐𝟐𝝉𝝉/𝑻𝑻𝐑𝐑 

These data are plotted in Figure S5.10. 

Temperature (K) Change in T2 ratio (TR) (compared to 5K T2) A 
10  0.000117 1.0478 
15 0.000136 1.0432 
20 0.000112 1.0455 
30 -0.0000157 1.0528 
40 -0.0000703 1.0480 
50 0.000201 1.0825 
60 0.00113 1.0963 
70 0.00265 1.1779 
80 0.00507 1.4256 
90 0.00810 1.8171 

 

  



143 
 

 
 

Table S5.15 | Temperature dependence of T2 for a 0.5 mM solution of 2 in 40 vol% DMF/toluene relative 
to the T2 at 5 K using the equation 

𝐍𝐍(𝝉𝝉) = 𝐀𝐀 ∗ 𝒆𝒆𝟐𝟐𝝉𝝉/𝑻𝑻𝐑𝐑 

These data are plotted in Figure S5.10.  

Temperature (K) Change in T2 ratio (TR) (compared to 5K T2) A 
10 0.0000809 1.0053 
15 0.000116 1.0161 
20 0.000167 1.0186 
30 0.000200 1.0365 
40 0.000258 1.0281 
50 0.00116 1.2502 
60 0.00221 1.5453 
70 0.00244 1.6784 
80 0.00334 1.9737 
90 0.00360 1.9010 
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Figure S5.1 | Echo-detected EPR spectrum of (a) 1 and (b) 2 in a 0.5 mM butyronitrile glass at 20 K. T1 
and T2 data were collected at the highest central resonance at approximately 3370 G (1) and 3520 G (2). Fit 
parameters can be found in Table S5.1.  

  



145 
 

 
 

 

Figure S5.2 | Saturation recovery curves collected on a 0.5 mM solution of 1 in butyronitrile. Solid lines 
are fits to the data using an (a) monoexponential function, and (b) a function incorporating a term including 
spectral diffusion. As was noted earlier, using one fit over another did not appreciably change T1 values 
extracted.  
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Figure S5.3 | Saturation recovery curves collected on a 0.5 mM solution of 1 in 40 vol% DMF/toluene. 
Solid lines are fits to the data using an (a) monoexponential function, and (b) a function incorporating a 
term including spectral diffusion. As was noted earlier, using one fit over another did not appreciably 
change T1 values extracted.  
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Figure S5.4 | Saturation recovery curves collected on a 0.5 mM solution of 2 in butyronitrile. Solid lines 
are fits to the data using an (a) monoexponential function, and (b) a function incorporating a term including 
spectral diffusion. As was noted earlier, using one fit over another did not appreciably change T1 values 
extracted.  
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Figure S5.5 | Saturation recovery curves collected on a 0.5 mM solution of 2 in 40 vol% DMF/toluene. 
Solid lines are fits to the data using an (a) monoexponential function, and (b) a function incorporating a 
term including spectral diffusion. As was noted earlier, using one fit over another did not appreciably 
change T1 values extracted.  

  



149 
 

 
 

 

Figure S5.6 | Comparison of T1 values of 1 (0.5 mM) and 2 (0.5 mM) in butyronitrile extracted using a 
monoexponential fit vs. using a fit including a spectral diffusion term for (a) [Mo(CN)8]3− and (b) 
[W(CN)8]3−. The T1 values only diverge slightly and remain within experimental error, so spectral diffusion 
was determined to have a minimal influence on T1. This is expected for data collected through a saturation 
recovery experiment.  
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Figure S5.7 | Temperature dependence of T1 for 0.5 mM solutions of 1 in (a,b) PrCN and (c,d) 40 vol% 
DMF/toluene. T1 values were extracted using a monoexponential function. We also included the same data 
plotted as the rate of relaxation (T1

−1) (b, d). Fit parameters are included in Tables S5.10 and S5.11. 
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Figure S5.8 | Temperature dependence of T1 for 0.5 mM solutions of 2 in (a,b) PrCN and (c,d) 40 vol% 
DMF/toluene. T1 values were extracted using a monoexponential function. We also included the same data 
plotted as the rate of relaxation (T1

−1) (b, d). Fit parameters are included in Tables S5.10 and S5.11.  
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Figure S5.9 | Temperature dependence of T2 normalised to the T2 value at 5 K for 0.5 mM solutions of 1 in 
a) butyronitrile, and b) 40 vol% DMF/toluene. As temperature increases, the spin-spin relaxation rate 
generally increases. This trend is commensurate with T2 studies on other transition metal systems. Absolute 
values of T2 could not be determined at X-band because of exact cancellation, but the temperature 
dependence was determined via normalization of the data to the 5 K decay curve to remove ESEEM 
modulation and extraction of relative T2 from the resulting normalised decay curve.  
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Figure S5.10 | Temperature dependence of T2 normalised to the T2 value at 5 K for 0.5 mM solutions of 2 
in (a) butyronitrile, and (b) 40 vol% DMF/toluene. As temperature increases, the spin-spin relaxation rate 
generally increases. This trend is commensurate with T2 studies on other transition metal systems. Absolute 
values of T2 could not be determined at X-band because of exact cancellation, but the temperature 
dependence was determined via normalization of the data to the 5 K decay curve to remove ESEEM 
modulation and extraction of relative T2 from the resulting normalised decay curve.  
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Figure S5.11 | Nutation data for 1 (a)(b), and 2 (c)(d), as 0.5 mM solutions in PrCN (a)(c), and 40 vol% 
DMF/toluene (b)(d) collected at 20 K. Solid line is a guide for the eyes. 
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Chapter Six: Introduction of Spin Centers in Single Crystals of Ba2CaWO6-δ 
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Introduction 

The advent of quantum information science (QIS) will fundamentally change our approach 

to computation, allowing us to answer currently intractable questions in a myriad of fields 

including biochemistry, physics, and cryptography.1,2 QIS is an aggregate term comprising 

quantum sensing, quantum computing, and quantum metrology amongst other fields. Of these 

areas, the most advanced is quantum computing which relies on a computing paradigm wherein 

information is processed using quantum bits, or qubits, which can be placed into an arbitrary 

superposition of two states. A wide range of systems from photons to superconducting devices 

have been studied as candidates for QIS.3  

A highly promising area of research is harnessing electronic spins as qubits. As inherently 

quantum systems, electronic spins are ideal qubit candidates both for their modularity and their 

ease of manipulation with microwave radiation.4567891011 Electronic defect sites, in particular 

nitrogen-vacancy sites in diamond,12 phosphorus defects in silicon,5 and double-vacancy sites in 

silicon carbide are prominent examples.13-1415 However, to create systems with the longest possible 

coherence times, we must continue to glean new insights into what drives decoherence and develop 

new materials design principles for qubit hosts. T1, the longitudinal electronic spin relaxation time 

constant, relates to the spin-lattice relaxation time of the electronic spin. This parameter represents 

the maximum data storage time of an electronic spin. T2 is the spin echo dephasing time constant 

in the xy-plane and relates to the spin-spin relaxation time. T2 also represents the coherence time, 

the maximum operation time of a qubit.16 The factors which influence these parameters are 

different, so to maximize the coherence time in a system, one must carefully design around both 

T1 and T2. Recent studies of T2 both in molecular and in solid-state systems have found that nuclear 

spins play a significant role in promoting decoherence.7,9-1011,15,17,18 As such, removal of nuclear 
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spin has become one of the most widely adopted design parameters for electronic spin qubit 

systems [6,19,20,21,22].6,19-202122 While fundamentally, T2 represents the functional operating 

time of a qubit, we often find that T1 is the most restrictive parameter in practice, as T1 represents 

the theoretical upper limit to T2. The chemical properties leading to maximization of T1 remain an 

open question and indeed many recent studies have focused heavily on questions related to T1 

[23,24,25].232425 Recent advances in pulse decoupling techniques have demonstrated that a short 

T2 can be overcome [26,27,28,29],26272829 but T1 remains a limiting factor. Since the longitudinal 

relaxation time, T1, represents the upper limit to the phase memory time, we must find ways to 

control the processes leading to T1 relaxation.  

n this manuscript, we test a design strategy to avoid electronic excitations and destruction 

of spin information by utilizing a wide band gap insulating oxide as a host material. In the case of 

a wide band gap material, the difference between the ground and excited states is large enough to 

avoid band-to-band and defect-to-band transitions, thereby causing native defects to produce trap 

states known as deep traps far away from the band edges. This allows certain defects, such as 

nitrogen vacancy centers, to be initialized and measured at room temperature [30].30 Further, for 

the materials system used, it is possible to systematically introduce single-spin isolated 

paramagnetic centers by controlled defect chemistry. 

We report the single crystal synthesis and structure of Ba2CaWO6-δ, an insulating double 

perovskite with a large band gap (3.6 eV) [31].31 The primary naturally occurring isotopes of Ba, 

Ca, W and O have zero nuclear spin, largely eliminating spin-bath effects from the lattice. 

Furthermore, the oxide framework itself is rigid, helping suppress local vibrationally mediated 

decoherence mechanisms. The introduction of oxygen vacancies creates nominally W5+ (d1), S = 

½, I = 0 point defects in the single crystals of Ba2CaWO6-δ. Coherence studies of Ba2CaWO6-δ 
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show promising longitudinal relaxation time T1 and relatively constant transverse relaxation time 

T2 over a temperature range of T = 20 to 60 K, lending credence to our design strategy. 

Experimental Section 

A. Single crystal growth 

Ba2CaWO6 powder was purchased from Sigma Aldrich (99.9%). The purchased powder 

was sealed in a rubber tube, evacuated, and compacted into a rod (typically 5 mm in diameter and 

60 mm long for the feed and 25 mm long for the seed) using a hydraulic press under an isostatic 

pressure of 70 MPa. After removal from the rubber tube, the rods were sintered at T = 1000 °C for 

24 hours in air. A Laser Diode Floating Zone (LDFZ) furnace (Crystal Systems Inc FD-FZ-5-200-

VPO-PC) with 5 × 200 W GaAs lasers (976 nm) was used as the heating source. During all of the 

growths, the molten zone was moved upwards with the seed crystal being at the bottom and the 

feed rod above it. This was accomplished by holding the lasers in a fixed position at an angle of 

4˚ to the horizontal axis and translating both the seed and feed rods downwards. Successive 

optimizations yielded final parameters of 15 mm/hr feeding rate, 10 mm/hr growing rate and 20 

rpm rotation rate for counter-rotating rods. 

B. Characterization 

Synchrotron X-ray powder diffraction data (XRPD) were obtained from 11-BM-B at 

Argonne National Laboratory using a Bending Magnet (BM) of critical energy 19.5 keV as the 

source. Twelve independent analyzers each separated by ~ 2° in 2θ and consisting of a Si (111) 

crystal and a LaCl3 scintillator where used for detection. Backscattered X-ray Laue diffraction 

(with the X-ray beam of about 1 mm in diameter) was utilized to check the orientations of the 

crystals. The microstructural homogeneity of sample surfaces cut directly from the cross sections 
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of the as-grown crystals was probed using a JEOL JSM IT100 scanning electron microscope 

(SEM) at 20 keV operating in backscatter mode. Laboratory-based X-ray diffraction patterns were 

collected using a Bruker D8 Focus diffractometer with CuKα radiation and a Bruker D8 Advance 

with an Oxford Cryosystem PheniX cryocontroller with CuKα radiation from T = 80 – 300 K. 

Phase identification and unit cell determinations were carried out using the Bruker TOPAS 

software (Bruker AXS). A Quantum Design Physical Properties Measurement System (PPMS) 

was used for the heat capacity measurements from T = 1.9 to 300 K at µoH = 0 T using the semi-

adiabatic method. Electron paramagnetic resonance (EPR) spectroscopy was performed on 

crushed microcrystalline powders contained within a 4 mm OD quartz EPR tube. EPR data were 

obtained at T = 297 K at X-band frequency (~0.3 T, 9.5 GHz) on a Bruker E580 X-band 

spectrometer equipped with a 1 kW TWT amplifier (Applied Systems Engineering) and on a 

Bruker E580 X-band spectrometer at the National Biomedical EPR Center at the Medical College 

of Wisconsin (Milwaukee, WI) equipped with a 1 kW TWT amplifier. Temperature was controlled 

using an Oxford Instruments CF935 helium cryostat and an Oxford Instruments ITC503 

temperature controller (UIUC), and an Oxford Instruments ITC503S temperature controller 

(MCW). All data were processed using a combination of Xepr, Python 2.7, Origin Pro 2015, and 

MatLab R2018b. EasySpin [32]32 was used to simulate the CW (continuous wave) EPR spectra of 

the W 5d ions.  

III. Results and Discussion 

A. Single crystal growth 

Ba2CaWO6 is a B-site ordered double perovskite with a twelve coordinate Ba cation site 

and octahedrally coordinated smaller cation Ca/W sites consisting of alternate large and small 

octahedra of Ca and W, respectively, see Fig. 6.1(a). The high vapor pressures of BaO and CaO at 
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the melting temperature of Ba2CaWO6 (T ≈ 1450 °C as determined from thermogravimetric 

analysis) makes it difficult to grow crystals via direct melting at atmospheric pressure [33].33 Initial 

floating zone crystal growth attempts in oxygen, air, carbon dioxide, and static argon atmospheres 

at atmospheric pressure led to significant vaporization of calcium (in the form of oxides), and, as 

a result, produced samples containing a BaWO4 impurity phase, leading to cracks. The optimum 

growth conditions were found to be a 7 bar high-purity argon atmosphere flowing at the rate of 

2.5 mL/min and 40% of laser power. These conditions significantly reduce the vaporization of 

calcium oxide, which allowed us to obtain blue tinted single crystals. A typical Ba2CaWO6-δ crystal 

(45 mm in length and 5 mm in diameter) grown using optimal conditions is shown in Fig. 6.1(a). 

X-ray Laue photographs along the cross section of the grown crystals show no detectable variation 

in orientation and no evidence of twinning, see Fig. 6.1(b).    

 

Figure 6.1. (a) Double perovskite structure of Ba2CaWO6 (δ = 0) containing alternate octahedra of WO6 
(orange) and CaO6 (grey) and twelve coordinate Ba atom in the A site. The isolated WO6 octahedra are 
primed to become spin centers upon introduction of electrons by removal of oxygen (red spheres). (b) A 
typical Ba2CaWO6 single crystal. (c) Representative Laue diffraction along the (101) direction, 
perpendicular to the growth axis. (d) Oxygen vacancy concentration can be tuned by sintering under 
controlled oxygen partial pressure.  
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A back-scattered SEM micrograph taken from a cross section of a crystal (Fig. S6.1.) 

complements our Laue data showing a uniform microstructure with no evidence of domain 

formation or any inclusions on the micrometer length scale, see Fig. 6.1(c). The as-grown crystals 

are blue (a signature of W5+) and oxygen deficient, a result of the reducing atmosphere. The precise 

oxygen vacancy concentration is controllable via post-annealing; single crystals were sintered in 

flowing oxygen for one month at T = 1050 ˚C to obtain colorless single crystals of Ba2CaWO6, 

demonstrating tunability of the oxygen vacancy concentration, and hence the number of spin 

centers, see Fig. 6.1(d). 

B. Crystal structure 

To understand the origin and behavior 

of the relaxation rates, we analyzed the 

structure of the grown crystals and the thermal 

properties of the material in more detail. The 

structures of as grown Ba2CaWO6-δ single 

crystal were solved in space group I2/m at T = 

295 K and at 100 K via Rietveld refinement to 

synchrotron XRPD (Fig. S6.7, Table S6V). 

We find that introduction of Ba site disorder 

and replacement of about 14% Ba atoms with 

Ca into the structural model result in 

significant improvement of the Rietveld fit 

(Fig. S6.2). No temperature dependent 

structural phase transition was observed 

 

Figure 6.2. Standard deviations from the pseudo-
cubic lattice parameters (distortion index) for single 
crystal of Ba2CaWO6-δ with increasing temperature 
where β is the angle between a and c axes. A line to 
guide the eye (red) shows the distortion index starts 
decreasing around T = 140  K, it reaches closest to 
the pseudo-cubic structure at T = 230 K (black line) 
before going up again. Crystal structure of 
Ba2CaWO6-δ obtained from refined synchrotron 
XRPD data collected at T = 295 K and T = 100 K 
shows the double perovskite structure containing 
alternate octahedra of CaO6 (grey) and WO6 

(orange). The structure shows an octahedral tilt 
pattern of  (a-b-c0) at each temperature. This 
octahedral distortion is expected to activate low 
lying phonon modes in the structure resulting in 
faster relaxation of the spin.  
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within measurement resolution. The structural model obtained shows that at T = 295 K the 

structure consists of an octahedral tilt pattern (a-b-c0) with a W-O1-Ca angle of 173˚ (a- axis tilt) 

and a W-O2-Ca angle of 167˚ (b- axis tilt) [34].34 At T = 100 K W-O1-Ca angle becomes 163˚ and 

W-O2-Ca angle is 169˚. The deviations from pseudo-cubic structure (distortion index i.e. standard 

deviations of the monoclinic lattice parameters from the pseudo-cubic lattice parameters) were 

calculated using cell parameters obtained from Le Bail fits to laboratory XRPD data collected at 

different temperatures with high purity Si as standard. Fig. 6.2 shows that the average structure is 

closest to pseudo-cubic at T = 230 K and deviates further from cubic with increasing or decreasing 

temperature due to in-plane rotations of the 

Ca/WO6 octahedra. Such structural 

flexibility is expected to give rise to low-

lying optical phonon modes that may 

increase spin-lattice relaxation via phonon-

mediated processes. 

Specific heat capacity measurements 

support this hypothesis. Figure 6.3 shows the 

heat capacity for a single crystal of 

Ba2CaWO6-δ as Cp/T3 vs log T. These data 

approximate the one-dimensional phonon 

density of states. Modeling the data 

illustrates the various contributions to the 

phonon density of states [35].35 In the model 

we used, a Debye (acoustic) contribution is 

 

Figure 6.3. Heat capacity (Cp) divided by 
temperature cubed (T3) versus log of temperature (T) 
for a single crystal piece of Ba2CaWO6-δ. The red line 
shows a fit to the experimental data including the 
Einstein and Debye terms. Contributions of 
individual components are plotted below: pink – 
Debye 1 phonon mode heat capacity, green – Debye 
2 phonon mode heat capacity, blue – low energy 
Einstein phonon mode. The low-lying Einstein peak 
describes the distortion in the local modes while the 
high temperature Debye mode is associated with 
higher energy vibrations due to atoms having lower 
masses and the lower temperature Debye mode is 
associated with lower energy vibrations of atoms 
having higher atomic masses. The small upturn at T 
≈ 2 K is due to helium condensation around this 
temperature.  
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represented by a constant up to θD, whereas an Einstein (optical) mode is represented by a peak, 

resulting from activated low T behavior. The most striking feature of the plot is a large low 

temperature peak at T = 21 K with θE = 105 K, indicating the data cannot be described by any 

combination of Debye terms. We observed that this low-lying Einstein phonon mode becomes 

operative above T = 10 K, resulting in a higher phonon density of states above T = 15 K. This 

corresponds to the onset of the local process as determined by modeling the temperature 

dependence of T1. Low energy optical modes can usually be attributed to a specific structural 

feature. It is likely the low energy vibrational states are  

associated with large amplitude motion of the oxygen atoms in the Ca/WO6 octahedra 

resulting in distortion of the structure from the pseudo-cubic lattice. Two-thirds (0.67) of the 

entropy of the Einstein mode is recovered by T = 230 K where the soft phonon modes are excited 

such that the average becomes pseudo-cubic. While the low-lying Einstein peak can be described 

by the distortion in the local modes, the high temperature Debye mode is associated with higher 

energy vibrations of 

atoms having lower 

masses. Inversely, the 

lower temperature Debye 

mode is associated with 

lower energy vibrations 

of atoms having higher 

atomic masses. The high 

energy part of the 

spectrum was fitted with 

Table 6.I: Characteristic temperatures and number of oscillators 

used in fitting Einstein and Debye modes to the specific heat for 

single crystal of Ba2CaWO6-δ. 

     Mode               Temperature (K)           Oscillator strength 

                                                                            /formula unit 

    Einstein              θE = 104.97(26)                   1.23(1) 

    Debye 1              θD1 = 263(3)                          3.5(1) 

    Debye 2              θD2 = 793(63)                        5.5(6) 
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two Debye contributions having θD1 = 263 K and θD2 = 793 K, a reasonable value for high energy 

modes in oxides. The total number of oscillators sums to 10.23(6) (the number of atoms per 

formula unit) which compares well to the theoretical value of 10. The values of the oscillator 

strengths and characteristic temperatures are given in Table 6.I.  

C. Determination of the spin-state of the defect center 

To characterize the spin state of the magnetic W ions resulting from oxygen deficiencies 

(Ba2CaWO6-δ), we utilized continuous wave and pulse EPR techniques. To determine the spin state 

of the system, we performed transient nutation experiments (see SI discussion for details) 

calibrated against a 2,2-diphenyl-1-picrylhydrazyl (dpph) radical standard (Fig. S6.3,S6.4). These 

allowed us to confirm that the spin state which we observed was a doublet and that the transition 

we observed was between the MS = ± 1/2 sublevels. With this information in hand, we could easily 

simulate the experimental cw spectrum using EasySpin [32]32 to a spin doublet (Figure 6.4) with 

g = 1.96, which is in line with similar observations in oxygen-deficient tungsten oxides[36].36 

Taken together, this information leads us to conclude that the spin centers introduced by defect 

generation are W5+ ions. The weakness of this transition likely arises from low spin concentration 

across the sample. The spectrum in this case was measured at T = 297 K. We attempted to utilize 

a model developed according to theory outlined by Salikhov et al. [37]37 to attempt to approximate 

spin concentration. However, the model cannot account for spin-spin interactions of more than 

approximately 50 Å. Therefore, we cannot absolutely say the concentration of spins in the sample, 

only that they are more than 50 Å apart (i.e. < 0.02%). 

D. Pulse EPR measurements 
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To investigate the feasibility of the grown crystals as qubit candidates and to learn more 

about how the electrons interact with the material, we performed pulse EPR spectroscopy on finely 

ground single crystals of Ba2CaWO6-δ. The immediate aim of these measurements was to 

determine the parameters most relevant to understanding the coherence properties of the electronic 

spin: T1 and T2.  

  We determined T1 across the temperature range T = 5 K to 150 K. We accomplished this using 

an inversion recovery pulse sequence (π – T – π/2 – τ – π – τ – echo). We fit the resulting inversion 

recovery curves using an exponential function of the form  

𝐼𝐼(τ) = −𝐴𝐴�𝑒𝑒−�τ/𝑇𝑇1+�τ/𝑙𝑙� − 𝑏𝑏 − 1� 

where I is the normalized echo intensity, A and b are normalization factors (1 and 0 approximately), 

and c is a factor related to spectral diffusion, which is relevant at low temperatures in this system 

(see SI) (Fig. 6.5a). We found that at T = 5 K, T1 is 310(30) ms in this material, which provides a 

high ceiling to the coherence time of the 

system (Table S6.I). The T1 of W5+ centers in 

Ba2CaWO6-δ compares very well to some of 

the best qubit candidates known (Table 

S6.II).  

To investigate the spin-lattice 

relaxation in more detail, we examined and 

modelled the temperature dependence of T1, 

see Fig. 6.5(b). Modelling this dependence is 

useful for determining which processes 

 

Figure 6.4. Comparison between the resonance peak 
obtained from experimental continuous wave spectra 
and the simulated fit to the experimental data to a 
spin doublet with g = 1.96 using EasySpin.  
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mediate spin-lattice relaxation as each process has a unique and well-defined temperature 

dependence. The model we utilized to fit the data was 

1
𝑇𝑇1

= 𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑T + 𝐴𝐴𝑑𝑑𝑟𝑟𝑟𝑟1 �
𝑇𝑇
θD1

�
9

𝐽𝐽8 �
θD1
𝑇𝑇
� + 𝐴𝐴𝑑𝑑𝑟𝑟𝑟𝑟2 �

𝑇𝑇
θD2

�
9

𝐽𝐽8 �
θD2
𝑇𝑇
� + 𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙

eθE/𝑇𝑇

(eθE/T − 1)2 

where Adir, Aram1 , Aram2 and Aloc are coefficients reflecting the influence of the direct, Raman and 

the local processes respectively. Each Raman process is associated with a characteristic Debye 

temperature (θD1 and θD2), the local mode an Einstein temperature (θE), fixed to values obtained 

from quantitative analysis of the heat capacity, and J8 is the transport integral describing the joint 

phonon density of states assumed by the Debye model. This integral takes the form  

𝐽𝐽8 �
θD
𝑇𝑇
� = � 𝑥𝑥8

𝑒𝑒𝑥𝑥

(𝑒𝑒𝑥𝑥 − 1)2 𝑑𝑑𝑥𝑥
θD/𝑇𝑇

0
 

This overall model for T1 includes terms for the direct relaxation process, two Raman relaxation 

processes, and a term describing additional relaxation due to local modes. The direct process 

proceeds via a spin flip mechanism and is typically relevant only at approximately T = 10 K or 

below. The Raman and local processes are two-phonon processes analogous to Raman photon 

scattering and become operative at temperatures where there is substantial thermal phonon 

population. Examination of the temperature dependence of T1 hints at why T1 is long at T = 5 K in 

this system: the influence of the direct process is very small in this material, with Adir = 0.49(09) 

K-1s-1. Typical values for Adir fall within the approximate range of 10-50 K-1s-1[38]. With minimal 

thermal population of the phonon modes, the only means by which the spin can relax is through 

the direct process. However, at X-band (~0.3 T) and in the absence of a strong hyperfine field – a 

result of the mostly nuclear spin-free nature of this material in which the spin resides – the direct 

process is slow [35].35 However, with the onset of the two-phonon processes between T = 15-20 
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K, the spin-lattice relaxation time begins to precipitously decrease. Generally, this decrease most 

likely arises from the presence of heavy elements with high spin-orbit coupling in the lattice. With 

increasing spin-orbit coupling, the strength of spin-phonon coupling also increases, leading to 

enhanced relaxation rates [38].38 

We can gain quantitative information about the relative strength of spin-phonon coupling 

to the different phonon contributions by utilizing knowledge of the oscillator strength from heat 

capacity combined with the coefficients from the fits to 1/T1. The coefficient for a two-phonon 

process will have the general form [39]:39  

1
𝑇𝑇1�

=
4𝜋𝜋ℏ2

𝜌𝜌𝑙𝑙𝑑𝑑𝑐𝑐𝑐𝑐𝑡𝑡2 𝜈𝜈𝑆𝑆4
�𝑏𝑏�V(1)�𝑎𝑎�

4

𝛥𝛥𝑙𝑙𝑑𝑑𝑐𝑐𝑐𝑐𝑡𝑡4 � 𝑛𝑛�(𝑛𝑛� + 1) 𝜔𝜔4 𝜌𝜌2(𝜔𝜔)𝑑𝑑𝜔𝜔

𝜔𝜔𝑚𝑚𝑚𝑚𝑚𝑚

0

 

where 𝜈𝜈𝑐𝑐 is the average sound velocity, 𝜌𝜌𝑙𝑙𝑑𝑑𝑐𝑐𝑐𝑐𝑡𝑡  is the crystal density and 𝛥𝛥𝑙𝑙𝑑𝑑𝑐𝑐𝑐𝑐𝑡𝑡 is the orbital 

splitting. The  �𝑏𝑏�V(1)�𝑎𝑎�  ≡ 𝐺𝐺 is the matrix element called spin-phonon coupling parameter where 

V(1) is the crystal field potential produced by phonons generating strain 𝜀𝜀 and taken from the 

expansion of the potential into power series V = Vo + 𝜀𝜀 V(1) + 𝜀𝜀2 V(2) + ….. For Debye (Raman)-

type phonon process, 𝜌𝜌(𝜔𝜔) =  3ND 𝜔𝜔2

2 𝜋𝜋2 𝜈𝜈𝑠𝑠3
, where ND is the number of oscillators related to the Debye 

mode, 𝜈𝜈𝑐𝑐= 𝑘𝑘𝐵𝐵θD

ℏ �6𝜋𝜋2𝑁𝑁𝑉𝑉�
1
3
  where N is the number of atoms in a crystal of volume V, resulting in: 

1
𝑇𝑇1

= 𝐴𝐴𝑑𝑑𝑟𝑟𝑟𝑟 �
𝑇𝑇
θD
�
9

𝐽𝐽8 �
θD
𝑇𝑇
� 
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where 𝐴𝐴𝑑𝑑𝑟𝑟𝑟𝑟 =  
9∙ 6

10
3  𝜋𝜋

11
3  ℏ3 ND

2  �𝑁𝑁𝑉𝑉�
10
3 𝐺𝐺𝑟𝑟𝑚𝑚𝑚𝑚4

𝜌𝜌𝑐𝑐𝑟𝑟𝑐𝑐𝑠𝑠𝑐𝑐2  𝑘𝑘𝐵𝐵 θD 𝛥𝛥𝑐𝑐𝑟𝑟𝑐𝑐𝑠𝑠𝑐𝑐4  (derivation in the SI discussion). 

 
Figure 6.5. Pulse electron paramagnetic resonance spectroscopic data. (a) Inversion recovery curve used 
for calculating the spin-lattice relaxation time, T1 at T = 40 K. (b) Temperature dependence plot of the 
rate of longitudinal relaxation T1

-1 with a quantitative fit to a combination of a Direct, two “Raman” 
(Debye-phonon), and one “local” (Einstein-phonon) contributions. Parameters obtained from the fit (red 
line) are Adir = 0.49(09) K-1s-1, Aram1 = 4.4(8)·106  s-1, Aram2 = 3.2(8)·108 s-1, and Aloc = 8(2)·103  s-1. The 
associated Debye and Einstein temperatures were fixed at the values obtained from heat capacity 
measurements. (c) Hahn-echo decay curve used to calculate spin-spin relaxation time T2. (d) 
Temperature dependence plot of T2 and T1. (Lines to guide the eye shows the trend followed by T1 and 
T2 with temperature).  
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Similarly, for an Einstein (Local)-type phonon process, (𝜔𝜔) =  3 ⋅ NE �
𝑁𝑁
𝑉𝑉
� 𝛿𝛿(𝜔𝜔 −𝜔𝜔𝑒𝑒) , 𝜈𝜈𝑐𝑐= 

𝑘𝑘𝐵𝐵 θE

ℏ �𝜋𝜋3 𝑁𝑁
𝑉𝑉�

1
3
  , where NE is the number of oscillators related to the Einstein mode, resulting in: 

1
𝑇𝑇1

= 𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙
eθE/𝑇𝑇

(eθE/T − 1)2 

where 𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙 =  
36 𝜋𝜋5 ℏ3 NE

2  �𝑁𝑁𝑉𝑉�
10
3 𝐺𝐺𝑙𝑙𝑙𝑙𝑐𝑐

4

�̇�𝜌𝑐𝑐𝑟𝑟𝑐𝑐𝑠𝑠𝑐𝑐2  𝑘𝑘𝐵𝐵 θE 𝛥𝛥𝑐𝑐𝑟𝑟𝑐𝑐𝑠𝑠𝑐𝑐4  (derivation in the SI discussion). Using these, the ratio of 

coefficients for two Raman-type processes is: 
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Whereas the ratio of coefficient for a Raman and Local process is: 
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We find that the spin-phonon coupling to the Debye mode with θD2 = 793(63) K (Debye 2) is 

3.2(4) times greater than to the one with θD1 = 263(3) (Debye 1). Similarly, the coupling to the 

Einstein mode is 1.1(7) relative to Debye 1. These provide evidence that the spin-phonon coupling 

is stronger for higher frequency oscillators in this material. 

Next, we examined T2 over the same temperature range (Table S6.III). We utilized a two-

pulse Hahn-echo sequence to monitor the stability of the superposition as a function of the inter-

pulse delay time. We then fit the decay curves with a stretched exponential function of the form  

𝐼𝐼(τ) = 𝐴𝐴�1 − 𝐵𝐵𝑐𝑐𝐵𝐵𝐵𝐵(ωτ + 𝑑𝑑)𝑒𝑒−𝜏𝜏/𝑇𝑇𝑙𝑙𝑠𝑠𝑐𝑐�𝑒𝑒−(2𝜏𝜏/𝑇𝑇2)𝑞𝑞 + 𝑓𝑓 



170 
 

 
 

see Fig. 6.3(c). The function includes two parts, the first of which describes the electron spin-echo 

envelope modulation (ESEEM) within the decay curve and the second of which describes the spin-

echo decay itself. Within the function as written, A is a normalization factor (approximately 1), B 

is the ESEEM modulation amplitude, ω is the ESEEM frequency in MHz, d is the modulation 

phase, Tosc is the ESEEM decay time, q is the stretch factor, and f is an offset term to assist in 

fitting (approximately 0). The inclusion of the ESEEM term was necessary to model the small 

oscillations within the decay curve resulting from the interaction between the electronic spin and 

the 14.3% abundant I = 1/2 183W nucleus. However, the data above T = 70 K was fitted to the 

equation 

𝐼𝐼(τ) = 𝐴𝐴𝑒𝑒−(2τ/𝑇𝑇2)𝑞𝑞 + 𝑓𝑓 

without the ESEEM term as the data was too noisy at higher temperatures to see the ESEEM. We 

discovered that T2 in this material is largely invariant across the temperature range apart from a 

decrease from 6.35 to 4.71 μs between T = 5 K and T = 15 K. T2 remains at approximately 4 μs 

until T = 60 K before it decreases to approximately 1 μs at T = 90 K and remains roughly constant 

until T = 150 K, Fig. 6.5(d). The temperature invariance of T2 across the temperature range could 

be a result of the relative lack of nuclear spins and methyl groups within the lattice which can 

easily promote decoherence in electronic spin-based systems [38].38 The low value of T2 across 

the temperature range could, however, stem from the non-zero natural abundance (14.31%) of 

183W. Phase memory times are extremely sensitive to even incremental changes in nuclear spin 

concentration, as has been observed in studies examining the isotopic enrichment of diamond hosts 

for nitrogen vacancy centers [40].40  
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IV. Conclusions 

We have grown single crystals of Ba2CaWO6-δ for the first time. Continuous wave and 

pulse EPR measurements confirm the presence of oxygen vacancies that create W5+ defect centers 

in the system. Coherence studies indicate that these defects in Ba2CaWO6-δ are viable quantum bit 

candidates. Without significant optimization, the longitudinal relaxation time, T1 in this material 

rivals that of top quantum bit candidates, and the transverse relaxation time, T2 shows relative 

insensitivity to temperature across the measurement range. Remarkably, T1 = 310 ms at T = 5 K, 

only decreasing upon population of low-lying phonon modes at 15 K and with the onset of local 

vibrational modes above 60 K. Work towards reducing the influence of these modes is ongoing. 

Specifically, we plan to slow phonon-mediated relaxation by designing systems with lighter 

elements with less spin-orbit coupling and systems with less susceptibility to octahedral tilting. 

Further we calculate the spin-phonon coupling of the higher frequency Debye 2 mode to be ~ 3 

times as strong as the Einstein or the Debye 1 modes. The fact that all coupling strengths are not 

equal is chemically intuitive; our results show how to gain access to such information in a general, 

broadly applicable way. It also suggests that simply pushing all vibrational spectral weight to high 

frequencies is not the only way to design a high T1 lifetime – instead, reducing the spin-phonon 

coupling to only the modes present at low energy (e.g. by making such coupling symmetry-

forbidden), is the key. In short, complex oxides are viable hosts for quantum bit centers and the 

chemical control of oxygen vacancies can be used to introduce spin centers in the lattice. We 

further find that systematic materials design principles can be used to create qubits with long 

longitudinal relaxation times. 

  



172 
 

 
 

Supporting Information: 

I. EXPERIMENTAL DETAILS 

A. Electron Paramagnetic Resonance Spectroscopy 

T1 data were collected on the most intense central resonance in the echo-detected EPR 

spectrum using an inversion recovery sequence (π – T – π/2 – τ – π – echo) with a 2-step phase 

cycle. This sequence consisted of a π pulse to invert the spin followed by a delay time (T) followed 

by a Hahn-echo detection sequence (π/2 – τ – π – τ – echo) in which π/2 = 16 ns, π = 32 ns, and τ 

= 140 ns. T was incremented from a starting value of 300 ns.  

We phased the inversion recovery data by maximizing the sum of squares of the data points 

in the real component of the spectrum, normalized them such that the data spanned the range 0 to 

1, and fit the data using the exponential function  

𝐼𝐼(τ) = −𝐴𝐴�𝑒𝑒−�τ/𝑇𝑇1+�τ/𝑞𝑞� − 𝑏𝑏 − 1� 

where I is the normalized echo intensity, A and b are normalization factors (1 and 0 approximately), 

and q is a factor related to spectral diffusion, which is relevant at low temperatures in this system. 

Fitting with the spectral diffusion term included becomes unnecessary as temperature increases. 

Therefore, above 100 K, a monoexponential function   

𝐼𝐼(τ) = −𝐴𝐴�𝑒𝑒−(τ/𝑇𝑇1) − 𝑏𝑏 − 1� 

was used to fit the data. 

As with the T1 data, T2 data were collected on the highest-intensity central resonance in the 

EDFS spectrum. We utilized a Hahn-echo sequence (π/2 – τ – π – τ – echo) with a 2-step phase 

cycle in which π/2 = 16 ns and π = 32 ns, and τ was varied from 160 ns. We set the acquisition 

trigger to capture the spin echo and integrated over the entire echo to obtain the data. We 
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subsequently phased the data by maximizing the sum of the squares of the data points in the real 

component of the spectrum. The decay curves were fit using the function 

𝐼𝐼(τ) = 𝐴𝐴�1 − 𝑏𝑏 ∗ 𝑐𝑐𝐵𝐵𝐵𝐵(ωτ + 𝑐𝑐)𝑒𝑒−τ/𝑇𝑇𝑙𝑙𝑠𝑠𝑐𝑐�𝑒𝑒−(2τ/𝑇𝑇2)𝑞𝑞 + 𝑓𝑓 

where A is a normalization factor (usually 1), b is the ESEEM modulation amplitude, ω is the 

modulation frequency, c is the modulation phase, Tosc is the ESEEM decay time, q is a stretch 

factor, and f is an offset term to assist in fitting (usually 0). Fitting the decay curves required the 

inclusion of a term to account for ESEEM modulations, as faint ESEEM modulations are 

observable within the curves. These oscillations result from the interaction of the electron spin 

with the I = 1/2 183W nucleus. Above T = 60 K, the ESEEM term was not used, as the data became 

too noisy to observe ESEEM. The resulting equation was a stretched exponential function of the 

form 

𝐼𝐼(τ) = 𝐴𝐴𝑒𝑒−(2τ/𝑇𝑇2)𝑞𝑞 + 𝑓𝑓 

Transient nutations were collected on the most intense central resonance in the EDFS 

spectrum. The sequence used to collect these data consisted of a tipping pulse of varying length (4 

ns increments), followed by a Hahn echo detection sequence (π/2 – τ – π – τ – echo) where τ was 

kept constant at 200 ns. After performing a Fourier transform of the Rabi oscillations, we were 

able to extract a nutation frequency. Comparison of the nutation frequency as a function of B1 field 

to a dilute sample of a known S = 1/2 species, 2, 2-diphenyl-1-picrylhydrazyl radical (dpph), 

allowed us to determine the spin state of the spin center in Ba2CaWO6-δ. Through this analysis, we 

determined that the electronic structure was a Kramers doublet (S = 1/2), commensurate with the 

electronic structure simulations. B1 field was calculated from the following formula under the 

assumption that the DPPH S = 1/2 radical has a g value of 2.0037 and that the transition observed 

is between the MS = + ½ sublevels.  
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𝜔𝜔𝑛𝑛𝑛𝑛𝑡𝑡(𝑚𝑚𝑆𝑆,𝑚𝑚𝑆𝑆 + 1) =
𝑔𝑔1𝛽𝛽𝑒𝑒𝐵𝐵1
ℏ

[𝑆𝑆(𝑆𝑆 + 1) −𝑚𝑚𝑆𝑆(𝑚𝑚𝑆𝑆 + 1)]1/2 

βe is the Bohr magneton, ωnut is the nutation frequency, S = ½, mS = - ½. Comparison of the Rabi 

frequency at a given B1 power to that observed in the sample gave that the spin state was indeed S 

= 1/2. 

We used PyCrystalField to simulate the EPR spectrum of the W5+ ions by simulating the 

Zeeman splitting for an ion for a given magnetic field 

∆𝐸𝐸 =  −𝜇𝜇 ∙ 𝐵𝐵 =  −
𝜇𝜇𝐵𝐵�𝐿𝐿�⃑ +  𝑔𝑔𝑐𝑐𝑆𝑆�

ℏ
 ∙  𝐵𝐵�⃑  

for a given field direction. Then we solved for the value of magnetic field required to achieve 

resonance at a given energy difference (determined by the microwave frequency = 9.440 GHz), 

and generated a Lorentzian derivative at the resonance field. We did this 2 x 107 times for randomly 

chosen field directions, and summed up the spectra to produce the powder-averaged EPR signal 

shown in Fig. 6.2. This yielded a resonance curve like in Fig. 6.2, but with the resonance peak 

at 3600 Oe. This small discrepancy could arise from three possible sources: (i) the point charge 

crystal field model is an approximation: the oxygen atoms are not point charges but have extended 

electron orbitals, (ii) the ligand positions used to simulate the spectrum were from a 100 K 

refinement while the experimental spectrum was taken at 77 K, and we expect the ligands to have 

shifted slightly between these two temperatures, and (iii) oxygen positions are difficult to precisely 

determine from X-rays because of the small X-ray cross section of oxygen. We found that small 

adjustment (+/- 3%) to the oxygen positions yielded a W5+ resonance peak at 3600 Oe which agrees 

with the data very well, showing that the first principles point charge approximation is close to the 

true W5+ single ion Hamiltonian.   
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We simulated and fit the temperature dependence of T1 using parameters obtained from the 

heat capacity analysis in Wolfram Mathematica 12.0 Student Version. For the derivation of the 

dependence of Aloc we used the following equation [41]41 

1
𝑇𝑇1�

=
4𝜋𝜋 ℏ2

𝜌𝜌𝑙𝑙𝑑𝑑𝑐𝑐𝑐𝑐𝑡𝑡2  𝜈𝜈𝑆𝑆4
�𝑏𝑏�V(1)�𝑎𝑎�

4
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𝜔𝜔𝑚𝑚𝑚𝑚𝑚𝑚

0

 

where 𝜈𝜈𝑐𝑐 is the average sound velocity, 𝜌𝜌𝑙𝑙𝑑𝑑𝑐𝑐𝑐𝑐𝑡𝑡  is the crystal density and 𝛥𝛥𝑙𝑙𝑑𝑑𝑐𝑐𝑐𝑐𝑡𝑡 is the orbital 

splitting. The  �𝑏𝑏�V(1)�𝑎𝑎�  ≡ 𝐺𝐺 is the matrix element called spin-phonon coupling parameter where 

V(1) is the crystal field potential produced by phonons generating strain 𝜀𝜀 and taken from the 

expansion of the potential into power series V = Vo + 𝜀𝜀 V(1) + 𝜀𝜀2 V(2) + ….. 

Taking 𝑛𝑛�(𝑛𝑛� + 1) =  𝑒𝑒
ℏ𝜔𝜔
𝑘𝑘𝐵𝐵𝑇𝑇

�𝑒𝑒
ℏ𝜔𝜔
𝑘𝑘𝐵𝐵𝑇𝑇−1�

2 and 𝜌𝜌(𝜔𝜔) =  3 ⋅ NE �
𝑁𝑁
𝑉𝑉
� 𝛿𝛿(𝜔𝜔 − 𝜔𝜔𝑒𝑒) where NE is the number of 

oscillators related to the Einstein mode, where N is the number of atoms in a crystal of volume V, 

we get, 

1
𝑇𝑇1

= 𝑐𝑐1 ⋅

⌡
⎮
⎮
⎮
⌠

𝑒𝑒
ℏ𝜔𝜔
𝑘𝑘𝐵𝐵𝑇𝑇

�𝑒𝑒
ℏ𝜔𝜔
𝑘𝑘𝐵𝐵𝑇𝑇 − 1�

2 ⋅   9 ⋅  

∞

0

NE
2  �

𝑁𝑁
𝑉𝑉
�
2

𝛿𝛿2(𝜔𝜔 − 𝜔𝜔𝑒𝑒) 𝑑𝑑𝜔𝜔 

Using ∫ 𝑓𝑓(𝑥𝑥)∞
0 𝛿𝛿(𝑥𝑥 − 𝑥𝑥𝑙𝑙) 𝑑𝑑𝑥𝑥 =  𝑓𝑓(𝑥𝑥𝑙𝑙) this becomes  

1
𝑇𝑇1

= 𝑐𝑐1 ⋅ 9 ⋅ NE
2 �
𝑁𝑁
𝑉𝑉
�
2 𝑒𝑒

ℏ𝜔𝜔
𝑘𝑘𝐵𝐵𝑇𝑇

�𝑒𝑒
ℏ𝜔𝜔
𝑘𝑘𝐵𝐵𝑇𝑇 − 1�

2  𝜔𝜔𝑒𝑒4 ⋅ 𝛿𝛿(𝜔𝜔 − 𝜔𝜔𝑒𝑒)|𝜔𝜔=𝜔𝜔𝑒𝑒   
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Using 𝛿𝛿(𝛼𝛼𝑥𝑥) = 1
𝛼𝛼
𝛿𝛿(𝑥𝑥) and 𝛿𝛿(𝑥𝑥) = 1 if x = 0 gives  

𝛿𝛿(𝜔𝜔 − 𝜔𝜔𝑒𝑒)|𝜔𝜔=𝜔𝜔𝑒𝑒 = 1
𝜔𝜔𝑒𝑒

 ; so we get:  

1
𝑇𝑇1

=  
36 𝜋𝜋 ℏ2 NE

2  𝜔𝜔𝑒𝑒
3 𝐺𝐺4 �𝑁𝑁𝑉𝑉�

2

𝜌𝜌𝑐𝑐𝑟𝑟𝑐𝑐𝑠𝑠𝑐𝑐 
2 𝛥𝛥𝑐𝑐𝑟𝑟𝑐𝑐𝑠𝑠𝑐𝑐4  𝜈𝜈𝑠𝑠4

 𝑒𝑒
ℏ𝜔𝜔
𝑘𝑘𝐵𝐵𝑇𝑇

�𝑒𝑒
ℏ𝜔𝜔
𝑘𝑘𝐵𝐵𝑇𝑇−1�

2 ; 

Since for an Einstein mode 𝜈𝜈𝑐𝑐= 𝑘𝑘𝐵𝐵θE

ℏ �𝜋𝜋3 𝑁𝑁𝑉𝑉�
1
3
 and ℏ𝜔𝜔 =  𝑘𝑘𝐵𝐵θE , we get 

1
𝑇𝑇1

= 𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙
eθE/𝑇𝑇

(eθE/T − 1)2 

where 𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙 =  
36 𝜋𝜋5 ℏ3 NE

2  �𝑁𝑁𝑉𝑉�
10
3 𝐺𝐺𝑙𝑙𝑙𝑙𝑐𝑐

4

�̇�𝜌𝑐𝑐𝑟𝑟𝑐𝑐𝑠𝑠𝑐𝑐2  𝑘𝑘𝐵𝐵 θE 𝛥𝛥𝑐𝑐𝑟𝑟𝑐𝑐𝑠𝑠𝑐𝑐4  . 

For the derivation of the dependence of Aram we used the same equation [1] 

1
𝑇𝑇1�

=
4𝜋𝜋 ℏ2

𝜌𝜌𝑙𝑙𝑑𝑑𝑐𝑐𝑐𝑐𝑡𝑡2  𝜈𝜈𝑆𝑆4
�𝑏𝑏�V(1)�𝑎𝑎�

4

𝛥𝛥𝑙𝑙𝑑𝑑𝑐𝑐𝑐𝑐𝑡𝑡4 � 𝑛𝑛�(𝑛𝑛� + 1) 𝜔𝜔4 𝜌𝜌2(𝜔𝜔)𝑑𝑑𝜔𝜔

𝜔𝜔𝑚𝑚𝑚𝑚𝑚𝑚

0

 

  Since  𝜌𝜌(𝜔𝜔) =  3 ND 𝜔𝜔2

2 𝜋𝜋2 𝜈𝜈𝑠𝑠3
 for a Debye mode where ND is the number of oscillators related to the 

Debye mode, we get  

1
𝑇𝑇1

=  
9 ∙  ℏ2 ND

2  𝐺𝐺𝑑𝑑𝑟𝑟𝑟𝑟4

𝜌𝜌𝑙𝑙𝑑𝑑𝑐𝑐𝑐𝑐𝑡𝑡2  𝜋𝜋3 𝜈𝜈𝑐𝑐10  𝛥𝛥𝑙𝑙𝑑𝑑𝑐𝑐𝑐𝑐𝑡𝑡4 �
𝑘𝑘𝐵𝐵𝑇𝑇
θD

�
9

𝐽𝐽8 �
θD
𝑇𝑇
� 

Substituting 𝜈𝜈𝑐𝑐= 𝑘𝑘𝐵𝐵 θD

ℏ �6𝜋𝜋2 𝑁𝑁𝑉𝑉�
1
3
 we get: 
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1
𝑇𝑇1

= 𝐴𝐴𝑑𝑑𝑟𝑟𝑟𝑟 �
𝑇𝑇
θD
�
9

𝐽𝐽8 �
θD
𝑇𝑇
� 

where 𝐴𝐴𝑑𝑑𝑟𝑟𝑟𝑟 =  
9∙ 6

10
3  𝜋𝜋

11
3  ℏ3 ND

2  �𝑁𝑁𝑉𝑉�
10
3 𝐺𝐺𝑟𝑟𝑚𝑚𝑚𝑚4

𝜌𝜌𝑐𝑐𝑟𝑟𝑐𝑐𝑠𝑠𝑐𝑐2  𝑘𝑘𝐵𝐵 θD 𝛥𝛥𝑐𝑐𝑟𝑟𝑐𝑐𝑠𝑠𝑐𝑐4 .  

B. Thermogravimetric analysis 

  A thermogravimetric analyzer (TGA) & differential scanning calorimeter (DSC) (TA Instruments 

SDT Q600) was used for the thermogravimetric analysis. On heating a single crystal of 

Ba2CaWO6-δ under high-purity argon at the rate of 10 ˚C/min a broad endothermic peak was 

observed in the heat profile at T = 1450 ˚C indicating the melting transition in the material. 
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II. TABLES 

Table S6.I. Fit parameters for fitting inversion recovery curves from the temperature range T = 5 
– 150 K. From T = 5 – 100 K, the function utilized was 𝐼𝐼(τ) = −𝐴𝐴�𝑒𝑒−�τ/𝑇𝑇1+�τ/𝑞𝑞� − 𝑏𝑏 − 1� where 
I is the normalized echo intensity, A and b are normalization factors (1 and 0 approximately), and 
q is a factor related to spectral diffusion. At elevated temperatures, spectral diffusion becomes less 
important, and so the fit function 𝐼𝐼(τ) = −𝐴𝐴�𝑒𝑒−(τ/𝑇𝑇1) − 𝑏𝑏 − 1� was used instead.   

 
  

Temperature (K)          A           T1 (µs)          q (µs)          b 

5 1.025(4) 310000(30000) 18000 (200) 0.015(2) 

10 1.049(7) 240000(50000) 11100 (200) 0.012(3) 

15 1.012(6) 72000(7000) 7600 (200) 0.000(5) 

20 0.984(6) 12500(500) 4700 (200) 0.000(6) 

30 0.972(6) 1650(40) 1470 (70) 0.000(6) 

40 0.960(9) 410(10) 890 (90) 0.000(9) 

50 0.942(8) 154(4) 420 (40) 0.000(9) 

60 0.92(1) 77(3) 340(70) 0.00(1) 

70 0.973(7) 70(1) 390 (50) 0.000(7) 

80 0.83(7) 17(4) 100 (200) 0.00(9) 

90 0.93(4) 10(1) 300 (400) 0.00(4) 

100 0.92(5) 7(1) 200(500) 0.00(6) 

110 0.92(2) 5.3(2) -- 0.00(2) 

120 0.89(3) 4.0(2) -- 0.00(3) 

130 0.90(3) 3.2(2) -- 0.00(4) 

140 0.89(4) 2.7(2) -- 0.00(4) 

150 0.86(5) 2.5(2) -- 0.00(6) 
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Table S6.II. Comparison of T1 for some known qubit candidates. 
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Compound Temp, T1 

Ba2CaWO6-δ (this work) 5 K, 310 ms 

[V(C8S8)3]2- a 10 K, 20.4 ms 

[VO(C3S4O)2]2- b 10 K, 20.7 ms 

[Mo(CN)8]3- c 5 K, 1050 ms 

[W(CN)8]3- d 5 K, 630 ms 

N@C60/C60 e 4 K, >1000 ms 

[Cu(S2C4N2)2]2- f 7 K, 87 ms 

CuPc g 5 K, 59 ms 

NV center in diamond h 40 K, >10 s 

Ga donor qubits in ZnO i   1.5 K, >100 ms 

Ce3+ ion in YAG j 3.5 K, 4.5 ms 
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Table S6.III. T2 values over a range of T = 5 K to 150 K fit to the Hahn echo decay curves 
according to the equation  

𝐼𝐼(τ) = 𝐴𝐴𝑒𝑒−(2τ/𝑇𝑇2)𝑞𝑞 + 𝑓𝑓 

where  A is a normalization factor, q is a stretch factor, and f is a linear offset term used to assist in 
fitting.  

 
  

Temperature (K) A T2 (µs) q f 

5 1.018(4) 6.35(3) 0.832(6) 0.007(2) 

10 1.012(5) 5.35(4) 0.762(6) 0.001(2) 

15 1.004(5) 4.71(3) 0.757(6) 0.002(1) 

20 0.994(5) 4.05(3) 0.735(6) 0.008(1) 

30 1.030(6) 4.33(4) 0.741(7) 0.022(1) 

40 1.026(6) 4.17(3) 0.714(6) 0.024(1) 

50 1.049(7) 4.18(4) 0.701(7) 0.017(2) 

60 1.022(8) 4.15(5) 0.726(8) 0.016(2) 

70 0.997(8) 3.77(3) 0.750(9) 0.045(4) 

80 0.84(6) 2.3(2) 1.2(1) 0.014(8) 

90 1.20(8) 1.4(1) 1.04(9) 0.021(5) 

100 1.09(6) 1.5(1) 1.2(1) 0.011(5) 

110 1.06(7) 1.5(1) 1.1(1) 0.001(6) 

120 1.2(1) 1.2(1) 1.0(1) -0.001(6) 

130 1.09(9) 1.2(1) 1.3(2) -0.004(6) 

140 1.1(1) 1.0(1) 1.2(2) 0.004(6) 

150 0.92(9) 0.99(7) 2.1(4) 0.005(7) 
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Table S6.IV: T2 values over a range of T = 5 K to 70 K fit to the Hahn echo decay curves according 
to the equation  

𝐼𝐼(τ) = 𝐴𝐴�1 − 𝑏𝑏 ∗ 𝑐𝑐𝐵𝐵𝐵𝐵(ωτ + 𝑐𝑐)𝑒𝑒−τ/𝑇𝑇𝑙𝑙𝑠𝑠𝑐𝑐�𝑒𝑒−(2τ/𝑇𝑇2)𝑞𝑞 + 𝑓𝑓 

where A is a normalization factor (usually 1), b is the ESEEM modulation amplitude, ω is the 
modulation frequency, c is the modulation phase, Tosc is the ESEEM decay time, q is a stretch 
factor, and f is an offset term to assist in fitting (usually 0).  

 
  

Temperature 
(K) 

Amplitude 
(A) 

Modulation 
amplitude 

(B) 

ESEEM 
Frequency 
(ω) (MHz) 

Modulation 
Phase (d) 

ESEEM 
decay time 
(Tosc) (µs) 

T2 (µs) Stretch 
Factor (q) 

Offset (e) 

5 1.005(4) 0.030(3) 4.00(6) 1.35(9) 5(1) 6.46(3) 0.841(5) 0.008(1) 

10 1.03(1) 0.03(1) 10(3) -0.0(7) 0.2(2) 5.25(7) 0.74(1) -0.002(2) 

15 0.976(6) 0.029(4) 3.82(9) 2.1(1) 5(2) 4.88(4) 0.779(7) 0.004(1) 

20 0.978(8) 0.021(5) 4.0(2) 1.7(2) 5(4) 4.14(5) 0.744(8) 0.008(1) 

30 1.06(3) 0.11(3) 5(1) 0.9(3) 0.35(7) 4.2(1) 0.71(2) 0.017(2) 

40 1.06(3) 0.11(3) 4(1) 0.9(3) 0.35(7) 4.0(1) 0.67(2) 0.018(2) 

50 1.07(4) 0.13(4) 4(1) 1.1(3) 0.33(7) 4.1(2) 0.67(2) 0.011(3) 

60 1.03(2) 0.04(1) 4.6(4) 0.9(3) 1.3(6) 4.13(9) 0.71(1) 0.013(2) 

70 0.97(1) 0.047(5) 4.0(1) 1.7(1) 3.1(9) 3.99(4) 0.76(1) 0.042(4) 
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Table S6.V. Unit cell parameters and atomic coordinates for single crystal of Ba2CaWO6-δ as 
obtained from Rietveld fits to a high-resolution synchrotron XRPD data. All isotropic thermal 
displacement parameters (Biso) were refined. 
 

 

 

 

 

 

 

 

 

 

Synchrotron XRPD (11-BM-B), λ = 0.4127Å 

T = 295 K 

Rexp(%) : 4.48     Rwp(%) : 7.56      
Rp(%)  :   5.93     GOF : 1.69 

T = 100 K 

Rexp(%) : 4.27   Rwp(%) : 9.73 
Rp(%)  :  7.96    GOF : 2.28 

Step size                             0.001 
Z                                           2 
Molecular weight              567.34 g/mol 
Chemical formula              Ba1.72Ca1.28WO6  
Number of Reflections     1466 

Step size                             0.001 
Z                                           2 
Molecular weight              573.17 g/mol 
Chemical formula              Ba1.78Ca1.22WO6  
Number of Reflections     1424  

Spacegroup                       I2/m (No.12) 
  a (Å)                                  5.91616(90) 
  b (Å)                                  5.91606(91) 
  c (Å)                                  8.3784(13) 
  β (°)                                   90.0275(10) 

    Spacegroup                    I2/m (No.12) 
      a (Å)                               5.902171(88) 
      b (Å)                               5.914189(83) 
      c (Å)                               8.35801(13) 
      β (Å)                               89.77717(69) 

Atomic Position 

Ba           x          0.4949(7)                  
               y          0.5                                                                          
               z          0.2455(4)             
               Occ     0.86(1) (Ba),  0.14(1) (Ca)    
               Biso      0.62(20) 

Atomic Position 

Ba           x          0.5016(2)                  
                y          0.5                                                                          
                z          0.2497(2)             
               Occ      0.89(1) (Ba), 0.11(1) (Ca)     
               Biso       0.291(6) 

Ca           x          0.5      
                y          0.0                                                                          
                z          0.0            
               Occ      1    
               Biso     0.35(20) 

Ca           x           0.5      
                y          0.0                                                                          
                z          0.0           
                Occ     1    
                Biso    0.303(39) 

W            x          0.0      
                y          0.5                                                                          
                z          0.0            
                Occ     1    
                Biso      0.50(20) 

W            x          0.0     
                y          0.5                                                                          
                z          0.0           
                Occ     1    
                Biso      0.203(15) 

O1            x         0.5212(27)      
                 y         0.0                                                                          
                 z         0.2749(6)                                 
                Occ     1    
                Biso      0.84(21) 

O1           x          0.5525(12)     
                y          0.0                                                                          
                z          0.2831(8)                                 
                Occ     1    
                Biso      0.721(75) 

O2           x          0.22177(11)     
                y          0.722(12)      

                z          0.02868(30)                                 

                Occ     1   
                Biso      0.84(21) 

 O2          x          0.2409(7)      
                y          0.7176(5)      
                z          0.0212(6)                                 
                Occ     1    
                Biso      0.721(75) 
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Table S6.VI. Selected bond lengths and angles for single crystal of Ba2CaWO6-δ as obtained from 
Rietveld fits to a high-resolution synchrotron XRPD data. 

T = 295 K T = 100 K 
Atoms Bond lengths (Å)  Atoms Bond lengths (Å)  
Ba1 O1 
Ba1 O1 

2 x Ba1 O1 
2 x Ba1 O2 
2 x Ba1 O2 
2 x Ba1 O2 
2 x Ba1 O2 
2 x Ca2 O1 
4 x Ca2 O2 
2 x W1  O1 
4 x W1  O2 

2.868(17) 
3.058(17) 

2.9723(11) 
3.13(4) 
2.82(5) 
2.76(4) 
3.18(4) 

2.307(5) 
2.34(5) 

1.890(5) 
1.87(5) 

Ba1 O1 
Ba1 O1 

2 x Ba1 O1 
2 x Ba1 O2 
2 x Ba1 O2 
2 x Ba1 O2 
2 x Ba1 O2 
2 x Ca2 O1 
4 x Ca2 O2 
2 x W1  O1 
4 x W1  O2 

2.644(8) 
3.283(8) 

2.9854(10) 
2.774(5) 
2.913(5) 
3.010(5) 
3.155(5) 
2.387(7) 
2.271(4) 
1.838(7) 
1.927(4) 

Atoms 
W1 O1 Ca2 
W1 O2 Ca2 

Bond angles(°) 
173.1(5) 

166.73(4) 

Atoms  
W1 O1 Ca2 
W1 O2 Ca2 

Bond angles(°) 
162.8(3) 
168.9(3) 
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III. FIGURES 

  

 

 

 

Figure S6.1. SEM backscattered micrograph showing the uniform homogeneous microstructure 
of a crystal after being cut perpendicular to growth direction. 
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Figure S6.2. Resulting energy level along with spin orbit coupling from the point charge 
calculations to the oxygen ligand obtained from the PXRD refinement to the Ba2CaWO6-δ 
pulverized single crystals. a) Assuming the structure contains W4+ octahedra as the defect site 
without any oxygen vacancy, b) with one oxygen atom missing in the WO6 octahedra, c) W5+ 
without oxygen vacancy and d) with one oxygen atom missing in the WO6 octahedra at T = 100 
K. 
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Figure S6.3. Transient nutations collected on a) a glassy solution of dpph in PrCN, and b) a 
powdered sample of Ba2CaWO6-δ at T = 80 K. The dpph radical was used to calibrate the power of 
the tipping pulse to assist in determination of the spin state of the paramagnetic sites in the sample.   
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Figure S6.4. Fourier transforms of transient nutations of a) a dpph in a PrCN glass and b) 
powdered Ba2CaWO6-δ. The transient nutations are shown in Figure S6.3. Fourier transforms were 
performed using a Hamming window. The second, power-independent frequency peak observed 
at 14.6 MHz in a) is a result of protons in the solvent coupling to the electron spin – a manifestation 
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of the Hartmann-Hahn effect. The power-dependent peak of the dpph standard, a well-established 
S = ½ system, was used to calibrate the power of the tipping field to determine the spin state of the 
paramagnetic sites in the perovskite system. 

 

Figure S6.5. Selected inversion recovery curves collected on a powdered sample of Ba2CaWO6-δ 
and fit using the equation 
𝐼𝐼(τ) = −𝐴𝐴�𝑒𝑒−�τ/𝑇𝑇1+�τ/𝑞𝑞� − 𝑏𝑏 − 1� where I is the normalized echo intensity, A and b are 
normalization factors (1 and 0 approximately), and q is a factor related to spectral diffusion, which 
is relevant at low temperatures in this system. Fit parameters can be found in Table S6.I. 
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Figure S6.6. Selected Hahn echo decay curves collected on a powdered sample of Ba2CaWO6-δ 

and fit using the equation 𝐼𝐼(τ) = 𝐴𝐴�1 − 𝑏𝑏 ∗ 𝑐𝑐𝐵𝐵𝐵𝐵(ωτ + 𝑐𝑐)𝑒𝑒−τ/𝑇𝑇𝑙𝑙𝑠𝑠𝑐𝑐�𝑒𝑒−(2τ/𝑇𝑇2)𝑞𝑞 + 𝑓𝑓  where A is a 
normalization factor (usually 1), b is the ESEEM modulation amplitude, ω is the modulation 
frequency, c is the modulation phase, Tosc is the ESEEM decay time, q is a stretch factor, and f is a 
term to assist in fitting (usually 0). In these curves, ESEEM arising from the interaction between 
the electronic spin and an I = 1/2 183W nucleus (Larmor frequency = 0.6258 MHz at the 
measurement field) is evident and able to be modeled. Past T = 60 K, a stretched exponential 
function  𝐼𝐼(τ) = 𝐴𝐴𝑒𝑒−(2τ/𝑇𝑇2)𝑞𝑞 + 𝑓𝑓  without the term for ESEEM was used. Use of one equation over 
the other did not influence the value of T2 extracted.  
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Figure S6.7. Rietveld fit (red line) to synchrotron XRPD data (black points) for pulverized single 
crystals of Ba2CaWO6-δ collected at T = 295 K. Grey line shows the difference between observed 
and calculated intensity. Blue ticks mark are the expected positions of reflections for the fitted 
monoclinic (Spacegroup: I2/m) phase. 
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Figure S6.8. Rietveld fit (red line) to synchrotron XRPD data (black points) for pulverized single 
crystals of Ba2CaWO6-δ collected at T = 100 K. Grey line shows the difference between observed 
and calculated intensity. Blue ticks mark are the expected positions of reflections for the fitted 
monoclinic (Spacegroup: I2/m) phase. 
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Figure S6.9. Rietveld fit to synchrotron XRD data (black points) for pulverized single crystals of 
Ba2CaWO6-δ with (red line) and without (blue line) Ba site disorder in the double perovskite 
structure.  
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Figure S10. The echo-detected pulse ESR spectra collected at T = 30 K. 
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