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Abstract 
 

Rheological Modeling and Texture Design for Advanced Lubrication 
 

Pinzhi Liu 

Tribological behaviors of lubricated interfaces are strongly affected by the interactions 

between mating surfaces and the rheological properties of the lubricant between them. This 

research aims to improve lubrication through two approaches: 1) designing surface textures for 

lubrication enhancement and adhesion reduction, and 2) developing lubricants of desired 

rheology.  

Molecular dynamics (MD) simulations enable us to predict the properties of a lubricant 

based on its molecular structures. However, due to the time- and length-scale limitations, direct 

viscosity calculations cannot be achieved for lubricants under a high pressure or for molecules 

with high molecular weights. To overcome such challenges, 1) direct Non-equilibrium molecular 

dynamics (NEMD) simulations and a time-temperature superposition (TTS)-based extrapolation 

from the NEMD at elevated temperatures were used to calculate the high-pressure viscosities of 

a main constituent of a synthetic base stock, 1-Decene trimer, and the pressure-viscosity 

coefficient was acquired; 2) The shear-thinning behavior was correlated with the molecular 

conformation, which is quantified using the radius of gyration, and the critical shear rates for 

1-Decene trimer, squalane, and an olefin-copolymer of medium molecular weight at various 
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pressures and temperatures were predicted using the change in the radius of gyration; 3) 

Viscosities of high molecular weight Polyethylene (PE) and Poly-α-olefin (PAO) fluids, 

representing a linear polymer and a branched polymer, respectively, were predicted using an 

empirical-theoretical structural-viscosity model, where the structural factors are calculated 

through MD only. 

Adhesion reduction may be accomplished by means of surface textures. A high precision 

manufacturing process was developed. Adequately designed surface textures were applied on the 

drill bits, and adhesion reduction and tool life improvements were observed for drilling of the 

metal material, a Titanium alloy. A flat-flat numerical model was developed for understanding 

the effect on the load capacity owing to the surface textures. A wide range of texture geometries 

was studied, and the geometric parameters were optimized based on the boundary conditions. 

Empirical equations were established based on the simulated results. 

The results in this study provide multiple tools for advancing the understanding of 

lubrication performances at the lubricating interfaces and designing of mating surface 

topography and the lubricant between them. The rheological modeling of the lubricant enables us 

to predict the viscosities of lubricants based on their molecular structures and the operating 

conditions, such as temperature, pressure, and shear rates. The predictive capabilities of the 

models enable us to develop and tailor the lubricants to offer optimal performances at the 

specific working conditions. Meanwhile, guidelines for texture design and promising texture 
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patterns were provided. At the given working conditions, either one or both of these solutions 

can be utilized to seek for solutions for improving tribological performances of lubricating 

interfaces. 
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Abbreviations 

EHL   Elastohydrodynamic Lubrication 

HTHS   High-Temperature-High-Shear 

LAMMPS  Large-scale Atomic/Molecular Massively Parallel Simulator 

MD    Molecular Dynamics 

MSD   Mean-Square Displacement 

MSDS   Material Safety Data Sheet 

NEMD   Non-equilibrium Molecular Dynamics 

OCP   Olefin-Copolymer 

PAO   Poly-α-olefin 

PE    Polyethylene 

RMS   Root Mean Square 

TTPS   Time-Temperature-Pressure Superposition 

TTS   Time-Temperature Superposition 

UA    United Atom 

VM    Viscosity Modifier 

VI    Viscosity Index 
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Nomenclature 

Rome Letters 

a    Exponent of the Berry and Fox model 

aB     Ratio of the branch atomic length to the main chain spacer length  

am    Parametric constants for the torsional interactions [Kcal/mol] 

A    Size of the dimple along the flow direction [mm] 

B    Size of the dimple perpendicular to the flow direction [mm] 

BB     Number of branches 

𝐶𝐶1(𝑡𝑡)    Reorientation autocorrelation function 

C20, C40, C76, C90 Each molecule contains 20 carbons, 40 carbons, 76 carbons, 90 carbons 

d    Depth of the dimple [µm] 

dr, ds    Incremental movement in the radial and scanning direction [mm] 

dw     Effective working diameter of the laser beam [µm] 

D    D=d/Href, non-dimensionalized depth 

Ds    Self-diffusion coefficient [Å2/ns] 

𝒆𝒆1(𝑡𝑡), 𝒆𝒆1(0)  Unit vectors representing the longest principal axis of the molecule ellipsoid of 

    inertia at a time interval t and at the initial point 

fB     Branch functionality  
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g    Ratio between the mean square radius of gyration of the branch content to that 

    of a linear chain 

G    Effective shear modulus [MPa] 

GR    Effective shear modulus at the reference state [MPa] 

h     Local thickness of the film [µm] 

Href    Reference film thickness [µm] 

strk      Force constant for the bond-stretching interactions [Kcal/(mol Å2)] 

benk     Force constant for the bond-bending interactions [Kcal/(mol rad2)] 

l, leq    Distance and eqilbrium distance for bond-stretching [Å] 

L    Length and width of the solution domain [mm] 

M     Molecular weight of the molecule [g/mol] 

n     Power-law exponent in the Carreau and Carreau-Yasuda equation 

nRg     Power-law exponent for the Carreau-Yasuda type equation for Rg 

N0    Avogadro’s number  

N1, N2   Number of dimples along the perpendicular and the flow direction 

O    Overlap for laser texturing [%] 

p    Local pressure [bar] 

p0     Ambient pressure [bar] 

pc     Cavitation pressure [bar] 
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Pavg    Average generated pressure [bar] 

P    Pressure [MPa] 

P    P=Pavg/p0, non-dimensionalized generated pressure   

𝑃𝑃mKWW (𝑡𝑡)     Modified Kohlrausch-Williams-Watts (mKWW) function 

r    Distance between the particles [Å] 

𝐑𝐑cm (t)   Location of the molecule's center of mass at time t 

Rg    Radius of gyration [Å] 

2
0s〈 〉     Unperturbed mean square radius of gyration [Å2] 

2
brs〈 〉 ， 2

ls〈 〉  Branched and linear mean square radii of gyration [Å2] 

T    Temperature [K] or [°C] 

TR    Reference temperature [K] 

U    Relative speed between the mating surface [m/s] 

0v      Specific volume [cm3/g] 

( )benV θ    Bond-bending interactions [Kcal]  

LJ ( )V r    Pairwise Lennard-Jones potential [Kcal] 

( )strV l    Bond-stretching interactions [Kcal] 

( )torV φ    The torsional interactions [Kcal] 

x    Cartesian coordinate (sliding direction) [mm] 

X    X=x/L, non-dimensionalized x-coordinate 
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X    Viscosity dimensional factor 

Xc    Critical dimensional factor 

y    Cartesian coordinate (perpendicular to the sliding direction) [mm] 

Y    Y=y/L, non-dimensionalized y-coordinate 

Z      Chain length 

 

Greek Letters 

α    Pressure-viscosity coefficient [1/GPa] 

𝛼𝛼0     Ambient pressure-viscosity coefficient [1/GPa] 

𝛼𝛼∗    Reciprocal asymptotic isoviscous pressure [1/GPa] 

𝛽𝛽     Width of the stretched exponential decay 

 𝛾̇𝛾     Shear rate [s-1] 

𝛾̇𝛾𝑐𝑐𝑐𝑐      Critical shear rate [s-1] 

Γ     Gamma function 

Δd, ΔD   Variation in texture depth [µm] 

Δz, ΔZ   Distance from focal point [mm] 

ijε      Depth of the potential well [Kcal] 

0 ( )Tζ     Monomeric friction coefficient [cp] 

𝜂𝜂    Dynamic viscosity [cp] 
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𝜂𝜂0    Dynamic viscosity at 0.1 MPa [cp] 

𝜂𝜂1    Dynamic viscosity at zero shear rate (1st Newtonian) [cp] 

𝜂𝜂R     Dynamic viscosity at the reference state [cp] 

θ, θeq    Angle and equilibrium angle for bond-bending [°] 

λ             Critical dimple size  

ν      Kinematic viscosity [cSt] 

𝜌𝜌    Density of the lubricant [g/cm3] 

𝜌𝜌𝑐𝑐     Averaged density in the cavitation region [g/cm3] 

𝜌𝜌R     Density of the lubricant at the reference state [g/cm3] 

ijσ           Lennard-Jones size [Å] 

𝜏𝜏     Rotational relaxation time [ns]  

𝜏𝜏0 , 𝜏𝜏kWW    Two characteristic times of the mKWW function [ns] 

2ϕ      Volume fraction 

ϕ    Torsional angle [°] 

𝜒𝜒     Weight factor for the modified Kohlrausch-Williams-Watts (mKWW) function  
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Chapter 1 Introduction 

 

1.1  Research Background  

Friction and wear of components have a significant impact on the environment and 

economy in terms of the fuel consumption and replacement costs. As mentioned in the 1966 Jost 

report [1], economic losses that could be ascribed to wear and friction were equivalent to 

approximately 4% of the United Kingdom's gross national. In passenger cars, one-third of the 

fuel energy is used for overcoming friction in the engine, transmission, tires, and brakes [2]. In 

recent decades, the reduction of friction due to rubbing and wear of contacting surfaces has 

become increasingly important as industries strive to improve the energy efficiency in the 

manufacturing processes and machine operations.  

Figure 1.1 shows a typical Stribeck curve which was first proposed by Richard Stribeck 

in 1901 and 1902 [3,4]. The Stribeck curve has been widely used as a guideline for categorizing 

lubrication regimes for the experimental and numerical study of lubricated contacts [5-7]. 

Lubrication regimes can be divided into boundary lubrication (BL), mixed lubrication (ML), 

elastohydrodynamic lubrication (EHL) and hydrodynamic lubrication (HL), based on the 

lubrication parameter : ηV/P, where η is the fluid viscosity, V is the relative speed of the surface, 
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and P is the load. In the boundary lubrication and mixed lubrication regimes, the interactions 

between the contacting asperities contribute significantly to the frictional forces and wear at the 

interfaces. In the hydrodynamic and elastohydrodynamic lubrication regimes, the fluid 

completely separates the mating surfaces; therefore, the rheological properties of the lubricant 

play a significant role in determining the friction coefficient. Additionally, in the hydrodynamic 

lubrication regime, the friction coefficient gradually increases owing to the viscous drag of the 

fluid, leading to additional energy loss. 

 
Figure 1.1 Schematic of the Stribeck curve. Based on the lubrication parameter: ηV/P, lubrication 

regimes can be divided into boundary lubrication (BL), mixed lubrication (ML), 
elastohydrodynamic lubrication (EHL) and hydrodynamic lubrication (HL) regimes. 

 

1.2  Research Methodology  

The goal of our research is to improve the tribological behaviors of lubricated interfaces 

which are considerably affected by the properties of the mating surfaces and the rheological 
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properties of the lubricant between them. Therefore, attempts to reduce the friction and wear of a 

complex system would require methods for tackling one or both of these categories, either by 

improving on the mating surfaces or by advancing the lubricant. In this work, both the categories 

are researched through two different approaches, as given below: 

1. Modeling of the rheological properties of hydrocarbon lubricants based on their 

molecular structures, for the characterization and development of the lubricants, in the 

elastohydrodynamic lubrication and hydrodynamic lubrication regimes. 

As the performance of EHL and HL significantly depends on the rheological properties of 

the lubricant, the rheological modeling of the lubricant is performed by combining the available 

empirical-theoretical models with molecular dynamics simulations. The rheological properties of 

the lubricant are determined by the selection of the base oil and the viscosity modifiers (VMs). 

The base oil is usually composed of low molecular weight structures, whereas the VM consists 

of high molecular weight polymer chains. Molecular dynamics simulations enable us to predict 

the rheological behaviors of lubricants based on their molecular structures. Simulation methods 

were developed for the calculations of the pressure-viscosity coefficient and the critical shear 

rate, which are crucial parameters for determining the film generation, at different loads and 

speeds. Combined with the existing empirical-theoretical models, the viscosities of high 

molecular weight polymer chains are predicted based on the calculations of the related structural 

parameters. The development of a modeling tool for predicting the rheological performance of 
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the lubricant based on molecular structure, pressure, temperature, and operating shear rate is 

attempted. 

2. Investigation of the effect of the surface texture, for tribological performance 

improvements on the interacting surfaces, in the boundary and mixed lubrication regimes.  

In the boundary lubrication regime, experiments were performed for demonstrating the 

surface texture effect of adhesion reduction by drilling of the metal material. A high precision 

manufacturing process was developed. Adequately designed surface textures were applied on the 

drill bits for adhesion reduction and tool life improvements. Drilling tests were performed and 

compared with the non-textured samples. For investigation of the surface texturing effect on film 

generation, a flat-flat model is developed for understanding the increase in the load capacity 

owing to the surface textures. Increased separation will lead to the reduction of friction 

coefficient as the magnitude of asperity contact is reduced. A wide range of texture geometry was 

studied, and the geometric parameters were optimized depending on the boundary conditions. 

Empirical equations were established based on the simulated results and can be used as 

guidelines for surface texture design of various applications. 
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Figure 1.2 Proposed approaches for improving the tribological behaviors of lubricating interfaces 
in different lubrication regimes. 
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Chapter 2 Pressure-Viscosity Coefficient Calculations for 

Hydrocarbon Base Oil 

 

The pressure-viscosity coefficient (the α value), which represents the variation in the 

viscosity as a function of pressure, is an important parameter for elastohydrodynamic lubrication 

(EHL) analyses. The properties of hydrocarbons in the C20-C40 mass ranges are of fundamental 

importance because they are the basic constituents of synthetic- and mineral-based lubricant 

stocks. The conventional acquisition of the α value requires the preparation of lubricant samples 

and experimental testing using a high-pressure viscometer. In this chapter, we present a method 

to obtain the α value of a typical base oil (1-Decene trimer) based solely on molecular dynamics 

(MD) simulations. Non-equilibrium molecular dynamics (NEMD) simulations were performed 

for calculating the shear viscosity of the lubricant at various temperatures (ranging from 313-750 

K) and pressures (up to 1 GPa). Elevated temperatures and time-temperature superposition 

(TTS)-based extrapolations were applied to further extend the ability of the NEMD simulations, 

and the rotational relaxation time was calculated and utilized for determining the validity of the 

NEMD calculations. The α value at 100 °C was calculated and compared with the experimental 

results. The effectiveness of the extrapolation was evaluated with a 95% confidence interval. 
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2.1  Introduction   

The rheological properties of a lubricant are determined by the molecular structures of its 

base oil and additives. The properties of alkanes in the C20-C40 mass range are of fundamental 

importance because they are the key constituents of the base stocks of synthetic and mineral 

lubricants. In elastohydrodynamic lubrication (EHL), the pressure-viscosity coefficient, the α 

value, which has been used to characterize the pressure dependence of the shear viscosity, is 

critical for evaluating the lubricant film thickness at the contact interface under a high pressure in 

the mega- and giga-pascal ranges, where the viscosity properties change significantly from those 

at the ambient conditions. Therefore, an accurate evaluation of the shear viscosity at such a high 

pressure is of great importance. 

The most commonly used definition of the α value comes from the exponential 

viscosity-pressure relationship [8] shown below: 

𝜂𝜂(𝑇𝑇,𝑃𝑃) = 𝜂𝜂(𝑇𝑇, 0)𝑒𝑒𝛼𝛼(𝑇𝑇)𝑃𝑃                                            (2.1)                                                                                                  

where ( , )T Pη  is the viscosity at the pressure P and temperatures T. ( ,0)Tη  represents the 

viscosity value at the atmospheric pressure and temperature T. In practice, the ambient 

pressure-viscosity coefficient, 

𝛼𝛼0 = 1
𝜂𝜂
�𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�
𝑃𝑃=0

                                          (2.1a)                                                                                                  

and the reciprocal asymptotic isoviscous pressure,  

𝛼𝛼∗ = �∫ 𝜂𝜂0 𝑑𝑑𝑑𝑑
𝜂𝜂(𝑃𝑃)

∞
0 �

−1
 ,                                        (2.1b)                                                                                                  
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which is a generalized pressure-viscosity coefficient, are often obtained by a piecewise 

integration of the test data points [9]. 

The Walther equation has been widely used to characterize the viscosity relationship with 

the temperature [10,11], and is the basis for the ASTM viscosity-temperature charts, shown 

below: 

log log(𝜈𝜈 + 𝑐𝑐W ) = 𝑎𝑎W − 𝑏𝑏W log𝑇𝑇 ,                               ( 2 . 2 )                                                                                                                                                                                 

where ν  is the kinematic viscosity and T  the temperature in Kelvin, aW and bW are 

lubricant-specific parameters, and cW is a constant, which is approximately 0.7.  

The Vogel-Fulcher-Tammann-Hesse (VFTH) equation [12-14],  

loge(𝜂𝜂) = 𝐴𝐴VFTH + 𝐵𝐵VFTH
𝑇𝑇−𝑇𝑇0

                                     ( 2 .3 )                                                                                                                                                                                                                                                                               

where η is the dynamic viscosity, and AVFTH, BVFTH and T0 are lubricant-specific parameters, was 

also used over a wide viscosity range for several liquids, and is considered more accurate [15]. 

However, its non-linear nature and the three fluid specific coefficients render it more difficult for 

generalization [10]. 

Currently, most α-value evaluations are being performed by means of experiments. 

Viscometers and rheogoniometers are often used for viscosity measurements at atmospheric 

conditions. The development of new viscometers has enabled valuable high-pressure viscosity 

measurements at 1 GPa or higher [16-18]. EHL film measurements combined with the 

Hamrock-Dowson equation [19,20] have been utilized for determining the pressure-viscosity 
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coefficient. α value acquisitions have also been performed using empirical correlations with the 

relevant material properties [21,22]. 

However, preparations and measurements of the lubricant samples can be expensive and 

difficult, particularly, for viscosity measurements at high pressures and high shear rates. 

Moreover, lubricant samples, even the "pure" base oils, are often mixtures of several constituents 

with different molecular chains, for which the measured results are generally the resultant 

responses from all the major constituents. The effect and influence of each component on the 

lubricant properties can hardly be decoupled and determined by test only.  

The implementation of molecular dynamics (MD) simulations for the viscosity evaluation 

of alkanes has gained momentum since the 1990s, benefited by the increase in the computational 

power and development of various advanced numerical models [23-27]. Equilibrium molecular 

dynamics (EMD) and Non-equilibrium molecular dynamics (NEMD) [28] simulations are 

widely used for this purpose. NEMD simulations of the steady shear flow, in particular, can be 

directly used for shear viscosity calculations. 

The rheological properties of a wide range of alkanes have been studied through 

molecular dynamic simulations, with the strain-rate dependent viscosities a major focus of the 

studies. Morriss et al. [29] examined the rheology of n-decane and n-eicosane. Cui et al. [30,31] 

demonstrated the NEMD results for n-decane, n-hexadecane, n-tetracosane, 

10-n-hexylnonadecane, and squalane. Khare et al. [32] studied n-docosane, n-octacosane, and 
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5,12-dipropylhexadecane. In these studies, a Newtonian plateau was observed at low shear rates; 

at high shear rates, the alkanes demonstrate shear thinning behavior over several magnitudes of 

the strain rate. The influences of the branches of the isomers on the viscosity values have also 

been of interest. Kioupis and Maginn [33] compared the rheological properties of the three 

isomers of C18. Moore et al. [34] examined the rheological behavior of the isomers of C30 and 

reached the C20-C40 range for base oils. Both studies showed that widely spaced long branches 

would have better temperature performances than those with closely packed short branches. 

Jabbarzadeh et al. [35] studied the rheological properties of a number of molecular 

configurations of C100. Though the calculations were only in the non-Newtonian domain owing 

to the limitation of the NEMD simulations, they further demonstrated that the effective length of 

the molecule and its degree of branching ultimately dictate the shear response. Attempts to use 

MD simulations for acquiring the temperature-viscosity and pressure-viscosity coefficients have 

also been reported. Predictions of the viscosity index (VI) or the viscosity number (VN) of 

squalane [36], n-octadecane [33], and 9-octyldocosane [34] have all been reported. 

Pressure-viscosity coefficients have been calculated through EMD [37] and NEMD [38,39], with 

the latter approach being more successful than the former. Results from pressure- and 

temperature-dependent viscosity studies have shown that while the applied MD models 

underpredict the actual Newtonian viscosity, they can determine the temperature or pressure 

dependence of the viscosity with a reasonable accuracy. 
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Viscosity evaluation with MD simulations faces several major challenges. First of all, the 

inaccuracy in the Newtonian regime because the force field were not specifically acquired for 

such transport properties. Furthermore, due to low signal-to-noise ratio, in NEMD simulations, 

the minimum achievable shear rate is usually around 108 s-1 at ambient temperature and pressure 

[30], which is higher than what appears in most current engineering applications. More 

importantly, a lubricant may experience temporary shear thinning at sufficiently high shear rates, 

in which the shear stress induces molecular alignment and lowers the effective viscosity [40]. 

Figure 2.1 shows the change in the shear viscosity with an increasing shear rate for a typical 

lubricant. In the low shear rate region, the shear stress in the fluid increases linearly with the 

shear rate, depicted as the 1st Newtonian plateau. The transition from the Newtonian to a 

non-Newtonian regime takes place at the critical shear rate, 𝛾̇𝛾𝑐𝑐𝑐𝑐 , corresponding to the onset of the 

shear thinning behavior. As the shear rate increases further, the effective viscosity decreases until 

the 2nd Newtonian plateau is reached. In order to capture the 1st Newtonian plateau, the shear rate 

applied in the NEMD simulations must be lower than the critical shear rate. For alkane fluids, 

studies have shown that the critical shear rate is approximately the reciprocal of the rotational 

relaxation time [31]. For molecules of a larger carbon number or for lubricants at low 

temperatures and/or high pressure, the systems demonstrate “slow” dynamics or long relaxation 

times [41], rendering it even more difficult to calculate the 1st Newtonian plateau at high 

pressures. 
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Figure 2.1 Typical change in the shear viscosity with an increasing shear rate. 

 

Considerable efforts have been made to overcome this difficulty. Gordon attempted to 

predict the viscosity of heavier molecules based on the Stokes-Einstein relationship [42]. Pan and 

McCabe [43] applied the Transient Time Correlation Function (TTCF) formalism [44,45] to 

calculate the viscosity of n-decane. Their results demonstrated that the TTCF method agreed well 

with the NEMD simulations for viscosity calculations, and the shear rate could attain a value as 

low as 104 s-1. Bair et al. [46] applied the concept of time-temperature superposition successfully 

and compared the NEMD simulation results with experimental viscosity data for squalane. A 

mastercurve for the shear-rate dependent viscosity was acquired based on the experimental and 

MD results since it was difficult to calculate low-shear viscosities at the ambient temperature and 

high pressure directly from the MD simulations. 

 1-Decene trimer is a major component of poly-α-olefin (PAO) 4cSt, or PAO 4, an 

important fluid in the current synthetic base oil market. Its molecular structure, shown in Figure 
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2.2, may also be considered as a representative structure for all the branched alkanes in the 

C20-C40 range. Understanding the lubrication properties of the 1-Decene trimer requires the 

knowledge of its pressure-viscosity coefficient. The research reported in this chapter is aimed at 

acquiring the α value of the 1-Decene trimer based solely on the MD simulations. The concept of 

time-temperature superposition (TTS) is used to further extend the pressure range in which the 

viscosity can be evaluated. 

 
Figure 2.2 Molecular structure of the 1-Decene trimer. 

 

2.2  Model Description  

The acquisition of the pressure-viscosity coefficient for the 1-Decene trimer requires the 

shear viscosity values for a range of pressures and the assurance that the 1st Newtonian plateau 

can be successfully captured through NEMD simulations, i.e., the applied NEMD shear rate 

should be lower than the critical shear rate. To ensure this, the applicable NEMD shear rate is 

compared to the reciprocal of the rotational relaxation time. The rotational relaxation time, 𝜏𝜏, is 
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calculated through the integration of the reorientation autocorrelation function [47] as shown 

below: 

𝜏𝜏 = ∫ 𝐶𝐶1(𝑡𝑡)𝑑𝑑𝑑𝑑∞
0 = ∫ 〈(𝒆𝒆1(𝑡𝑡) ∙ 𝒆𝒆1(0))〉 𝑑𝑑𝑑𝑑∞

0 ,                              (2.4)                                                                         

where 𝐶𝐶1(𝑡𝑡) is the reorientation autocorrelation function. For branched hydrocarbons, 𝒆𝒆1(𝑡𝑡) 

and 𝒆𝒆1(0) are the unit vectors representing the longest principal axis of the molecule ellipsoid 

of inertia at a time interval t and at the initial point, respectively. The principle axes were 

determined from the eigenvectors of the symmetric inertia tensors of the molecule as an 

eigenvalue problem. 

The modified Kohlrausch-Williams-Watts (mKWW) function [48], shown below, was 

applied for the regression of the reorientation autocorrelation function owing to the low signal to 

noise ratio of the autocorrelation function at large time intervals. 

𝑃𝑃mKWW (𝑡𝑡) = 𝜒𝜒𝜒𝜒−
𝑡𝑡
𝜏𝜏0 + (1 − 𝜒𝜒)𝑒𝑒−�

𝑡𝑡
𝜏𝜏KWW

�
𝛽𝛽

,                               (2.5)                                                                         

where 𝜏𝜏0 and 𝜏𝜏kWW  are the two characteristic times of the mKWW function. The first term, 

𝑒𝑒−
𝑡𝑡
𝜏𝜏0 , characterizes the initial exponential decay of the molecule orientation correlations, and 

𝑒𝑒−�
𝑡𝑡

𝜏𝜏KWW
�
𝛽𝛽

 describes the stretched exponential decay contributions, 𝜒𝜒 and (1 − 𝜒𝜒) are used to 

weigh the two contributions, and 𝛽𝛽 illustrates the width of the stretched exponential decay. 

The rotational relaxation time is then calculated by the integration of the mKWW 

function: 

𝜏𝜏 = ∫ 𝑃𝑃mKWW (𝑡𝑡)𝑑𝑑𝑑𝑑 = 𝜒𝜒∞
0 𝜏𝜏0 + (1 − 𝜒𝜒)𝜏𝜏KWW

1
𝛽𝛽

Γ �1
𝛽𝛽
� ≈ ∫ 𝐶𝐶1(𝑡𝑡)𝑑𝑑𝑑𝑑∞

0 .           (2 .6 ) 
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Here Γ is the gamma function. 

Therefore, at low pressures, NEMD simulations should be performed at the targeted 

temperature of interest because they can directly capture the 1st Newtonian plateau and obtain the 

low-shear viscosity values. To acquire high-pressure viscosity data at the temperatures of 

practical interest, where direct NEMD simulations can hardly capture the 1st Newtonian plateau, 

the NEMD simulations will be first performed to calculate the viscosities at elevated 

temperatures and then the viscosities are extrapolated to the temperature of interest using the 

temperature-viscosity relationship (Equation 2.2). At an elevated temperature, the relaxation time 

is shorter; therefore, the critical shear rate should be higher [39], allowing the capture of the 1st 

Newtonian plateau. The magnitude of the required temperature increase is determined based on 

the calculation of the reciprocal of the rotational relaxation time corresponding to the critical 

shear rate. The flow chart for the numerical approach is given in Figure 2.3. To evaluate the 

effectiveness of the viscosity extrapolation using the high temperature data, viscosities at the 

temperature of interest were calculated with 95% confidence intervals using the NLPARCI 

function in MATLAB based on the elevated temperature results. The computational results were 

then compared with the experimental results by Bair [49]. 
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Figure 2.3 Flow chart for calculation of the α value of alkanes. 

 

2.3  Molecular Dynamics Simulation Details for 1-Decene Trimer 

The united atom (UA) method was used for generating the 1-Decene trimer. CH3, CH2 

and CH were each considered as pseudoatoms within the hydrocarbon chain with the interaction 

center at the nucleus of each carbon atom. The temperature of interest in the current study is 

100 °C.  

The force field used to describe the alkane molecules is similar to the one used by 

McCabe et al. [39]. This force field was proposed by Siepmann et al. [50], and later extended to 

branched alkanes by Mondello and Grest [23]. Although it underestimated the absolute viscosity 

values in general, the calculated α value of 9-octylheptadecanewas in an excellent agreement 
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with the experimental measurements. Moreover, the fixed bond length was replaced by a stiff 

harmonic potential to generate a fully flexible bond [51]. 

Nonbonded interactions are described using a pairwise Lennard Jones (LJ) potential [52], 

12 6

LJ ( ) 4 ij ij
ijV r

r r
σ σ

ε
    

= −    
     

                                    (2.7)                                                        

where ijε  is the depth of the potential well, r  the distance between the particles, and ijσ  the 

LJ size. The LJ parameters for interaction between like pseudoatoms are listed in Table 2.1. LJ 

parameters for unlike interactions are computed using the standard Lorentz-Berthelot combining 

rules, shown below. 

2
ii jj

ij

ij ii jj

σ σ
σ

ε ε ε

+
=

=
                                                  (2.8)                   

The cutoff distance was set at 11.5 Å.  

 

Table 2.1 Parameters for the Lennard-Jones Potential 

Group ε (Kcal/mol) σ ( Å) 

CH3 0.227 3.93 

CH2 0.093 3.93 

CH 0.08 3.81 

Bond-stretching and bond-bending interactions are described by harmonic potentials, as 

shown below: 
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( )21( )
2str str eqV l k l l= −

                                      ( 2 . 9 ) 

( )21( )
2ben ben eqV kθ θ θ= −

                                              (2.10) 

where strk  and benk  are the force constants, and eql  and eqθ  are the equilibrium distance and 

angle, respectively.  

The torsional interaction is described by the model proposed by Jorgensen et al. [53] 

( )
3

0
( ) cos m

tor m
m

V aφ φ
=

= ∑ ,                                               (2.11) 

where ma  are the parametric constants. Parameters for intramolecular interactions can be found 

in Table 2.2. 

 

Table 2.2 Parameters for the intramolecular interactions 

 Value  Unit 

strk  901.24 Kcal/(mol Å2) 

eql  1.54 Å 

benk  124.28 Kcal/(mol rad2) 

eqθ  114 Degree 

0a

 

2.007 Kcal/mol 

1a  4.012 Kcal/mol 

2a  0.271 Kcal/mol 

3a  -6.290 Kcal/mol 
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0a (X-CH2-CH-Y) 0.814 Kcal/mol 

1a  1.792 Kcal/mol 

2a  0.389 Kcal/mol 

3a  -3.673 Kcal/mol 

 

Eighty (80) molecules were generated in the system. The system was first created and 

relaxed in the Materials Studios software to acquire the initial distribution of the pseudoatoms. 

The Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) software [54,55] 

was used for the MD simulations, and a timestep of 1 fs was applied in the simulations. A further 

equilibrium for 10 ns at the assigned temperature and pressure in the MD simulations was 

performed to acquire the equilibrium configuration. This equilibrium configuration provides the 

initial state for the NEMD simulations. Then, the alkanes were allowed to undergo a planar 

Couette flow using the SLLOD equations of motion [28], which are usually written in the form 

of two first-order differential equations: 

𝐫̇𝐫i = 𝐩𝐩i
mi

+ 𝐫𝐫i ∙ ∇𝐮𝐮, 𝐩̇𝐩i = 𝐅𝐅i
Φ + 𝐩𝐩i ∙ ∇𝐮𝐮 ,                                  (2.12) 

where mi, 𝐫𝐫i, and 𝐩𝐩i represent the mass, position, and thermal momentum, respectively, of 

particle i, 𝐅𝐅i
Φ  represents the total force due to intermolecular potentials of all particles on 

particle i, and ∇𝐮𝐮 represents the velocity gradient tensor. The Lees-Edwards periodic boundary 

conditions [56], which are an adaptation of the standard periodic boundary conditions for MD 
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simulations of a shear flow, were applied. A Nosé/Hoover thermostat was coupled to achieve the 

energy conservation of the system, as proposed by Tuckerman et al. [57]. The measured resulting 

shear stress divided by the imposed strain is the value of the shear viscosity.  

2.4  Simulation Results 

2.4.1 Validations of the Kinematic Viscosity and Density 

The kinematic viscosities of the 1-Decene trimer at various temperatures under the 

pressure of 0.1 MPa are shown in Figure 2.4. Based on extrapolation using the temperature 

-viscosity relationship, the kinematic viscosities for 1-Decene trimer at T=40 °C and 100 °C are 

6.7 cSt and 1.53 cSt, respectively, after curvefitting the calculated data. The corresponding 

experimental data at 40 °C and 100 °C are 16.25 cSt and 3.74 cSt, respectively. An 

underprediction by a factor of 2.43-2.44 in absolute value was found; however, the prediction of 

the slope itself is accurate. Calculated densities with respect to temperature at 0.1 MPa are 

plotted in Figure 2.5. Densities of 0.8 g/cm3 and 0.76 g/cm3 were used based on the MD 

calculations of the 1-Decene trimer at 0.1 MPa and temperatures of 40 °C and 100 °C, 

respectively. Although PAO 4 also contains a certain amount of 1-Decene dimer and tetramer, a 

simple comparison between the calculated density and a commercially available MSDS data 

sheet for PAO4cSt [58] can be made. The density at 15.6 °C was reported to be 0.82 g/cm3, 

comparable with the 0.819 g/cm3 predicted from the current MD simulations. The boiling point 
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was reported to be 687 K in the MSDS, well within the range of 673-698 K from the current MD 

simulations, where a significant change in the density was observed. 

 
Figure 2.4 Kinematic viscosity of 1-Decene trimer vs. the temperature at 0.1 MPa pressure. The 
dynamic viscosity is fitted to Equation 2.2, and then converted into kinematic viscosity using the 

calculated density. 

 
Figure 2.5 Calculated density of 1-Decene trimer vs. temperature at 0.1 MPa pressure. A clear 
transition can be observed around 680 K, suggesting a change from liquid state to gas state. 
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2.4.2 Evaluations of the Relaxation Time 

The relaxation times were calculated for various pressures at 100 °C to determine a 

suitable pressure at which the transition from the direct NEMD to an NEMD committed at 

elevated temperatures can occur. Figure 2.6 illustrates the mKWW function (Equation 2.5) fit for 

the calculated autocorrelation function at 400 MPa. Base on the fitted parameters, the relaxation 

time was determined to be 5.2 ns using Equation 2.6. As aforementioned, the signal-to-noise 

ratio of the autocorrelation function deteriorates for large time intervals, and the parameters were 

adjusted to best fit the initial portion of the curve. A suitable transition point for the direct NEMD 

and the NEMD approaches at elevated temperatures was determined to be 400 MPa, where the 

critical shear rate is estimated at approximately 2 × 108 s-1, which is higher than the minimum 

applicable NEMD shear limit of 108 s-1 for ensuring the capture of the 1st Newtonian plateau.  

 
Figure 2.6 mKWW fit of the reorientation autocorrelation function of the longest principal axis 

of the molecule ellipsoid of inertia at 400 MPa, 100 °C, fitted to Equation 2.5, to acquire the 
relaxation time. 
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2.4.3 Viscosity Calculations at Low and High Pressures 

Figure 2.7 demonstrates the viscosity results with respect to the total calculation time at 

various pressures at T=100 °C. A shear rate of 2 × 108 s-1 was applied to the simulations at 

pressures of 0.1 MPa, 100 MPa and 250 MPa; a shear rate of 108 s-1 was selected for the 

simulations at the pressure of 400 MPa. As the computation time increases, the viscosity 

gradually reaches a constant value, although data oscillations were still observed. For the cases 

with a larger rotational relaxation time (or a higher pressure), convergence is more difficult to 

achieve. Based on the observed oscillation of the viscosity data, the total calculation time to 

reach an equilibrium is recommended as 5-20 times the rotational relaxation time, which in turn 

would result in 50-200 ns if the critical shear rate is at the NEMD limit of 108 s-1. The total 

NEMD simulation time of 100 ns for each data point is therefore believed to be a suitable time 

period, and is used for further calculations. However, non-convergent solutions were still 

observed for certain cases, which may be owing to some improper molecular conformations at 

the starting point of the NEMD simulations. 
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Figure 2.7 Calculated viscosities vs. the total calculation time at various pressures. The viscosity 

values stabilize within 100 ns. 

 

The shear viscosities at 600 MPa and 175 °C at various shear rates were calculated and 

plotted in Figure 2.8. The critical shear rate was found to be 3.07 × 108s-1 from the calculations 

of the reciprocal of the rotational relaxation time, as marked by the arrow, which agreed well 

with the calculated NEMD results for depicting the onset of the shear thinning behavior. At high 

strain rates, a shear thinning behavior was captured. At different shear rates lower than the 

critical shear rate, the viscosities were consistent, indicating that the current approach had indeed 

captured the 1st Newtonian plateau of the lubricant. Therefore, it is valid to consider the 

calculated viscosities at the shear rates below the critical shear rate as the low-shear viscosity at 

the targeted temperature and pressure. 
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Figure 2.8 Calculated viscosities at different shear rates at 600 MPa, 175 °C. The arrow indicates 
the estimated critical shear rate calculated from the reciprocal of the rotational relaxation time. 

 

Figures 2.9-2.11 demonstrate the extrapolation of the viscosities to lower temperature 

segments for high pressures of 600 MPa, 800 MPa, and 1 GPa, respectively. The constant cW in 

Equation 2.2 is set to 0.7 in the current analyses. For higher pressures, a larger increase in 

temperature is required to capture the 1st Newtonian plateau with the NEMD simulations. 

Meanwhile, at higher temperatures, the applicable NEMD shear rate limit increases further as the 

signal-to-noise ratio further deteriorates. This in turn requires a significant temperature increase 

for the case of 1 GPa pressure, compared with those for the 600 MPa or 800 MPa cases. 

Different initial configurations were used for each individual simulation. Different shear rates 

that were less than the critical shear rate were used for each case to further validate the capture of 

the 1st Newtonian plateau. The values were first given in a semi-log plot and then rescaled to the 
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double-log plot. For all three cases, the absolute viscosities were lower than the experimental 

data as expected; however, they demonstrated a good trend even for a temperature as low as 

40°C. 95% confidence limits were calculated based on the available data points to ensure the 

effectiveness of extrapolations. The author also examined extrapolations using the VFTH 

equation (Equation 2.3). However, owing to the non-linear nature of this equation, the 95% 

confidence limit would suggest a value range of two or three magnitudes, diminishing the 

significance of the extrapolation. 

 
Figure 2.9 Viscosities calculated and extrapolated for 600 MPa. 
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Figure 2.10 Viscosities calculated and extrapolated for 800 MPa. 

 

 
Figure 2.11 Viscosities calculated and extrapolated for 1 GPa. 
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2.4.4 Comparisons of the α Value with the Experimental Data 

The experimental results [49] and MD simulation results of the pressure-viscosity 

relationship are plotted together in Figure 2.12. The error bars for the first seven data points 

(from the direct NEMD) were smaller than the marker size. The error bar values for the last three 

data points (from the extrapolations of the NEMD calculations at elevated temperatures) were 

obtained from the upper and lower limits of the 95% confidence intervals. As expected, the 

standard deviation of the viscosity increased with pressure owing to the extrapolations from 

higher temperatures. The variation in the viscosity extrapolated from the 1 GPa pressure is 

significantly larger than that from the 600 MPa and 800 MPa cases, indicating that calculations 

for even higher pressures are not recommended with the current modeling system. While the 

absolute value in terms of the viscosity variation at each temperature was found to be 

approximately the same, this would imply a larger variation, in percentage, for higher 

temperature cases since viscosity decreases with increasing temperature. For higher pressure 

cases, more data points are required to obtain a trustworthy confidence level. Comparisons 

between the calculated 𝛼𝛼0 and 𝛼𝛼∗ with the experimental data [49] are shown in Table 2.3. It 

should be mentioned that the impurities in the samples used in the experiments may also 

contribute to the difference. Nevertheless, the α values demonstrate a good agreement between 

the measurements and the NEMD simulations. Densities of the 1-Decene trimer under 600 MPa, 

800 MPa and 1 GPa and at 100 °C calculated from the MD simulations are 0.965, 0.996, and 
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1.021 g/cm3, respectively. Figure 2.13 shows the viscosity comparison after normalizing the 

viscosity values by that at 0.1 MPa (η0), so that the two curves would share the same initial value 

at 0.1 MPa. The normalized viscosity comparison reveals that the MD simulations can capture 

the viscosity change with the pressure accurately, although the MD model tends to underpredict 

the absolute viscosity value. The error gradually increases with temperature, contributing to a 

slight underestimation of 𝛼𝛼∗. Such a discrepancy may also be owing to the inaccuracy of the 

Walther equation in such high temperature and pressure ranges because its extrapolations at high 

and low temperatures have both shown noticeable errors [59]. A more accurate empirical 

temperature-viscosity relationship for a wide temperature range should be more beneficial. 

 

Table 2.3 Comparisons of 𝛼𝛼0 and 𝛼𝛼∗ between the experimental data [49] and the calculated MD 
data 

 Experiment

  

MD Relative Error 

𝛼𝛼0 16.3 16.5 1.2% 

𝛼𝛼∗ 10.9 

 

10.1 7.3% 
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Figure 2.12 Semi-log plot of the viscosity vs. pressure for the 1-Decene trimer. The trend shows a 

systematic difference between the two curves but their slopes are similar. 

 

Figure 2.13 Relative viscosity after normalization with the viscosity value at 0.1 MPa. 
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2.5 Chapter Summary  

The viscosity calculations for a branched alkane, 1-Decene trimer, under various 

pressures and temperatures were achieved through direct NEMD, together with a 

time-temperature superposition (TTS)-based extrapolations using the simulated results from the 

NEMD at elevated temperatures, based on the analyses of the rotational relaxation time to 

determine the successful capture of the 1st Newtonian.. The data were used to obtain the 

pressure-viscosity coefficients, 𝛼𝛼0 and 𝛼𝛼∗, for this typical base oil. The calculated α values well 

agree with the experimentally measured data, although the absolute values of the shear viscosity 

were underestimated by the calculations in general. Well agreed experimental and calculated 

pressure-viscosity relationships indicate that the proposed model is a promising method for the 

evaluation of such relationships of base oils in the C20-C40 range. The acquisition of a more 

accurate and convenient temperature-viscosity model for extrapolation would further improve 

the accuracy of the 𝛼𝛼∗ prediction.  
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Chapter 3 Predicting the Critical Shear Rates of Hydrocarbon 

Lubricants 

 

The temporary apparent viscosity loss, or the temporary shear thinning, of a lubricant 

significantly affects lubrication film generation at sufficiently high shear rates. The critical shear 

rate, defined as the onset of the shear thinning, is an important parameter for lubrication system 

design. The calculation of the viscosity through molecular dynamic (MD) simulations, while 

having the advantage of attaining an ultra-high shear rate (above 108 s-1), often fails to capture 

the entire shear thinning curve owing to low signal-to-noise ratios at comparatively lower shear 

rates (104–106 s-1) that are often the shear rates of interest. In this chapter, we propose an 

approach that correlates the temporary shear thinning phenomenon with the change in the 

molecular conformation of the lubricant molecules by the characterization of the molecular 

radius of gyration. This may be valid because the major mechanism of shear thinning is the 

molecular alignment with the flow field. Squalane (C30H62), 1-Decene trimer (C30H62), and low 

molecular weight olefin-copolymer (OCP, C90H182) were used to demonstrate that the critical 

shear rate can be obtained by the proposed method. Time-temperature-pressure superposition 

(TTPS) was also demonstrated and this approach can be used to further extend the ranges of the 

temperature and pressure in which we can evaluate the shear thinning behaviors to more 

conditions of interest. 
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3.1  Introduction  

The rheological properties of the lubricants are determined by the molecular structures of 

the base oil and the additives, and they in turn affect fluid film generation at the lubricating 

interfaces. The developments of the viscosity modifiers (VMs) have enabled modern lubricants 

to have considerably improved temperature-viscosity relationships. The common VMs used in 

the industry are often from large molecular weight polymers [60]. Owing to the size of the 

molecules, lubricants with VMs begin to demonstrate a temporary shear thinning behavior [61], 

when the apparent viscosity decreases as the shear rate increases at the lubricated interfaces. This 

phenomenon can affect the lubricant film thickness. Figure 3.1 shows a typical shear thinning 

curve, where the critical shear rate is defined as the onset of the temporary shear thinning. 

Currently, in order to adequately characterize the shear thinning curve, experimental methods are 

often used. High-temperature-high-shear (HTHS) measurements are usually performed for shear 

rates in the range of 106-107 s-1 at 100-150 ˚C, while high pressure viscometers may provide 

valuable shear-thinning curves at high pressure scenarios [17]. However, for viscometer 

measurements, the control of the generated heat, when the lubricant experiences severe shearing, 

is a significant challenge because shear heating alters the film thickness [62], which in turn alters 

the measured viscosity value. The other common experimental method uses elastohydrodynamic 

(EHD) film thickness measurements and then back-calculates the shear thinning curve using a 
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certain type of the EHL model. However, owing to variations in the temperature and pressure at 

the EHL interface, only an averaged value can be acquired [63]. 

 
Figure 3.1 A typical shear thinning curve. Critical shear rate 𝛾̇𝛾cr  is defined as the onsite of 

temporary shear thinning. 

 

Meanwhile, with the improvements in the field of synthetic oils, along with the desire for 

fuel efficiency, chemical engineers began to tailor molecular structures to obtain the best 

performance at the given working conditions [64]. For a VM, this would imply that an 

adequately designed structure would shear thin at a desired shear rate, thereby, reducing the 

friction loss in the hydrodynamic lubrication regime. Owing to the vast number of possible 

molecular structures, a prescreening tool based on a molecular-level analysis would be beneficial 

for such a cause. 

As mentioned in Chapter 2, molecular dynamics (MD) simulation is a computer 

simulation technique that enables the prediction of the time evolution of a system that contains 

logη
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interacting particles (atoms, molecules, etc.) through the system of equations of motion. 

Non-equilibrium molecular dynamics (NEMD) [28] in particular, prescribes a shear rate on the 

system and calculates the shear stress. Because this ratio would be the apparent shear viscosity at 

such shear rate, it can be used for evaluating shear thinning behaviors. However, acquiring the 

viscosity value from the NEMD simulations at lower shear rates (<108 s-1) is considerably 

difficult owing to the low signal-to-noise ratio and the long calculation time required to reach an 

equilibrium. In Chapter 2, we utilized the concept of the time-temperature superpositioning (TTS) 

for capturing the 1st Newtonian regime. In this chapter, instead of directly calculating the 

viscosity as a function of the shear rates, which is significantly limited, we endeavor to use the 

radius of gyration that can capture the change in the molecular conformation, as an indicator of 

the change in the shear thinning process. 

3.2  Model Description 

The major mechanism for temporary shear thinning is that when the shear rate is 

sufficiently high, the system cannot respond fast enough to return to its relaxed state, and the 

alignment of the molecules with the flow field begin to appear, resulting in a reduced viscosity 

[40]. At sufficiently high shear rates, the shapes of the polymer coils change from spherical, or 

ellipsoidal, to elongated configurations, as shown in Figure 3.2. 
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Figure 3.2 A spherically conformed polymer (left) and its alignment (right) with the shear field at 

suffciently high shear rates. 

 

The radius of gyration (Rg), defined below, can describe the overall spread of the 

molecule based on the mass distribution. 

𝑅𝑅𝑔𝑔2 = 1
𝑀𝑀
∑𝑚𝑚𝑖𝑖(𝒓𝒓𝑖𝑖 − 𝒓𝒓𝑐𝑐𝑐𝑐 )2                                          (3.1) 

where M is molecular weight of the molecule, mi is the weight of each individual atom or particle 

i, ri is the location of the atom or particle i, and rcm is the location of the center of mass of the 

entire molecule. 

During shear thinning, the degree of alignment of the molecule may be captured through 

the Rg calculations, and the change in Rg should correspond to the viscosity decrease during the 

shear thinning process, as shown in the Figure 3.3, method 1. To further extend the range of the 

pressure and temperature in which we can evaluate, we also attempted to incorporate the concept 

of the time-temperature-pressure superpositioning (TTPS), as shown in Figure 3.3, method 2, 

where certain shift rules are used for acquiring a mastercurve for combining cases at different 

pressures and temperatures. 
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Figure 3.3 Flowchart for the simulation. 

 

The shear thinning behavior of a lubricant, shown in Figure 3.2, follows the variation of 

the Carreau equation [40] as a function of shear rate, 𝛾̇𝛾, where 𝜂𝜂1  is the first Newtonian 

viscosity, 𝛾̇𝛾𝑐𝑐𝑐𝑐  is the critical shear rate, and n is the power-law exponent. Equation 3.3 shows the 

relationship between the critical shear rate and G, the effective shear modulus. For the TTPS, 

Equation 3.4 will be used as the shift rule because it has been demonstrated that mastercurves 

can be built for different lubricants [65], where 𝜌𝜌 is the density of the lubricant, T is the 

temperature, and the subscript, R, indicates values at the reference state. 

ηs(𝛾̇𝛾) = η1 �1 + � 𝛾̇𝛾
𝛾̇𝛾𝑐𝑐𝑐𝑐
�

2
�
𝑛𝑛−1

2
                                          (3.2) 
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G = η1𝛾̇𝛾𝑐𝑐𝑐𝑐                                                     (3.3)                                                       

G = G𝑅𝑅
𝜌𝜌𝜌𝜌
𝜌𝜌𝑅𝑅𝑇𝑇𝑅𝑅

                                                    (3.4)  

 

3.3  Molecular Dynamics Simulation Details for Squalane, 1-Decene Trimer, 

and OCP 

The united atom (UA) method was used to generate the molecular structures. Each CH3, 

CH2 and CH group was considered as a pseudoatom within the hydrocarbon chain with the 

interaction center at the nucleus of each carbon atom. Three structures were simulated here based 

on the details shown in Figure 3.4. Squalane (2-, 6-, 10-, 15-, 19- and 3-hexamethyl-tetracosane) 

is commonly used as a reference liquid for model developments [66] because it can be purchased 

in a highly pure state and has thermophysical properties similar to the lubricating oils. 1-Decene 

trimer is the major component of poly-α-olefin (PAO) 4cSt or PAO 4, an important fluid in the 

current synthetic base oil market. It has a shorter backbone that connects with three sidechains of 

eight carbons each. Olefin copolymer (OCP) is an important type of viscosity modifier that is 

widely used in the lubricant industry. Its molecular weight can be as high as 300,000 g/mol in 

industrial applications, exceeding the limit of the MD simulation at the existing computational 

capability. Thus, a model OCP with an intermediate molecular weight (C90H182) was considered 

here to study the possible effects of an increased backbone length. The order of ethylene (C2H4) 

and propylene (C3H6) was randomly determined with a ratio set at 1:1. Thirty (30) molecules of 



63 

squalane, eighty (80) molecules of 1-Decene trimer, and twenty (20) molecules of OCP were 

generated in their respective systems. 

 
Figure 3.4 Molecular Structures of (a) squalane, (b) PAO 4 and (c) OCP. 

 

The force field used to describe the molecules is consistent with the one used in Chapter 

2, where the detailed parameters can be found. The force field was proposed by Siepmann et al. 

[50], and later extended to branched alkanes by Mondello and Grest [23]. Moreover, the stiff, 

fixed bond length was replaced by a harmonic potential to generate a fully flexible bond [51]. 

(a) 

(b) 

(c) 
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The systems of different molecules were first created and relaxed in the Materials Studios 

software for acquiring the initial distribution of the pseudoatoms. The molecules were placed 

randomly and relaxed in simulation boxes of different sizes. The LAMMPS software [54,55] was 

used for the MD simulations, and a timestep of 1 fs was applied. During MD simulations, 

initially, the system ran for 20 ns to enable it to reach equilibrium at the assigned temperature 

and pressure. This equilibrium configuration provided the initial state for the NEMD simulations 

and was called the equilibrium step. Then, the molecules underwent a planar Couette flow using 

the SLLOD equations of motion [28] for 100 ns, called the shear step. The Lees-Edwards 

periodic boundary conditions were applied and a Nosé/Hoover thermostat was coupled for 

achieving the energy conservation of the system, as proposed by Tuckerman et al. [57]. The 

measured resulting shear stress divided by the imposed strain is the value of the shear viscosity 

and this is averaged after system stabilization. The radius of gyration was acquired by averaging 

the radius of gyration of each molecule in the system.  

3.4 Results and Discussions 

3.4.1 Model Validation：Shear Viscosities of Squalane 

The molecular dynamics simulations of squalane were conducted to validate the MD model. 

Three states of squalane (listed in Table 3.1) were regenerated according to the reference paper 

[46] and the shear thinning curves were plotted in Figure 3.5 for comparison. We can see that the 

shear thinning curves of the three states are in a good agreement with the results in the reference.  
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Table 3.1 NEMD simulation conditions for three molecules at different pressures and 
temperatures. Three different states of squalane, six different states of PAO 4, and four different 

states of OCP were calculated 
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Figure 3.5 Model validation: Shear thinning curves for squalane at (a) State 1: 0.1 MPa, 40 °C, (b) 
State 2: 0.1 MPa, 60 °C, and (c) State 3: 316 MPa, 100 °C, compared to the MD results in [46]. 

 

3.4.2 Change in the Radius of Gyration under Shearing in the Non-Newtonian Regime 

In this section, PAO 4 at a state of 600 MPa, 175 °C, with a shear rate of 4 × 109 s-1, was 

selected to demonstrate some of the details in the simulations. Figure 3.6 clearly shows the 

increase in the radius of gyration from the equilibrium state (0-20 ns) to the shear thinning state 

(20-120 ns). This increment in the radius of gyration corresponds to the alignment of the 

molecules with the flow field, which is the mechanism for temporary shear thinning. This 

indicates that modeling the variations in radius of gyration catches the root mechanism for shear 

thinning. Figure 3.7 shows the viscosity and the radius of gyration calculations for PAO 4 at 

various shear rates. We can see that at equilibrium and at low shear rate conditions, the radius of 

gyration remains relatively constant, corresponding to the 1st Newtonian regime; when the shear 

rate increases and the system begins to undergo shear thinning, the radius of gyration increases 

(c) 
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with a decrease in the viscosity. Moreover, we found that the transition point, which marks the 

critical shear rate value, can be correlated in the two graphs. This phenomenon provides an 

alternative method for evaluating the position of the critical shear rate for tackling the challenges 

posed by the direct viscosity calculations, particularly, when the 1st Newtonian viscosity cannot 

be directly achieved for large molecules. Meanwhile, the Rg at equilibrium ,is more attainable in 

the MD simulations. 
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Figure 3.6 Variation of the radius of gyration vs. simulation time. The radius of gyration of the 

molecule increased under a sufficiently high shear rate. 
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Figure 3.7 (a) Viscosity and (b) the radius of gyration calculations for PAO 4 at various shear rates 
(log scale). Two lines can be drawn for the 1st Newtonian and the shear thinning regimes. The 
cross point of the two lines is an estimation of the critical shear rate value, which are 5.6 ×

108 s-1 and 6.7 × 108 s-1, respectively. 

 

3.4.3 Comparisons between the Critical Shear Rates Calculated from the Viscosity 

Curves and those from the Radius of Gyration Curves 

The molecular dynamics simulations of PAO 4 (C30), squalane (C30), and OCP (C90) were 

conducted for a wide range of temperature and pressure (as listed in Table 3.1), for further 

validations of the method. The viscosity shear thinning curve and the Rg curve were both plotted 

in the same figure for comparison. The 𝛾̇𝛾𝑐𝑐𝑐𝑐  from the shear thinning curve was acquired by fitting 

the viscosity values at different shear rates into the Carreau model (Equation 3.2). The 𝛾̇𝛾𝑐𝑐𝑐𝑐  from 

the radius of gyration curve was acquired by fitting a Carreau-like radius of gyration model, as 

shown in Equation 3.5: 

crγ

1st Newtonian

Shear thinning

1st Newtonian

Shear thinning
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𝑅𝑅𝑔𝑔 = 𝑅𝑅𝑔𝑔(e) �1 + � 𝛾̇𝛾
𝛾̇𝛾𝑐𝑐𝑐𝑐
�
𝑑𝑑
�

𝑛𝑛𝑅𝑅𝑅𝑅 −1
𝑑𝑑

 ,                                           (3.5) 

where Rg(e) is the radius of gyration at the equilibrium stage when the system is fully relaxed 

under the applied conditions; nRg is the power-law exponent that is larger than 1 because Rg 

increases as the shear rate increases. The parameter, d, replaces ratio 2 in the Carreau equation 

for viscosity. This modification is similar to that of the Carreau-Yasuda equation [40]. 

In Figure 3.8, the shear thinning curve and its fitted result, the Rg curve, and its fitted 

result, and the Rg (e) (secondary axis) for PAO 4 are plotted together for a direct comparison. At 

low shear rates, since it was sufficient for the molecule to relax itself, the shape of the molecule 

was unchanged. Thus, Rg under a low shear is similar to Rg at its equilibrium (indicated by  

Rg(e)). At high shear rates, Rg increases as the molecules began to align with the flow field. We 

can see from the first three states of the PAO 4 cases that 𝛾̇𝛾𝑐𝑐𝑐𝑐  increases as the temperature 

increases. The thermal motion of the molecules will increase with a rise in temperature; hence 

the molecules show a quicker response to the applied shear flow. Therefore, the relaxation time is 

shorter. Thus, the critical shear rate increases accordingly. Both the shear thinning curve and the 

Rg curve start to turn at approximately the same shear rates, indicating that the Rg curve can be 

used to estimate 𝛾̇𝛾𝑐𝑐𝑐𝑐  because it can capture the transition of the shear thinning. Equations 3.2 

and 3.5 were used to fit the shear thinning and the Rg curves, and the fitted results of the critical 
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shear rate 𝛾̇𝛾𝑐𝑐𝑐𝑐  were acquired accordingly. Figure 3.11 shows the comparisons of the critical 

shear rates acquired through the two methods, and they agreed well with each other in general. 

From State 4 of the PAO 4 case, we can see that with the assistance of the Rg curve, an 

estimation of 𝛾̇𝛾𝑐𝑐𝑐𝑐  can be acquired, even though the 1st Newtonian viscosity cannot be directly 

acquired from the MD simulations. As indicated before, Rg in the high shear rate regime 

increases almost log linearly when the shear rates are plotted in a log scale; hence, by fitting the 

Rg curve at high shear rates to a log-scale straight line and by connecting this straight line with 

the Rg (e),we can acquire the cross point of the two straight lines. This cross point indicates the 

estimation for the start of the transitions in both viscosity and Rg, which should be the critical 

shear rate, 𝛾̇𝛾𝑐𝑐𝑐𝑐 . Traditionally, the 1st Newtonian plateau in the shear thinning curve is required to 

determine 𝛾̇𝛾𝑐𝑐𝑐𝑐 , else the transition point cannot be captured. Moreover, we cannot directly 

combine the 1st Newtonian viscosity from the experiments with the MD simulations at high shear 

rates because at the current stage, a direct quantitative comparison of the viscosity cannot be 

achieved. Therefore, using the Rg calculations, 𝛾̇𝛾𝑐𝑐𝑐𝑐  can be estimated even without reaching the 

1st Newtonian plateau because Rg(e) can be acquired at the equilibrium step. This would be 

crucial for large molecules with large sizes because shear thinning takes place at a low shear rate 

well before the shear rate range of the MD simulations.  

In Figures 3.9 and 3.10, both OCP (C90) and squalane (C30) cases show a trend similar to 

the PAO 4 cases. The transition regions for both the curves in each state are similar to each other, 
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except for squalane State 3 (Figure 3.10(c)). In this state, the 1st Newtonian plateau is not well 

characterized because the shear rate extended below 108 s-1, which was expected as the 

signal-to-noise ratio decreased. We believe that the 1st Newtonian plateau in this state can only be 

partially captured; hence, the estimated 𝛾̇𝛾𝑐𝑐𝑐𝑐  is different compared to the 𝛾̇𝛾𝑐𝑐𝑐𝑐  from the Rg curve. 

Other than this state, the 𝛾̇𝛾𝑐𝑐𝑐𝑐  estimation from both curves correlated well for squalane, PAO 4 

and OCP, as shown in Figure 3.11. The pressure and temperature applied at each state is listed in 

Table 3.1. 
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Figure 3.8 The shear thinning and Rg curves for PAO 4 at (a) State 1: 0.1 MPa, 40 °C, (b) State 2: 

0.1 MPa, 100 °C, (c) State 3: 0.1 MPa, 150 °C, (d) State 4: 250 MPa, 40 °C, (e) State 5: 250  
MPa, 100 °C, (f) State 6: 600 MPa, 175 °C. The critical shear rate reached below 108 s-1 for State 

4, and cannot be properly captured directly through viscosity calculation, whereas it can be 
estimated using the radius of gyration. The MD calculated viscosity (square) and the radius of 

gyration (circle) are fitted using Equations 3.2 and 3.5, respectively. 
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Figure 3.9 The shear thinning and Rg curves for OCP at (a) State 1: 0.1 MPa, 100 °C, (b) State 2: 

0.1 MPa, 150 °C, (c) State 3: 0.1 MPa, 200 °C, and (d) State 4: 250 MPa, 200 °C. The MD 
calculated viscosity (square) and Rg (circle) are fitted using Equations 3.2 and 3.5, respectively. 
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Figure 3.10 The shear thinning and Rg curves for squalane at (a) State 1: 0.1 MPa, 40 °C, (b) State 
2: 0.1 MPa, 100 °C, and (c) State 3: 316 MPa, 100 °C. The MD calculated viscosity (square) and 

the radius of gyration (circle) are fitted using Equations 3.2 and 3.5, respectively. 
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Figure 3.11 Critical shear rates of (a) PAO 4, (b) OCP, and (c) squalane at various states. The 
critical shear rates are fitted from calculations of the viscosity and the radius of gyration using 

Equations 3.2 and 3.5, respectively. 

 

3.4.4 Time-Temperature-Pressure Superpositioning (TTPS) of the Viscosity and the 

Radius of Gyration 

Time-temperature-pressure superpositioning (TTPS) can further extend the pressure and 

temperature range that can be calculated through MD simulations, particularly, for the shear 

thinning characterization of the critical shear rate and n, the power-law exponent. TTPS were 

performed to combine the viscosity data and the Rg data from different states into one 

mastercurve. The viscosity data was plotted using a reduced viscosity η (η(T,P)
𝜂𝜂𝑅𝑅

), as a function of 

the reduced shear rate, using Equation 3.4 as proposed in [65]. For the TTPS of the Rg data, the 

following method is proposed: the Rg data was plotted using a reduced radius of gyration 

𝑅𝑅𝑔𝑔 �
𝑅𝑅𝑔𝑔(T,P)

𝑅𝑅𝑅𝑅𝑅𝑅
�, and using the same function 𝛾̇𝛾 ( η

𝜂𝜂𝑅𝑅
)(𝐺𝐺𝑅𝑅

𝐺𝐺
) for the reduced shear rate.  
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Figure 3.12 shows the side-by-side comparisons of the TTPS of the three different 

molecules. Pressure and temperature of 0.1 MPa and 373 K was used as the reference state for 

PAO4 and OCP, while the pressure of 313 MPa and the temperature of 373 K were used as the 

reference state for squalane. 250 MPa, 40 ˚C was not plotted on the mastercurve for PAO 4, 

because the low shear viscosity data was not known. Figure 3.12 clearly shows that the TTPS of 

the viscosity followed an appropriate trend throughout the entire shear rate range. For the TTPS 

of Rg, the trend was well maintained in all the low pressure states for the range of the shear rates; 

the Rg from all the high pressure states in the high shear regime seemed to deviate from the 

mastercurve, particularly, in the PAO 4 case, where two high pressure states showed the 

maximum deviation. However, we believe that this is sufficient for acquiring the value of the 

critical shear rate, which is the desired parameter in this portion of our study. 
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Figure 3.12 The reduced viscosity and the reduced Rg vs. the reduced shear rate for PAO4 ((a) and 

(b)), OCP ((c) and (d)), and squalane ((e) and (f)). 

 

3.5  Chapter Summary  

A novel concept of utilizing the change in radius of gyration to predict the critical shear 

rate is proposed. 
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1) The radii of gyration at various shear rates were calculated for the three molecular 

structures, 1-Decene trimer (C30H62), squalane (C30H62), and OCP (C90H182), respectively. 

The increase in the radius of gyration at increased shear rates was correlated successfully 

to the temporary shear thinning behavior of the lubricant. The transition region and the 

critical shear rate estimated by both the shear thinning curve and the Rg curve agreed 

reasonably well with each other.  

2) TTPS of both the viscosity and the Rg data through the MD simulations were also 

demonstrated for a wide range of temperatures and pressures. Mastercurves for both 

viscosity and Rg was acquired for the three lubricants. 

Utilization of Rg as an indicator provides a method for evaluating the shear thinning 

behaviors of various molecular structures, when a direct acquisition of the viscosity is 

challenging and at times impractical; TTPS further expands the molecular structures and sizes 

that can be evaluated for various applications, and reduces the number of simulation cases 

needed at specific pressure and temperature once the mastercurve is established.  
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Chapter 4 Viscosity Modeling of Synthetic Polymer Lubricants 

 

Molecular dynamics (MD) simulations is a valuable tool for lubricant development 

because it enables the lubricant of favorable properties to be built from a molecular level. The 

viscosities of polymers are of significant interest, because properly designed structures can be 

used for developing high viscosity index (VI) lubricants, either as base oils [67,68] or for use as 

viscosity modifiers (VM) [69-71]. However, owing to the time- and length-scale limitations, 

calculating the viscosities of long-chain polymers using MD are often unpractical with the 

existing computational power. In this chapter, the viscosities of large molecule polymers are 

predicted using MD simulations and a structural-viscosity model based on the model developed 

by Berry and Fox [72], in which the viscosities of the polymers can be determined based on the 

monomeric friction coefficient and a structural factor. The monomeric friction coefficient, which 

is independent of the degree of polymerization, is acquired through the viscosity of a structure 

with the same monomer. All the other necessary parameters for the structural factor such as the 

density and the radius of gyration are obtained directly from the MD simulations. The model is 

applied to linear (Polyethylene) and branched (Poly-α-olefin) polymers for validations. Once 

validated, it should enable us to extend the molecular size that can be evaluated. Poly-α-olefin, in 

particular, is a key base stock in synthetic lubricants. To improve the accuracy of the original 
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model, the empirical constants were further modified depending on the specific polymer 

structures.  

4.1  Introduction  

Viscosity properties significantly affect the performance of the lubricant at an interface. 

To accommodate a wide range of working conditions, a high viscosity index (VI) fluid is desired 

for enabling the system to perform at a high level for a wide temperature range. To achieve such 

goals, various approaches for synthesizing different new chemicals have been attempted, either 

as high VI base oils, such as ester [73-75] and poly-α-olefin [76,77], or for the development of 

VI improvers, such as olefin-copolymers (OCP) [78,79], polyisobutylene (PIB) [80-82], and 

heavily branched "star" polymers [83,69,84,85]. Regardless of the nature of the approach, a 

suitable characterizations of the viscosities of such polymer structures, either in a pure form or in 

mixtures, is necessary for determining the temperature-viscosity performance of the final 

lubricant. However, owing to the complexity and the availability of several possibilities during 

the synthesis process, trial and error can be expensive. Meanwhile, in the development stage of 

the synthesis, acquiring one sample with a relatively low molecular weight is often easier than 

attaining a large molecular weight sample. Therefore, a predictive evaluation method to extend 

the size of the molecule we can evaluate for property improvement while reducing the required 

synthesizing effort will significantly assist the development of new lubricants. 
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Molecular dynamics (MD) simulations, in which the system can be built from the 

molecular structure level, offers an opportunity for designing molecules for evaluating their 

rheological performances. However, owing to time- and length-scale limitations, calculating the 

viscosity of long-chain polymers using MD are often unpractical with the existing computational 

power. Chapters 2 and 3 reported the utilization of the concept of time-temperature 

superpositioning (TTS) and the characterization of the molecular conformation to overcome this 

challenge. In this Chapter, an empirical-theoretical structural-viscosity model will be used in 

combination with the MD simulations to extend the size of the molecules that can be evaluated. 

4.2  Structural-Viscosity Model  

The advances in polymer synthesis techniques in recent decades have facilitated research 

on the relationship of the polymer structure with the rheological properties of the polymer. Berry 

and Fox [72] developed an empirical-theoretical structural-viscosity model, based on the 

previous work of Schaefgen and Flory [86], Fox [87], and Fox and Allen [88], to include 

branched polymers, applicable for a range of polymer structures in bulk and solvent conditions. 

Fox and Allen [88] introduced a viscosity dimensional factor, X, to approximate the 

viscosity and molecular entanglement conditions for several polymers using the unperturbed 

mean square radius of gyration 〈𝑠𝑠2〉0. Berry and Fox [96] later refined the dimensional factor to 

include the ratio of radii of gyration g to account for the branch content, as shown below: 

2
0 2 0( / ) /X Zg s M vϕ= 〈 〉                                                (4.1) 
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where Z  is the chain length, 2
0s〈 〉  is the mean square radius of gyration, 2 2/br lg s s= 〈 〉 〈 〉

represents the ratio between the mean square radius of gyration of the branch content to that of a 

linear chain, 2ϕ  is the volume fraction and is equal to one for pure lubricants. M  is the 

molecular weight, and 0v  is the specific volume that is the reciprocal of the density. For 

notation consistency with the previous chapters, the unperturbed radius of gyration �〈𝑠𝑠2〉0 will 

be noted as Rg. 

The dimensional factor is used to calculate a structural factor (Equation 4.2) that 

describes the observation relationship between the viscosity and the polymer length, or 

molecular weight. The structural factor includes Avogadro’s number N0 and an exponent a 

describing the increase in viscosity with X. The value of the exponent, a, changes at a critical 

dimensional factor, Xc, which also corresponds to a critical mass, Mc. The monomeric friction 

factor describes the resistance to motion between the monomers of a given lubricant type. It 

varies due to the influences of the branch type, length, and content but is not affected by the 

degree of polymerization. 

( ) 0

6

a

c
c

N XF X X
X

  =   
   

,
1      
3.4      
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a for X X
a for X X
= <
= ≥                    

( 4 . 2 ) 

Therefore, the viscosities of polymers of different molecular weights are calculated via a 

two-step process. First, utilizing the viscosity data from one structure, the monomeric friction 

coefficient, 0 ( )Tζ  is calculated. Then, the monomeric friction coefficient is multiplied by the 



83 

structural factors ( )F X  of the other molecular weight structures with the same monomer to 

predict the viscosities of the corresponding structures, as shown in Equation 4.3, where X1 is the 

selected structure, for which the viscosity has been previously obtained. 

( )0 0 0 1
1

( )( ) ( ) ( , )
( )

F XT F X T X T
F X

η ζ η= ⋅ = ⋅
                               (4.3) 

This structural-viscosity model enables us to calculate the structural factor, ( )F X , using 

MD simulations only; therefore, the size of the molecules that can be evaluated is extended. The 

viscosity value is needed only for one basic structure for acquiring the monomeric friction 

coefficient which can be obtained by the measurement of one sample, or through MD 

simulations to develop a completely virtual-type design tool. From a lubricant development point 

of view, this enables us to significantly reduce the number of samples of different molecular 

weights during the trial and error in the testing, and acquire an optimal monomer for future 

polymerization.  

To further improve the accuracy of the model, the empirical values of cX  are calculated 

depending on the specific monomer structures. cX  is a critical parameter because it separates 

the rate of the viscosity increase. In the original Berry and Fox model, an empirical value is used: 

𝑋𝑋𝑐𝑐 = 5.6 × 1015                                                     (4.4) 

In this chapter, the accuracy of cX is further improved. In order to acquire cX , we utilize 

a transition for the self-diffusion coefficient Ds. Similar to the transition for the viscosity, the 
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transport property of the self-diffusion coefficient also undergoes a transition with respect to Xc 

(Mc), which is found to be in the form of 1~sD M −  for cX X< , and 2.4~sD M −  for cX X≥

[89]. As the equilibrium for Ds can be attained faster compared to that for the viscosity in the MD 

simulations, the evaluation of the self-diffusion coefficient, Ds, is used to further improve the 

accuracy of cX . Ds can be calculated directly from the MD simulations because it is proportional 

to the slope of the mean-square displacement curve. The mean-square displacement (MSD) is 

defined as: 

MSD = 〈(𝐑𝐑cm (t)− 𝐑𝐑cm (0))2〉 ,                                    (4.5) 

where 𝐑𝐑cm (t) is the location of the molecule's center of the mass at time t, 𝐑𝐑cm (0) is the 

location of the molecule's center of mass at time t=0.  

Self-diffusion coefficient (Ds) is calculated as: 

𝐷𝐷𝑠𝑠 = limt→∞
MSD

6t
.                                               (4.6) 

Figure 4.1 depicts the flow chart for the numerical approach.  
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 Figure 4.1 Flow chart for the structural-viscosity model. 

 

4.3  Molecular Dynamics Simulation Setups for Polyethylene and 

Poly-α-olefin 

The united atom (UA) method was used to generate the hydrocarbon structures. CH3, 

CH2 and CH were each considered as pseudoatoms within the hydrocarbon chain with the 

interaction center at the nucleus of each carbon atom.  

Two different structures, Polyethylene (PE), a linear chain polymer, and Poly-α-olefin 

(PAO), a branched polymer formed from 1-Decene, were used for evaluating the method. PAO, 

in particular, is an important group in the current synthetic base oil market. PAOs with chain 

lengths of Z=2, 3, 4, 6, 10, 12, 16 were studied.  
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Figure 4.2 shows a representative structure for PAO at Z=6. Viscosities of C76 (Z=76) and 

1-Decene trimer (Z=3) are used as the known references for PE and PAO, respectively.  

 
 

Figure 4.2 Structure of PAO at Z=6. 
 

The force field used to describe the hydrocarbon molecules is the Transferable Potentials 

for Phase Equilibria (TraPPE) force field [25,90]. The stiff, fixed bond length was replaced by a 

harmonic potential to generate a fully flexible bond [51]. 

The system was first created and relaxed in the Materials Studios software to acquire the 

initial distribution of the pseudoatoms. The LAMMPS software [54,55] was used for the MD 

simulations and a timestep of 1 fs was applied in the simulations. The system was run for 100 ns 

in the MD simulations at the assigned temperature and pressure to acquire the parameters in the 

model.  

4.4  Simulation Results 

4.4.1 Validations of the Radius of Gyration Calculations 

The accuracy of the mean squared radius of gyration (Rg) significantly affects the 

accuracy of our viscosity predictions. The radii of gyration of molecules of various sizes were 
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directly calculated using the MD simulations. Figure 4.3 shows the Rg calculation for 

Polyethylene. 

 
Figure 4.3 Radii of gyration calculated for Polyethylenes of various molecular weights, the values 

are plotted in the log scale, and curvefitted to acquire the exponent. 

 

For Polyethylene (PE), our MD results depict the relationship as Rg~M0.520, which agrees 

well with the literature results of Rg~M0.5 [91]. As Rg has an exponential increase, extrapolation 

may be used for larger molecules for which the Rg values may not be directly calculated. For 

PAOs, an explicit topographical approach developed by Bonchev et. al [92] is used for validation. 

The Bonchev model [92], developed based on the work of Wiener [93] and Zimm and 

Stockmayer [94], relates a topological descriptor, the Wiener number, which is based on the 

distance matrix of the polymer graph, to the mean-square radius of gyration of that polymer. In 

the following equation, g, which represents the ratio between the mean square radius of gyration 

of the branch content to that of a linear chain, to be used in Equation 4.1, is calculated.  
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g =
〈𝑠𝑠𝑏𝑏𝑏𝑏 2〉0

〈𝑠𝑠𝑙𝑙2〉0
 

    = (𝐵𝐵B +1)3+𝑎𝑎B𝐵𝐵B (𝑓𝑓B−2)�𝑎𝑎B
2+(𝐵𝐵B +1)(2𝐵𝐵B +3𝑎𝑎B +1)+𝑎𝑎B (𝑓𝑓B−2)(𝐵𝐵B−1)(3𝑎𝑎B +𝐵𝐵B +1)+3𝑎𝑎B

2(𝑓𝑓B−3)�
[𝑎𝑎B (𝑓𝑓B−2)𝐵𝐵B +𝐵𝐵B +1]3 ,      (4.7) 

where the variables are the number of branches, BB, the branch functionality, fB, and the ratio of 

the branch atomic length to the main chain spacer length, aB. The variables are adapted to the 

structural parameters used throughout this chapter. As shown in Figure 4.4, g is calculated for 

molecules of different sizes, and the ratio with g(Trimer) is plotted with respect to the number of 

the pseudoatoms, N, since1-Decene trimer is the selected structure with the previously obtained 

viscosity values. The values from the MD simulations and the Bonchev model agree well with 

each other. 

 
Figure 4.4 Calculated ratio of radii of gyration, g, normalized by that of 1-Decene trimer 

compared with that from the Bonchev model [92]. 
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4.4.2 Estimations of the Critical Dimensional Factor, Xc 

Figure 4.5 shows the calculated mean-square displacements (MSDs) for three PE 

structures. The self-diffusion coefficient is proportional to the slope of the curve as shown in 

Equation 4.6. 

 
Figure 4.5 Calculated MSD for PE with Z=76, 140 and 200, respectively. The self-diffusion 

coefficient is proportional to the slope of the curve. 

 

Figure 4.6 shows the calculated self-diffusion coefficients with respect to the size of the 

molecules for PE and PAO, respectively. The transition point was found at approximately Zc= 

178 for PE, and this value is consistent with that reported by Harmandaris et. al [89]. No 

transition was observed for PAO, which is consistent with the estimated Xc from the original 

Berry and Fox model shown in Equation 4.4. 
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Figure 4.6 Calculated self-diffusion coefficient for (a) PE and (b) PAO vs. molecular weight. The 
values were plotted in the log scale in order to acquire the exponents. The transition point at 

Z=178 for PE is marked; no transition point was observed for PAO. 

 

4.4.3 Viscosity Predictions and Comparisons with the Experimental Data 

With the extrapolation of the radius of gyration, the viscosities of Polyethylene (PE) with 

different molecular weights were predicted, based on the viscosity of one structure (C76), up to 

84,000 g/mol at 0.1 MPa and 175 °C. The results agreed well with experimental data, as shown 

by the comparison in Figure 4.7. Using the calculated Xc from the MD simulations, we were able 

to predict viscosity with higher accuracy. 
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Figure 4.7 Zero-shear rate viscosity vs. molecular weight. The diamond symbol is from 

experimental measurements [95]; the triangle and rectangular symbols are predictions from the 
structural-viscosity model, one set uses the Xc from the MD simulations (triangle), while the 

other uses the Xc from the original Berry and Fox model (square). 

 

Figure 4.8 shows the comparison of the zero-shear viscosity between the 

structural-viscosity model prediction and the experimental results for PAO at 0.1 MPa and 

temperatures of 40 and 100 ̊ C, respectively. The monomeric friction coefficient was calculated 

using the 1-Decene trimer (Z=3) case (the second data point in the plot). The two values agree 

reasonably well with each other up to PAO 100. PAOs in this size range are often used to 

develop mixtures for high quality, high VI synthetic lubricants.  

In order to further improve the prediction for large molecules based on the small sized 

molecules, the value of a is modified using the first two datum points from KV40 (Kinematic 

viscosity at 40 ˚C), and first three points from KV100 (Kinematic viscosity at 100 ˚C). The 
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whereas for specific polymers at different temperatures, the value of a varies [96,97],  

particularly, with the increased long-chain branch content [96]. After curvefitting, a=4.02 at 40 

˚C, and a=2.95 at 100 ˚C were acquired, as shown in Figure 4.9. The prediction for PAO 100 

after the modification agrees well with experimental results.  

 
Figure 4.8 Zero-shear rate viscosity vs. molecular weight with a=3.4. Experimental measurements 

are from commercially available data from ExxonMobil [98]. 
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Figure 4.9 Comparison of zero-shear rate viscosity vs. molecular weight; the results from 

modeling were calculated with the modified a, fitted using two data points of KV40, and three 
data points of KV100 (circled in red), respectively. 

 

4.5  Chapter Summary 

This chapter reports a MD simulation-assisted viscosity calculation method that combines 

MD computations with the Berry and Fox type structural-viscosity model for predicting the 

viscosities of linear and branched polymer lubricants with molecular weights up to 105.  

1) The viscosities of Polyethylene (PE) and Poly-α-olefin (PAO) with different molecular 

weights, representing a linear polymer and a branched polymer, respectively, were 

predicted using the viscosity of a low molecular weight molecule (C76 for PE and 

PAO2-PAO6 for PAO). The results agreed well with experimental data, showing that the 
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modeling method could predict the viscosity high molecular weight molecules using the 

same monomers. 

2) The exponent a should be a function of temperature and polymer structure, and its 

accurate value can be estimated from the slope of multiple low molecular weight liquids. 

This empirical constant was further modified for PAO based on the MD simulations 

depending on the individual polymer structures for increasing the accuracy of the model. 

3) Self-diffusion coefficient can be directly calculated from MD simulations, and it was 

used to further increase the accuracy of the empirical value, cX , which is a critical value 

where the exponent for the viscosity increase changes. 

The proposed approach can be a useful method for the development and evaluation of 

synthetic lubricants because it enables us to build a long-chain polymer with a desired viscosity 

from a simple, low-weight molecule. It increases the range of the molecular structures that can 

be explored and reducing the cost of the initial lubricant development. 
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Chapter 5 Laser Surface Texturing for Reducing Adhesion at the 

Contact and Rubbing Interfaces 

 

Surface texturing is a growing technology with which special patterns are intentionally 

created in an engineering surface. Suitably designed surface textures can have a positive impact 

on adhesion reduction and lubrication enhancement, leading to lower friction and improved 

performances at the contact interfaces. Laser ablation is a widely used method for surface 

texturing, which relies on short duration laser pulses with high energy densities that are fired on 

the surface to be textured. The drilling of materials like titanium is challenging owing to the 

strong effect of adhesion on drill bit life. The work reported in this chapter explores the 

possibility to use surface texture for adhesion control. Texture design, laser process design, and 

fixture setting are committed to manfacture textures on a set of drill bits. Drill test results 

demonstrate the positive effect of the surface textures on adhesion reductions and in turn, the tool 

life. 

5.1  Introduction  

Reducing friction and wear of surfaces under contact and rubbing has become 

increasingly important as industries strive to improve the energy efficiency in manufacturing 

processes and machine operations. This is particularly true for the case of cutting tools; high 
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friction at the cutting interface and wear of machining tools can lead to high cutting forces and 

frequent needs for cutting tool replacements.  

The creation of surface textures in a micro-scale range has attracted wide attention 

because of the possibility of adhesion reduction and lubrication enhancement. Noticeable 

tribological improvements are evident if the textures are properly designed and fabricated 

[99-105]. For example, Tian et al. [99] machined undulating surface features onto titanium 

samples, in which the reduced friction and wear were attributed to the elimination of wear 

particles from the interface. Ceramic samples were textured using abrasive jet machining and 

excimer laser beam machining by Wakuda et al. [100]; a 20% friction reduction in a sliding 

line-contact interface was measured between ceramic samples and hardened steel cylinders. 

Geiger et al. [101] realized a significant increase in tool life when an excimer laser was used to 

micro-texture cold forging tools; the tool life increased by 45% ± 21% with 10% of the tool area 

textured and 69% ± 17% with 20% of the tool textured. Twelve and ten samples were used in the 

10% and 20% coverage tests, respectively (two outliers of the 20% coverage results were 

discarded). Theories explaining the effects of surface texturing attribute the tribological benefits 

to the lubricant pockets created by the dimples. These pockets help to retain lubricant between 

the contacting parts and reduce side leakage, thereby decreasing friction. Additionally, the 

textured recesses serve as receptacles for the wear particles, preventing further surface damage 

via plowing. 
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Several works have been conducted to study the surface textures for cutting tool 

applications. Kawasegi et al. [106] generated channels with a spacing of 5 µm, a width of 800 

nm, and a depth of 150 nm on the flutes near the cutting edge of drill bits with diameters of 0.5 

mm. Drilling experiments were conducted with an aluminum alloy substrate. The results 

demonstrated a lower thrust for the textured drills when high feed rates were used. Considerable 

improvements were observed for textures with orientations perpendicular to the chip flow. In 

another study, Sugihara et al. [107] found reductions in chip adhesion and frictional force, 

resulting from banded nano/micro-textures in a face-milling experiment on aluminum alloy 

machining. It was hypothesized that an improvement in lubricant fluid retention was the source 

of the improvements in the anti-adhesive properties. Micro-dimples were created on mill face 

cutters and tested on mild steel by Lei et al. [108]. A finite element analysis was conducted on 

the textured inserts and no adverse effects were found; this conclusion was supported by 

experimental testing in which no catastrophic failures occurred. It was found that the textured 

surface reduced the machining forces by 10-30% and shortened the chip-tool contact length by 

30%, which causes chip curling and facilitates chip removal. Neves et al. [109] utilized laser 

surface texturing on twist drills to improve the adhesion of a TiN coating. The results 

demonstrated longer tool life when drilling steel for the drills textured prior to the coating 

application. 
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Laser ablation is a widely used method for surface texturing and was first introduced by 

Etsion et al. [110,104]. This method relies on short duration laser pulses with high energy 

densities that are fired on the surface to be textured. The short pulse durations of the laser are 

utilized to minimize the thermal effects in the material surrounding the ablated zone [111]. 

Another important advantage of laser surface texturing over the other methods is the versatility 

of the texture geometries that can be created. This is crucial for the optimization of the surface 

texturing parameters for specific applications.  

Northwestern has a Nd:YVO4 picosecond laser micromachining system, as shown in 

Figure 5.1. Picosecond laser pulses (wavelength of 532 nm, pulse duration 8 of ps) travel from 

the laser to the substrate surface via the beam delivery system. The part to be textured is mounted 

on the precision positioning system, which has five degrees of freedom with a linear resolution 

of 10 nm and an axial resolution of 10-4 degrees. The laser can achieve a high resolution of the 

textures as a single laser pulse would generate a dimple of approximately 10 µm in diameter.  
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Figure 5.1 Nd:YVO4 picosecond laser micro-machining system. 

 

5.2  Design and Optimization of the Laser Texturing Process  

Several variables may affect the outcome of the texture geometry and the quality of the 

laser textured surfaces including the laser scanning speed, pulse duration, pulse energy, focusing 

condition, number of passes, overlap value, etc. Therefore, it is necessary to study these 

parameters to determine their influences on the texture geometry and quality, to set a guideline 

for the laser process design. 

A flat-bottom circular dimple, with a radius of 200 µm was selected (as shown in Figure 

5.2) as the test geometry. 
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Figure 5.2 An image of a flat-bottom circular dimple acquired using a white-light interferometer. 

 

Since a single pulse can only generate 10 µm diameter of a Gaussian distribution, in 

order to acquire a 200 µm radius dimple, numerous circles, each with a different radius, need to 

be made to cover the entire 200 µm radius, as shown in Figure 5.3.  

 
Figure 5.3 Illustration of the laser scanning. Between each firing of the pulse, the focus of the 

laser moves ds along the scanning direction; and moves dr along the radial direction after 
completing a full circle. 

 

Focus tolerance is a parameter used to describe the variation of the focus distance within 

which the resulting depth variation of a texture is acceptable during the laser texturing process. 

Figure 5.4 depicts a test for flat-bottom dimples with a varying distance(z) between the 

workpiece and the laser lens. The axis is set such that at z=0, the maximum depth can be 
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acquired. We can see that for Δd<10%, we need Δz<+/-20 µm; for ΔD<25%, we need ΔZ<+/-50 

µm; whereas for offsets more than 200 µm, the texture quality would be considered unacceptable 

because the laser is severely out of focus. For depth variations between dimple to dimple, in most 

cases, we need a focus variation <+/-20 µm for an acceptable depth variation, whereas, ΔZ>+/-50 

µm would be usually considered unacceptable. The lens used for this test has a focused laser spot 

diameter of 10 µm, which is the one that was mainly used. 

 
Figure 5.4 Depth variation with respect to the distance from the focal location. 

 

Overlaps [112] in both the radial and scanning directions are the other significant controlling 

parameters that needs to be studied. As shown in Figure 5.3, (1 ) 100%
w

mO
d

= − × , where m is the 

movement of the axis between two laser pulses, dw is the effective working diameter of the laser 

beam; ds the incremental movement in the scanning direction, and dr the incremental movement 

in the radial direction. This process is necessary when the required texturing geometry is larger 
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than the beam diameter of 10 µm; hence, an incremental relative movement between the laser 

head and the manufacturing part is needed along the texturing direction while multiple pulses are 

being fired. Optimal overlap is necessary to acquire a balance between the manufacturing speed 

and the bottom surface roughness of the texture. The effects of the number of passes, feed rate, 

and laser parameters such as the power and repetition rate have not yet been studied. In our test, 

they were set as pass No. =1, feed rate=1 mm/s, repetition rate = 500 KHz, and power = 1.00 W, 

respectively. 

Figure 5.5 reveals that the depth increases as the overlap increases; for an overlap 

between 70-90%, the depth varies mostly from 1 to 3 µm. This would be the main depth range 

that can be achieved with one pass of the laser. 

 
Figure 5.5 Effect of the overlap on the depth. Or is the overlap along the radial direction, Os is the 

overlap along the scanning direction. 
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Since laser ablation removes an absolute value of a material, the original surface 

roughness may be reflected on the resultant bottom surface RMS of the dimple. For our sample, 

the RMS of the surface before texturing was measured as 0.012 µm. Figure 5.6 suggests that the 

RMS of the dimple's bottom surface can be approximately 0.1-0.2 µm for an overlap less than 

80%, and could increase rapidly for an overlap greater than 85%.  

 
Figure 5.6 Effect of overlap on the bottom surface roughness. Or is the overlap along the radial 

direction, Os is the overlap along the scanning direction. 

 

Owing to the complexity of the laser texturing process, as well as the fact that the 

relationships amongst the various parameters and their effects on the machining quality have not 

been fully understood, the above studies can act as guidelines for the process design of the 

desired texture geometry. An overlap of 85% is selected for the laser texturing process to achieve 

a good balance between productivity and the texture quality. 
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5.3  Fixture Design and Processing Method for Texturing Cylindrical 

Workpieces 

Texturing cylindrical surfaces is a major challenge; rotational and translational 

movements of the axes are required while maintaining the workpiece within the focus tolerance 

during the texturing process. A fixture for precise rigid mounting, concentric to the axis of 

rotation of the positioning system, has been designed, made, and installed. This highly versatile 

system permits the precise positioning of cylindrical and other complex surfaces for an accurate 

texturing. A collet adapter system is used for mounting cylinders between 0.090" and 0.905", as 

shown in Figures 5.7 and 5.8. Rubber-flex collets were selected because they outperform 

conventional split-steel collets in terms of the gripping power, accuracy, and durability. Larger 

cylindrical workpieces with diameters between 0.98-2.75" can be mounted with the three-jaw 

chuck, as shown in Figure 5.9. 

 
Figure 5.7 CAD model of the collet fixture for mounting cylindrical parts. 
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Figure 5.8 Photos of the collet system. 

 

 
Figure 5.9 Photos of the 3-jaw chuck system. 

 

The alignment of the system was tested as a benchmark for the actual texturing. The 

rubber collet system was used for testing the alignment with a sample cylinder radius of 5/16". 

The sample itself was considered to be a perfect cylinder. Three positions (a-5 mm, b-20 mm, 

and c-35 mm from the edge of the collet nut, respectively,) were tested for the translational focus 

variation, as shown in Figure 5.10.  
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Figure 5.10 Positions for testing the translational focus variation. 

 

For examining the rotational focus variation, dimples were created around the cylinder at 

positions a, b, and c, 45 degrees apart, as shown in Figure 5.11. The laser was initially focused at 

a-1 (Δz=0 for a-1). 

 
Figure 5.11 Test points for the rotational focus variation. 

 

Figure 5.12 shows that the focus error at each position, a, b or c, is approximately 10 µm, 

which is within the focus tolerance. Compensation in the z direction may be necessary if the 

texturing length is long. 
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Figure 5.12 Focus variation at different test points 

 

To maintain the focus of the laser during the texturing process along the cylindrical 

surface, a texturing scheme for rectangular grooves along a helical line should be designed. 

Figure 5.13 shows the trajectory of the helix line, where 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻_𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑡𝑡𝑡𝑡𝑡𝑡−1 2𝜋𝜋𝑟𝑟𝑚𝑚
𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

. For 

a helix lh，𝑙𝑙ℎ ∙ cos⁡(𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻_𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎), which is the lead, is achieved by a translational motion, 

𝑙𝑙ℎ ∙ sin⁡(𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻_𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎), which also equals to 2πrm, is achieved by a rotational motion to form the 

helix length, and the necessary rotational angle should be 𝑙𝑙 ∙ sin⁡(𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻_𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎) ∗ 360
2𝜋𝜋𝜋𝜋

. Then, a 

zigzag motion is used to accommodate the width of the groove. The texturing results are shown 

in Figure 5.14. 
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Figure 5.13 Trajectory of the helix line. The lead, l, is the amount travel along the translational 

direction with a 360 degrees rotation 

 

 
Figure 5.14 Photo of the textured rectangular grooves along the helix (left) and the measured 

cross section of the texture using a white-light interferometer (right). 

 

5.4  Surface Texturing High-Speed Drill Bit Margins for Adhesion 

Reduction 

5.4.1 Laser Surface Texturing Drill Bit Margins 

This study aims to reduce chip adhesion in a drilling process and enhance the tool life by 

applying surface textures on suitable locations on the drill bits. The failure of cutting tools is 

particularly troublesome for cutting materials that involve strong adhesion, for example, titanium; 

cutting chips are often found near the tip of the drill bit, as shown in Figure 5.15. The needed 
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cutting force increases with the built-ups, and a failure occurs when the drilling forces reach a 

sufficiently high level. We strategically applied a group of micro-scale surface textures in the 

drill bit surfaces and examined the capability of the textures to control chip adhesion; thereby, 

enhancing the tool life. 

 
Figure 5.15 Example of titanium buildup on the drill margin and the cutting edge 

 

Candidate surfaces for texturing the drill bits include the margins, lip relief, and flute, as 

shown in Figure 5.16. During drilling, frictional heating occurs on the drill margins due to 

contact with the wall of the newly made hole. Heat accumulation can cause chips to adhere to 

this area. Thus, surface textures have the potential to reduce such heat and adhesion; thereby 

improving the tool life. The lip relief is the surface that develops the most wear; hence, surface 

textures might help reduce friction and heat accumulation in this region. However, textures too 

close to the cutting edge may affect the mechanical strength of the drill, and wear could quickly 

wipe out any textures there. Although texturing the flutes could help in providing lubricant to 



110 

facilitate chip removal from the drill tip, chip adhesion is generally not problematic in this area. 

Therefore, this study focuses on texturing the margin surfaces of a drill bit. The results show that 

the choice is correct. 

 
Figure 5.16 Candidate surfaces of a drill bit for texturing 

 

The desired surface texture design is to make microscale shallow depressions, as shown 

in Figures 5.17 and 5.18, with lateral dimensions L and W which are one or two orders of 

magnitude larger than the depth dimension. These depressions can serve as micro reservoirs to 

retain lubricant. Previous work has shown that rectangular surface depressions arrayed in a 

triangular pattern (shown in Figure 5.17) result in the preferred beneficial lubrication condition 

[113-116]. Based on these results, the selected surface texture geometry was an array of 

rectangular depressions of 50 μm in width, 450 μm in length and 4 μm in depth. The work by 

Wang and Zhu [117] has suggested that each depression has its zone of influence. For the 

purpose of lubrication, the effects of neighboring influence zones are summed together. Due to 

the nature of cutting, lubrication is generally ineffective at the tooling-workpiece interface; the 
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function of the depression is mainly for adhesion reduction through the introduction of a 

different interfacial condition along the track of the relative motion of the chip flow so that the 

mating surfaces do not continuously experience the same metal-metal rubbing. Therefore, an 

overlap of the influence zones along the chip path should be created to intersect the relative 

motion direction.  

 
Figure 5.17 Texture design of a triangular distribution on the margin. A section of the margin is 

plotted, the rectangles are the location of the textures with dimensions L and W. 

 

 
Figure 5.18 Cross section of the texture design. A flat bottom shape is used. 

 

Figure 5.19 shows an estimate of the fluid pressure around the rectangular depressions, 

where the relative motion perpendicular to the texture length is analyzed. The length of the 

pressurized zone is almost the same as that of the rectangles. Therefore, for cutting, the influence 

zone can simply be the same shape as the depressions, and the overlap, t, can be defined based 

on the texture shapes, as indicated in Figure 5.17. The best distribution pattern for the most 
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effective overlap is the triangular distribution, shown in Figure 5.17. The textures are designed so 

that they are deep and sufficiently large to store lubricant but shallow and sufficiently small to 

not induce a reduction in cutter strength.    

 
Figure 5.19 Estimate of the fluid pressure around the rectangular depressions. 

 

The designs of two different coverage areas, approximately 10% and 20% of the margin 

surface area, were accomplished. Using the laser micro-machining system described previously, 

high strength steel drill bits (Dormer A920, 7.9 mm diameter by 40.6 mm flute, 76.2 mm overall 

length) were textured as depicted in Figure 5.20. After texturing, the samples were cleaned by 

sliding a cloth along the textured margins. 
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Figure 5.20 Comparison of the drills: untreated, 10% of the margins micro-textured, and 20% of 
the margins micro-textured. Each rectangular depression is 50 μm wide, 450 μm long and 4 μm 

deep. Note that the tip of the margin, shown in the circle, was not textured. 

 

The texture depth of each processed drill was measured at ten different spots (5 on each 

margin) using the ZygoNewView™ 7300 3D optical surface profiler. Figure 5.21 presents the 

resultant average depths and standard deviations of the textures for the 10% and 20% textured 

drills. While a variability in the texture depth was evident, the deviations were considered 

acceptable for this application. 

 
Figure 5.21 Average texture depth of each laser textured drill bit. 
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5.4.2 Drilling Test Results and Discussions 

A series of drilling tests were run at Boeing, as a collaborative work, in which three drills 

of each type were used to drill a set of holes at a constant feed of 24.9 mm per min and a 

constant speed of 245 revolutions per min. These parameters were selected to produce work 

material adherence to the baseline drills at a reasonable rate, so that the impact due to the 

texturing could easily be identified. The drills were first dipped in a Boelube 70104 lubricant for 

15 s, after which a hole was drilled through a 9.5 mm thick plate of annealed titanium 6Al-4V. 

Visual inspections of the drill bit were performed for every 10-15 holes. The holes were drilled 

using each drill, until a failure occurred. A failure was determined when the cutter was no longer 

able to drill through the titanium sheet.  

The adhesion of a larger area of the workpiece on the drill is directly linked to tool 

failures. Baseline drill bits #1, #2, and #3 failed at 30, 52, and 60 holes, respectively. The drill 

bits that have 10% of the margin area textured performed better, with the first drill failing at 45 

holes and the remaining two drills failing at 70 and 78 holes, respectively. Drill bits with a 20% 

textured area failed at holes 72, 30, and 71.  

Figure 5.22 illustrates the tool life comparison for the three drill types; the average 

number of holes produced for the untreated, 10% textured, and 20% textured drills were 47.3, 

64.3, and 57.7 holes, respectively. 
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Figure 5.22 Tool life comparison for the untreated, 10%, and 20% textured area drills, 

respectively. 

 

Figure 5.23 shows an example of the resulting images captured during the test of the 

baseline drill bit #2 after 0, 30, and 52 holes had been drilled. A small amount of chip adhesion 

was present after 30 holes were drilled. After the failure at 52 holes, a substantial amount of chip 

adhesion was visible, indicating that the failure mechanism was the titanium buildup on the drill 

margins. The images taken at failure or after 60 holes for baseline, 10% textured, and 20% 

textured drill bits are provided in Figures 5.24-5.26. In all the cases, the textured drill bits 

exhibited significantly less titanium buildup than the baseline non-textured drills. Much more 

buildup is visible at failure, again confirming the failure mechanism of chip adhesion. These 

images indicate that the titanium build-up on the drill margins was the dominant failure mode of 

the drills; they also reveal a correlation between a large titanium buildup on the margin and the 
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drilling torque above 7 N∙m with a peak temperature exceeding 475 ˚C. The circled area, where 

no textures were made, shows continuance of the material build-up, and may have contributed to 

the final failure of the drill bits. 

 
Figure 5.23 Images of the baseline drill #2 after (a) 0 holes drilled, (b) 30 holes drilled, and (c) 52 

holes drilled (Images taken after the drilling of 10, 20, 40 and 52 holes are omitted here due to 
space concerns). 

 
Figure 5.24 Baseline drills at failure (a) #1 after 30 holes drilled, (b) #2 after 52 holes drilled, 

and (c) #3 after 60 holes drilled. 

 
Figure 5.25 10% textured drills at failure (a) #1 after 45 holes drilled, (b) #2 after 60 holes drilled, 
and (c) #3 after 60 holes drilled. Circles indicate the tips of the drill bit margin where no textures 

were made. 
 

   

   

   

(a) (b) (c) 

(a) (b) (c) 

(a) (b) (c) 
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Figure 5.26 20% textured area at failure (a) #1 after 60 holes drilled, (b) #2 after 30 holes drilled, 
and (c) #3 after 60 holes drilled. Circles indicate the tips of the drill bit margin where no textures 

were made. 

 

In addition to surface inspections, measurements of the drill diameter near the tip were 

performed for every 10-15 holes to assess the thickness of the titanium material adhering to the 

drill margins. It was found that in some instances, an inter-hole shedding occurred, where the 

measured chip buildup was found to be thinner than that in the previous measurement. For 

untextured drills, two of nine sequential comparisons, or 22%, showed less build-up than in the 

previous drill condition examination, while for micro-textured drills, eight of 17 comparisons, or 

47%, show less build-up than in the previous drill condition check. The improvement in 

inter-hole shedding observed for the textured drills indicates that the titanium chip adhesion is 

notably reduced by the texture features.  

The results from this study reveal that creating textures on the margins of drill bits is a 

promising method for reducing adhesion and enhancing drill life. Rectangular texture features 

with an overlapping triangular distribution pattern appear to be promising texture designs.   

   

(a) (b) (c) 
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5.5  Chapter Summary  

This chapter reports the development of a laser texturing process and tooling for texturing 

cylindrical surfaces. Consistency in manufacturing the surface textures was achieved. This 

process was applied for surface texturing drill bits to reduce chip adhesion and enhance drill life.  

1) Three drill bit groups were textured and tested, which are non-textured drills, and those 

with 10% and 20% of the drill margin surface textured. A larger area of workpiece 

adhesion on the drill bit margin is directly linked to tool failure. Textured drill bits were 

found to exhibit less adhesion and improved the shedding of the adhered chips 

hole-to-hole.  

2) The shedding of the build-up ultimately led to a reduction in chip adhesion and therefore, 

extended the tool life. While 100% of non-textured drills failed at or before 60 holes were 

drilled, both of the texture designs tested (with 10% and 20% of the drill margin surface 

area textured) only resulted in a 33% failure when 60 holes were drilled.  

3) No discernible difference was found between the two texture designs in terms of the drill 

life at the tested conditions.  

The results from this portion of the study reveal that creating textures on the margins of 

drill bits is a promising method for these purposes. Rectangular texture features with a triangular 

distribution pattern appear to be promising texture designs.    
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Chapter 6 Understanding the Hydrodynamics of Surface Textures 

 

Surface textures affect the lubrication at the interface of the two components under 

contact and their relative motion. Although several factors are involved in the characterization of 

the interface, the hydrodynamics of the surface micro geometry is among the key concerns. This 

chapter aims to explore the texture effect on the hydrodynamics based on textures only, without 

the coupled influence of a macroscopic wedge. A model for a flat-flat interface formed by a 

textured and an untextured surface is developed based on the revised Payvar-Salant 

mass-conservation approach that focuses on the texture design only for understanding the effects 

of the texture geometry on the hydrodynamic pressure generation and load capacity under 

different working conditions.  

Single texture features are analyzed to explore the optimal geometry for a load capacity 

improvement. An empirical relationship is formulated to correlate the load capacity with the 

texture size, shape, and depth. Multiple texture features are studied for the interaction of the 

hydrodynamics of the features, for further optimizing the texture performance. The design limit 

after which the texture no longer generates a positive loading effect is determined. The 

magnitude of the load supporting the effect of the surface textures was also studied with a 

combination of the initial surface roughness. A maximum allowed initial roughness value for the 

texture application was explored. 
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6.1  Introduction  

Over the past decades, experimental studies have shown that suitable surface 

modifications by textures can have positive effects, including friction reduction, load capacity 

increase, wear prevention, tool life increase, etc. [118-120]. Significant efforts have been made 

on modeling surface texturing, which may be categorized into three types: the application of the 

Reynolds equation with the Reynolds boundary conditions, the implementation of a 

mass-conservation model of the lubricant flows, and the usage of computational fluid dynamics 

(CFD) models to solve the Navier-Stokes equation. For applications of the Reynolds model, the 

algorithm is well-developed, and the results can be achieved in a relatively short duration 

[121-123,116,124,125]; the models often involve thermal and/or elastic effects [126,127]. The 

mass-conservation model is a correction of the Reynolds model for flow continuity, where a 

striated flow is considered. It attempts a better description of the cavitation effect that is defined 

as the disruption of a continuous liquid phase by the emergence of a gas or vapor [128]. Since the 

beginning of the application of the JFO condition [129,130], several researchers have tried to 

improve the algorithm and the convergence of the computation using the finite difference method 

[115-118]. Models based on the finite element method have also been developed [119, 120]. 

Fowell et al. [121] identified the inlet suction and entrapment as the two mechanisms for the 

hydrodynamic lubrication of the textured bearings by means of an analytical solution of a 2D 

geometry. Recent studies, both from the numerical [122] and experimental [123] points of view, 



121 

have shown that the mass-conservation model generates a better prediction than the Reynolds 

model. Further, with the developments in computational power and open source CFD codes, 

more effort has been focused on the usage of the CFD for modeling the effects of the surface 

textures because it can take into account more physical phenomena such as fluid inertia, 

turbulence, etc. However, owing to the costs of a significant computational time increase, CFD 

studies, currently, mainly focus on the analyses of single pockets [124-127]. 

This study intends to understand the texture physics with a mass-conservation model of a 

flat-flat sliding interface, where the surface texture is the only source of pressure generation. We 

attempt to optimize the texture geometry for the maximum load capacity, and to study the effects 

of different boundary conditions on the optimal texture size with respect to different applications. 

The combined effect texture and the machined surface roughness is also explored. 

6.2  Numerical Model of a Flat-Flat Interface with Textures 

A schematic of the single dimple flat-flat model is presented in Figure 6.1. It consists of 

an infinitely long untextured sliding top surface and a textured but nominally flat bottom surface. 

The nominally flat-flat interface is utilized to view the effect of the surface textures only because 

the macroscopic wedge effects are all excluded. The top surface slides with a constant velocity, 

U, in the presence of a viscous lubricant with viscosity, η. The viscous flow between the two 

surfaces produces the hydrodynamic pressure. The bottom surface is attached to a rigid 

foundation. The viscous lubricant has a local thickness of h(x,y), while the clearance between the 
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nontextured area and the top plate is maintained constant at Href. The texture analyses focus on 

the load capacity. Finally, to benefit the motion in both sliding directions, symmetric texture 

geometries and distributions are preferred. 

 
Figure 6.1 A schematic of a nominally flat-flat interface with a single texture. The textured 

(bottom) surface is fixed while the top surface is sliding with velocity U. 

 

The model used for the texture analysis is the steady-state Payvar-Salant 

mass-conservation model [118], with the non-dimensionalized form as follows: 
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In Equation 6.1, x and y are the Cartesian coordinates, L is the length and width of the square 
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the ambient pressure, pc is the cavitation pressure, η is the dynamic viscosity of the fluid, U is the 
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relative speed between the mating surfaces, h is the local thickness of the film, Href is the 

reference film thickness that is set as the clearance, F is the cavitation index with φ  as a type of 

non-dimensionalized pressure, 𝜌𝜌 is the density of the lubricant, and 𝜌𝜌𝑐𝑐 is the averaged density in 

the cavitation region, where the lubricant is considered to be a mixture of fluid and gas (or air).  

2
0

6
( )c

LU
Href p p

η
−

is the non-dimensionalized working condition. For the baseline analysis, 

the parameters are set at U=1 m/s, η =35 cp, Href =2 µm, and L=1 mm. The ambient pressure p0 is 

set as the atmospheric pressure of 1 bar, and the cavitation pressure pc is set as zero in this study. 

The mesh grid size is set as 201*201. The elastic deformation of the surfaces is not considered 

because the pressure generated by the flat-flat sliding interface is low.  

Figure 6.2 shows a group of such textured features, and N1 is the number of dimples 

along the perpendicular direction, and N2 is the number of dimples along the flow direction. 

Based on the consideration of edge-effect minimization, three sets of boundary conditions are 

employed (Figure 6.3): B.C. 1: For N1<<N2, the boundary conditions are defined as periodic in 

the flow direction and prescribed in the perpendicular direction; B.C. 2: For N1 and N2 of similar 

magnitudes, the boundary conditions are considered to be prescribed in both the directions; B.C. 

3: For N1>>N2, the boundary conditions are set as prescribed in the flow direction and periodic 

in the perpendicular direction.  
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Figure 6.2 Distribution of the textured features. Square indicates the basic cell and the calculation 

domain for each dimple; circle indicates the dimple. N1 is the number of dimples along the 
perpendicular direction, and N2 is the number of dimples along the flow direction. 

 

 
Figure 6.3 Three different boundary condition treatments corresponding to (a) B.C.1: periodic in 

the flow direction, prescribed in the perpendicular direction, (b) B.C.2: prescribed in both the 
directions, and (c) B.C.3: prescribed in the flow direction, periodic in the perpendicular direction. 

 

The basic cell of a single texture is analyzed with the B.C.1. As shown in Figures 6.4 and 

6.5, the top geometries of the texture features studied are rectangular (rect) or elliptical (ellip) in 

shape, and the cross section shapes are flat-bottom (flat), arc (cos) that is characterized by a 

cosine function, and triangular shapes. For triangular shapes, three different shapes were 

considered with the cross points at the center (triC), left corner (triL), and right corner (triR), 

respectively. The texture parameters, A, B, and the texture depth, d, are studied; A and B are the 

two axes for the elliptical dimples, or the width and length for the rectangular dimples, 
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respectively. Multiple textures on the surface are analyzed with all the three B.C.s, and the 

effects of N1 and N2 on the texture size are also explored. The average generated pressure, Pavg, 

shown below, is used for pressure evaluations. 

02 2

( , )
avg

p x y dxdyLoadP p
L L

= = −∫∫
                                   

(6.2) 

Because the ambient pressure p0 has already been subtracted, Pavg>0 indicates a positive 

pressure gained from a texture design, whereas on the other hand, Pavg<0 suggests a negative 

texture effect. 

 

 
 

Figure 6.4 Parameters for single texture design for the elliptical (ellip) and rectangular (rect) 
dimples. A is the width along the flow direction, and B is the width along the perpendicular 

direction, respectively. 
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Figure 6.5 Cross sections studied for a single texture design, which are flat-bottom (flat), arc (cos), 
triangular center (triC), triangular left (triL), and triangular right (triR), respectively, from left to 

right. 

 

6.3  Numerical Results and Discussions 

6.3.1 Design and Optimization of a Single Texture 

In the single texture analysis subjected to B.C.1, the geometric parameters are the focus. 

Figure 6.6 indicates that for the geometric parameter B/L, regardless of the texture geometry, 

Pavg increases as B/L increases. In future analysis, B/L will be set at 0.9 to avoid the side flow 

and maintain the material strength between textures. This is owing to the fact that in the current 

setup, the textures always generate a positive effect; therefore, the non-textured area in the 

direction perpendicular to the flow would not offer a load capacity improvement.  
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Figure 6.6 Effect of B/L on Pavg for elliptical, flat-bottom dimple with A/L=0.6, depth=3 µm 
(circle), rectangular, flat-bottom dimple with A/L=0.6, depth=2 µm (diamond), rectangular, 
flat-bottom dimple with A/L=0.2, depth=2 µm (square), rectangular, arc-bottom dimple with 

A/L=0.2, depth=2 µm (triangle). 

 

For the depth, from Figure 6.7, regardless of the texture top geometry, cross section, or 

size, a non-dimensionalized empirical equation was acquired, as shown below: 

P = F(D) = C1 ∙
Da

e�C2 ∙D b �−1
,                                       (6.3a) 

with non-dimensionalized P=Pavg/p0, and D=d/Href based on the calculated results, C1, C2, a, and 

b are the fitted parameters. 
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Figure 6.7 Effect of depth D=d/Href on pressure P=Pavg/p0 for various geometries. B/L=0.9. The 

symbols are from the simulations, and the curves are from the fitted Equation 6.3a. The 
flat-bottom elliptical dimple generated the highest pressure. 

 

The symbols shown in Figure 6.7 are the numerical results, whereas the lines are the 

fitted curves using Equation 6.3a. We can see that they match well with R>0.999 for all the cases. 

The high peak values are from the flat-bottom elliptical dimple, suggesting a possible optimal 

texture geometry. Further study into flat-bottom elliptical dimples of different A/L parameters 

show that the pressure-depth equation, Equation 6.3a can be further decomposed into the 

following with C1 now a function of A/L. 

P = F(A/L) ∙ G(D) = F(A/L) ∙ Da

e�C2 ∙D b �−1
                                   (6.3b) 
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The result of the above equation is shown in Figure 6.8, with R>0.998, where F and G are 

functions of A/L and D as the only variables, respectively. The symbols are from the simulations, 

and the curve is obtained by curvefitting Equation 6.3a with a unique C1 , or F(A/L), for each 

A/L.  

 
Figure 6.8 Effect of D=d/Href on pressure P=Pavg/p0 for different values of A/L of the flat-bottom 
elliptical dimple. B/L=0.9. The symbols are from the simulation, and the curve are from fitted 

Equation 6.3a with a unique C1 for each A/L. As C1 is unique for each A/L, it can be written as a 
function of A/L, F(A/L).  
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Figure 6.9 Third order polynomial form for F(A/L) vs. A/L for the flat-bottom elliptical dimple, 

B/L=0.9. The symbols are from the simulation, and the curve is fitted to a third order polynomial. 
 

In order to obtain the form of function F(A/L), a third-order polynomial is used, as shown 

in Figure 6.9. The third-order polynomial relationship between P and A/L is further validated 

with flat-bottom rectangular dimples and cosine-bottom elliptical dimples with R>0.993 and 

R>0.999 for both the cases, respectively, as shown in Figure 6.10. 

 
Figure 6.10 Effect of A/L on P for the arc-bottom elliptical dimple and the flat-bottom rectangular 
dimple, respectively. B/L=0.9. The symbols are from the simulation, and the curves are fitted to a 

third order polynomial. 
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Based on the above analysis, we obtained an empirical formula, 

P = F(A/L) ∙ G(D) = [C1(A/L)3 + C2(A/L)2 + C3(A/L)] ∙ Da

e�C4 ∙D b �−1
          (6.4) 

where C1, C2, C3, C4, a, and b are the fitted parameters. 

Comparing the different combinations of the top geometries and cross sections, Figure 

6.11 reveals that the flat-bottom elliptical dimple provides the maximum Pavg, at A/L=0.83, 

corresponding to a coverage density of 59% when B/L=0.9 at D=1.35 (depth=2.7 µm for Href=2 

µm), with the generated P=0.88 (Pavg at 0.88 bar above the ambient pressure). 

 
Figure 6.11 Maximum P for various dimple geometries, B/L=0.9. The flat-bottom elliptical 

dimple generated the highest pressure. 

 

The effect of the sliding velocity U is studied, and the results are shown in Figure 6.12. 

The symbols are the calculated non-dimensionalized P=Pavg/p0 from the simulation, and the 

curves are from the fitted Equation 6.4. Because all the analyses mentioned above are based on a 
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non-dimensional working condition parameter 2
0

6
( )c

LU
Href p p

η
−

, the numerical results can also 

be interpreted as an accumulative effect owing to the changes in the other parameters, such as η, 

Href, and L for other applications. Flat-bottom elliptical dimples were used in this study because 

they had demonstrated an optimal performance in the single texture load-capacity analysis, 

shown in Figure 6.11. Figure 6.12 suggests that the optimal depth is related to the reference film 

thickness, D=d/Href ≈1, or slightly larger than one. As U increases, the optimal depth increases. 

For the high speed cases, a wide range of speeds are capable of supporting considerably large 

loads. The design can tolerate a wide range of depths, up to D=4 for U=1 m/s, and the usable D 

range could be even larger for higher speeds. When the speed decreases, the texture can no 

longer generate a noticeable load capacity. When U drops to approximately 0.05 m/s, a 

noticeable pressure cannot be generated. Meanwhile, the optimal A/L values are consistent, 

between 0.7 to 0.9, with a slight increase with increasing U, as shown in Figure 6.13. 
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Figure 6.12 Effect of D=d/Href on pressure P=Pavg/p0 at three relative speeds. B/L=0.9. The 

symbols are from the simulation, and the curves are from the fitted Equation 6.4. 

 
Figure 6.13 Effect of A/L on P=Pavg/p0 for various speeds at an appropriate D. B/L=0.9. The 

symbols are from the simulation, and the curves are from the fitted Equation 6.4. 
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6.3.2 Design and Optimization of Multiple Textures 

Analyses of the performance of multiple textures subjected to B.C. 2 are conducted for 

the study of the effect of N1 and N2 on the texture size, namely the optimal A/L value. 

Flat-bottom elliptical dimples are used for the analyses because they had demonstrated the 

maximum load capacity in the single texture analysis. For the texture distribution shown in 

Figure 6.2, two cases are studied: The first case maintains N1=1 but increases N2 from 1 to 

N2>>N1., which can be simulated using the periodic boundary conditions along the N2 direction 

(B.C.1); The second case keeps N2=1 but increases N1 from 1 to which correspond to N1>>N2., 

which can be simulated using B.C.3. The results suggest that as N2 increases, the optimized A/L 

value increases (as shown in Figure 6.14), whereas as N1 increases, the optimized A/L value 

decreases (as shown in Figure 6.15). For all the cases with P<0, the surface texture generates a 

negative effect. The following curves are fitted to the previously acquired third-order polynomial 

relationship for A/L, F(A/L) = C1(A/L)3 + C2(A/L)2 + C3(A/L).  
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Figure 6.14 Size effect of A/L for multiple dimples with an increasing N2. N1=1, B/L=0.9. The 

symbols are from the simulation, and the curves are from the fitted third-order polynomial. 

 
Figure 6.15 Size effect of A/L for multiple dimples with an increasing N1. N2=1, B/L=0.9. The 

symbols are from the simulation, and the curves are from the fitted third-order polynomial. 

N1

N2

…

…

……

N1

N2

…

…

……



136 

 

When plotting the relationship between N2/N1 and the optimal A/L in Figure 6.16, with 

B.C.1 and 3 for the both ends (for plotting purposes, set N2/N1 at 104 for B.C.1 and 10-4 for  

B.C.3, respectively), we can see that the data points land on an almost quarter elliptical curve, 

and there exists a critical A/L = λ (for our case λ=0.4). For N2/N1<λ, the textures always generate 

a negative effect. For the case of N1=N2, the optimal A/L value is currently only around 0.35, 

compared to 0.83 for the single texture analysis under B.C.1. 

 
Figure 6.16 Effect of N2/N1 on the optimal A/L. B/L=0.9. At different N2/N1 ratio, the optimal 

A/L value changes. For N2/N1<λ ≈ 0.4, the textures always generate a negative effect. 

 

λ 
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6.3.3 Influence of the Original Surface Roughness 

The original surface roughness with a Gaussian distribution is generated using the 

method by Patir [128]. Five surfaces were generated for each case and the optimal single texture 

geometry for the flat-bottom elliptical dimples was used for the analysis with the application of 

B.C.1. Figure 6.17 compares the load carrying ability of the textures when combined with 

different initial RMS surface roughnesses. With no initial surface roughness, the texture would 

generate the load capacity by itself, as shown in the results presented in the previous section. 

When only the surface roughness exists without the texture, the surface would generate a 

non-zero average load that varies based on the magnitude of the surface roughness and the 

specific surface profile. When we combine the surface texture with the initial surface roughness, 

the final load generated is the average of the surface texture effect with a variation corresponding 

to the initial surface roughness. This observation suggests that the final load capacity generation 

is a combined effect of the two. The comparison between the two cases, RMS=0.1 µm and 

RMS=0.2 µm, suggests that as the surface roughness increases, the resulting variation also 

increases, and the effect of the surface roughness may offset the positive effect of the surface 

texture.  
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Figure 6.17 Combined effect of the surface texture and surface roughness on Pavg for the 

flat-bottom elliptical dimple with D=1.5, A/L=0.8, B/L=0.9. 

 

Figure 6.17 also suggests that the surface texture we had assigned at the current working 

conditions is able to tolerate a roughness of RMS=0.1 µm while maintaining its positive effect 

on the load capacity. Therefore, when designing for different applications, design engineers need 

to take into consideration the influence of the initial surface roughness for ensuring that the 

positive effect of the surface roughness is sufficiently large to overcome the variations.  

6.3.4 Cavitation Effect 

The pressure distribution for single textures is studied to compare the differences caused 

by the geometric changes. The cavitation pressure pc=0 is below the ambient pressure which is 

currently set at p0=1 bar; therefore, it causes a negative effect on the load capacity Pavg since the 

ambient pressure is subtracted. The pressure build-up on reaching the geometric step produces a 

positive load effect and a smaller cavitation region with higher pressure build-up is preferred. 
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However, when a cavitation no longer exists, the pressure build-up becomes negligible for a 

noticeable positive load capacity effect. Therefore, the cavitation region cannot be zero.  

A comparison between elliptical and rectangular dimples of the same size and depth 

shown in Figure 6.18 suggests that the elliptical dimples yield a smaller cavitation region and a 

higher-pressure build-up. This is owing to the fact that the lubricant attains the step edge earlier 

in the elliptical dimples because of the edge curvature. Physically, this should lead to an inward 

flow of the lubricant to the center inside the texture, decreasing the cavitation region.  

Meanwhile, a pressure is generated and accumulates around the central area, and a larger Pmax is 

achieved. 

A comparison between flat-bottom elliptical dimples with different A/L values is shown 

in Figure 6.19. A larger A/L results in a larger cavitation region, suggesting a larger inlet suction 

effect that generates a higher pressure build-up. Therefore, a balance between the cavitation 

region and the pressure build-up is necessary for an optimal A/L value. 
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Figure 6.18 Pressure distributions for the cases with different texture top geometries. The elliptical 
dimple showed smaller cavitation region and a higher pressure build-up. 

 

 
Figure 6.19 Pressure distribution over the textures with the same top geometry but different texture 

sizes A/L. Larger texture size generated a larger cavitation region with a higher pressure  
build-up. A balance between the cavitation region and the pressure build-up is necessary for 

optimization. 
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Figure 6.20 depicts the behaviors of elliptical top geometry textures with two different 

bottom shapes, namely, the flat-bottom and the cosine-bottom; the cavitation area is found to be 

the same. Although the shapes of the inlet are different, under the current working conditions, 

both still reach cavitation at the immediate edge of the textures. For dimples with a flat-bottom 

shape, the step generates a higher-pressure build-up compared to the gradual wedge of the cosine 

shape. 

 
Figure 6.20 Pressure distributions for textures of different cross sections. Compared with the 

arc-bottom dimple (described with a cosine function), the flat-bottom dimples generated a higher 
pressure build-up, whereas the cavitation regions are similar. 

 

6.4  Chapter Summary  

A mass-conservation model for the lubrication of the interface of two nominally flat and 

parallel surfaces with textures was developed. The texture geometry was optimized for single 
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and multiple textures under different boundary conditions. The following conclusions can be 

made: 

1) For single texture features analyzed with the periodic boundary condition along the flow 

direction and the prescribed boundary condition along the perpendicular direction, an 

empirical formula between the non-dimensionalized P=Pavg/p0 and the geometric 

parameters A/L and depth D=d/href  is acquired as follows:  

P = [C1(A/L)3 + C2(A/L)2 + C3(A/L)] ∙ Da

e�C4 ∙D b �−1
, which can be used for texture 

geometry optimization.   

2) The optimal single texture geometry was found to be a flat-bottom elliptical dimple with 

A/L=0.83 (coverage density=59%, when B/L=0.9) and D==d/href =1.35, (corresponding 

to a depth d=2.7 µm when href=2 µm) under the currently analyzed working conditions. 

3) Multiple textures design was analyzed by studying the effect of N1/N2 with the prescribed 

boundary conditions along both the directions. As N1 increases, the optimal A/L value 

decreases; whereas as N2 increases, the optimal A/L increases. For the currently analyzed 

working conditions, when N2/N1<0.4, the textures would always generate a negative 

effect on the load supporting ability. 

4) For textures on machined rough surfaces, the resultant load capacity is the combined 

effects of the surface roughness and the engineered texture; the variation caused by the 

initial surface roughness may surpass the surface texture effect, if the initial surface is 
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very rough. For the currently analyzed working conditions, an RMS=0.1 µm can be 

tolerated. This may be crucial for surface texturing applications because the effect of the 

initial surface finish is often overlooked. 
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Chapter 7 Conclusions 

 

The tribological behaviors of lubricated interfaces are highly affected by the interactions 

between the mating surfaces and the rheological properties of the lubricant between them. 

Lubrication improvement requires two approaches, 1) designing surface textures for lubrication 

enhancement and adhesion reduction, and 2) developing lubricants of desired rheology. The 

research reported in this thesis tackles both from model-based simulations. 

Molecular dynamics simulations enable us to predict the properties of the lubricant based 

on the molecular structures. However, due to the time- and length- scale limitations, direct 

viscosity calculations cannot be achieved for high pressure and high molecular weight polymers. 

In Chapters2-4, modeling methods were developed to overcome such challenges. The key 

findings are summarized as following: 

In Chapter 2, The viscosities of a branched alkane, 1-Decene trimer, under various 

pressures and temperatures were calculated through direct NEMD, together with a 

time-temperature superposition (TTS)-based extrapolations using the simulated results from the 

NEMD at elevated temperatures, based on the analyses of the rotational relaxation time to 

determine the successful capture of the 1st Newtonian. The data were used to obtain the 

pressure-viscosity coefficients, 𝛼𝛼0 and 𝛼𝛼∗, for this typical base oil. The calculated α values well 

agree with the experimentally measured data, although the absolute values of the shear viscosity 
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were underestimated by the calculations in general. Well agreed experimental and calculated 

pressure-viscosity relationships indicate that the proposed model is a promising method for the 

evaluation of such relationships of base oils in the C20-C40 range. The acquisition of a more 

accurate and convenient temperature-viscosity model for extrapolation would further improve 

the accuracy of the 𝛼𝛼∗ prediction. 

In Chapter 3, a novel concept of utilizing the change in radius of gyration to predict the 

critical shear rate is proposed. 

1) The radii of gyration at various shear rates were calculated for the three molecular 

structures, 1-Decene trimer (C30H62), squalane (C30H62), and OCP (C90H182), respectively. 

The increase in the radius of gyration at increased shear rates was correlated successfully 

to the temporary shear thinning behavior of the lubricant. The transition region and the 

critical shear rate estimated by both the shear thinning curve and the Rg curve agreed 

reasonably well with each other.  

2) TTPS of both the viscosity and the Rg data through the MD simulations were also 

demonstrated for a wide range of temperatures and pressures. Mastercurves for both 

viscosity and Rg was acquired for the three lubricants. 

Utilization of Rg as an indicator provides a method for evaluating the shear thinning 

behavior of various molecular structures, when a direct acquisition of the viscosity is challenging 

and at times impractical; TTPS further expands the molecular structures and sizes that can be 
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evaluated for various applications, and reduces the number of simulation cases needed at specific 

pressure and temperature once the mastercurve is established.  

Chapter 4 reports a MD simulation-assisted viscosity calculation method that combines 

MD computations with the Berry and Fox type structural-viscosity model for predicting the 

viscosities of linear and branched polymer lubricants with molecular weights up to 105.  

1) The viscosities of Polyethylene (PE) and Poly-α-olefin (PAO) with different molecular 

weights, representing a linear polymer and a branched polymer, respectively, were 

predicted using the viscosity of a low molecular weight molecule (C76 for PE and 

PAO2-PAO6 for PAO). The results agreed well with experimental data, showing that the 

modeling method could predict the viscosity high molecular weight molecules using the 

same monomers. 

2) The exponent a should be a function of temperature and polymer structure, and its 

accurate value can be estimated from the slope of multiple low molecular weight liquids. 

This empirical constant was further modified for PAO based on the MD simulations 

depending on the individual polymer structures for increasing the accuracy of the model. 

3) Self-diffusion coefficient can be directly calculated from MD simulations, and it was 

used to further increase the accuracy of the empirical value, cX , which is a critical value 

where the exponent for the viscosity increase changes. 
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The proposed approach can be a useful method for the development and evaluation of 

synthetic lubricants because it enables us to build a long-chain polymer with a desired viscosity 

from a simple, low-weight molecule. It increases the range of the molecular structures that can 

be explored and reducing the cost of the initial lubricant development. 

Chapters 5 and 6 study the effect of surface texturing in different lubrication regimes. The 

key findings are summarized as following: 

Chapter 5 reports the development of a laser texturing process and tooling for texturing 

cylindrical surfaces. Consistency in manufacturing the surface textures was achieved. This 

process was applied for surface texturing drill bits to reduce chip adhesion and enhance drill life.  

1) Three drill bit groups were textured and tested, which are non-textured drills, and those 

with 10% and 20% of the drill margin surface textured. A larger area of workpiece 

adhesion on the drill bit margin is directly linked to tool failure. Textured drill bits were 

found to exhibit less adhesion and improved the shedding of the adhered chips 

hole-to-hole.  

2) The shedding of the build-up ultimately led to a reduction in chip adhesion and therefore, 

extended the tool life. While 100% of non-textured drills failed at or before 60 holes were 

drilled, both of the texture designs tested (with 10% and 20% of the drill margin surface 

area textured) only resulted in a 33% failure when 60 holes were drilled.  
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3) No discernible difference was found between the two texture designs in terms of the drill 

life at the tested conditions.  

The results from this portion of the study reveal that creating textures on the margins of 

drill bits is a promising method for these purposes. Rectangular texture features with a triangular 

distribution pattern appear to be promising texture designs.   

A mass-conservation model for the lubrication of the interface of two nominally flat and 

parallel surfaces with textures was developed. The texture geometry was optimized for single 

and multiple textures under different boundary conditions. The following conclusions can be 

made: 

1) For single texture features analyzed with the periodic boundary condition along the flow 

direction and the prescribed boundary condition along the perpendicular direction, an 

empirical formula between the non-dimensionalized P=Pavg/p0 and the geometric 

parameters A/L and depth D=d/href  is acquired as follows:  

P = [C1(A/L)3 + C2(A/L)2 + C3(A/L)] ∙ Da

e�C4 ∙D b �−1
, which can be used for texture 

geometry optimization.   

2) The optimal single texture geometry was found to be a flat-bottom elliptical dimple with 

A/L=0.83 (coverage density=59%, when B/L=0.9) and D==d/href =1.35, (corresponding 

to a depth d=2.7 µm when href=2 µm) under the currently analyzed working conditions. 



149 

3) Multiple textures design was analyzed by studying the effect of N1/N2 with the prescribed 

boundary conditions along both the directions. As N1 increases, the optimal A/L value 

decreases; whereas as N2 increases, the optimal A/L increases. For the currently analyzed 

working conditions, when N2/N1<0.4, the textures would always generate a negative 

effect on the load supporting ability. 

4) For textures on machined rough surfaces, the resultant load capacity is the combined 

effects of the surface roughness and the engineered texture; the variation caused by the 

initial surface roughness may surpass the surface texture effect, if the initial surface is 

very rough. For the currently analyzed working conditions, an RMS=0.1 µm can be 

tolerated. This may be crucial for surface texturing applications because the effect of the 

initial surface finishes is often overlooked. 

The results in this study provide multiple tools for advancing the understanding of 

lubrication performances at the lubricated interfaces and designing of mating surface topography 

and the lubricant between them. The rheological modeling of the lubricant enables us to predict 

the viscosity of the lubricant based on its molecular structure, and the operating temperature, 

pressure and shear rates. The predictive capabilities of the models enable us to develop and tailor 

the lubricant to offer optimal performances at the working interfaces. The positive effects of the 

surface textures on the mating surfaces were demonstrated both experimentally and numerically. 

Guidelines for texture design and promising texture patterns were provided. At the given 
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working conditions, either one or both of these solutions can be utilized for improving the 

tribological performances of lubricating interfaces. 
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