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ABSTRACT<br>Essays on the Sociological Analysis of Segregation and Natural Language<br>Antonio Nanni

This dissertation contributes to the theory of segregation and methodologies to measure it. The first two chapters focus on the traditional problem of quantifying segregation in traditional survey data through segregation indices. Segregation indices describe the segregation of an environment with one number - usually from 0 to 1 . The last chapter focuses on a new form of data: unstructured textual data. It analyzes the issue of extracting stereotypical cultural schema from this kind of data using the increasingly-popular word embedding models.

In the first chapter, we show that segregation indices calculated from samples are biased and unreliable, especially in small samples. Often, researchers use segregation indices on samples to estimate the segregation in a population. Therefore, statistical inference on segregation indices is necessary, but methods to conduct this kind of inference are scarcely available and not generally used. To obviate the problem, the chapter formulates two new general techniques based on non-parametric Bayesian models. The new techniques are applicable to any segregation index or function of segregation indices. To demonstrate their capability, the chapter tests the Bayesian techniques on the D and Theil indices, and the decomposition of the Theil index. Extensive Monte Carlo simulations compare the performances of the new Bayesian techniques with the current
standard practice and currently-best available alternative, a bootstrap-based estimator. In all of the simulations, the new techniques provide more reliable inferences than previously achieved. Particularly, the Bayesian techniques appear remarkably more accurate on small samples and in the production of confidence intervals. We recommend using the new Bayesian techniques to conduct inference, especially in smaller samples.

The second chapter analyzes the issue of comparing segregation indices. Often, researchers use segregation indices to compare segregation in different environments. However, it is very difficult to interpret the differences in segregation indices between two environments, since traditional indices mixes different phenomena. The chapter formalizes the problem of interpreting change in segregation and builds a new family of indices that is interpretable from this perspective. One of its member, $Q$, is both interpretable and strongly decomposable, as is the Theil index. To formulate of $Q$, the paper also provides new results about margin-free indices (Charles and Grusky, 1995). It formulates the only way to build margin-free indices and provides a new solution to the zero problem afflicting these indices. As a result, the chapter also formulates the index $Q^{*}$, which is the first strongly-decomposable margin-free index.

The third chapter analyzes the use of word embedding models in the social sciences. Word embedding models represent each word from a textual corpus as a vector in a multi-dimensional space. They are increasingly popular in the social sciences for their ability to capture cultural schemas from readily-available textual corpora. Sociologists have used word embedding models to study a variety of different issues: from the association of obesity to gender, to the evolution of the concept of social class. A growing literature in computer science and linguistics examines how words become vectors, but fewer works analyze how to extract meaning from such vectors in order to draw social scientific conclusions. The chapter focuses on the theoretical and methodological assumptions governing the latter process. It shows that previous social scientific research relies
on a simple model of meaning in word-vectors. Subsequently, it formulates a more general model linking meaning and vectors - the "simple algebra of meaning". The simple algebra of meaning subsumes previous methodologies and paves the way for methodological innovation in the social scientific use of word embedding models. Finally, the chapter draws upon the new model to expand the current uses of word embedding models. It shows how to 1 . accommodate non-binary oppositions, 2. analyze entire documents (as opposed to single words), 3. consider more than one concept at the same time, 4 . decompose the meaning of documents into a function of the meaning of their words. As an example, the chapter tests the new methodologies on a corpus of $30,228 \mathrm{ab}-$ stracts about climate change and estimates the Lovecraftian aura of words from publicly-available word embedding.
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## Introduction

What is segregation? How do we measure it? How do we draw robust conclusions about it from data? These are some of the most debated questions in the social sciences, where segregation often plays a central role in the study of inequality (Jahn et al., 1947; Hutchens, 1991; Frankel and Volij, 2011). This dissertation contributes to this long-standing debates with its three chapters.

The first two chapters are firmly traditional in their settings and goals. They both start with the issue of defining and measuring segregation in data from Census or similar data collection efforts. In this kind of data, individuals are often questioned about their group (for example, race) and unit (for example, neighborhood). The group-unit joint distribution constitutes the core of traditional analysis of segregation. This data form is discussed explicitly in Section 2.2, but it also underlies Chapter 1 as well as most previous work about segregation in the social sciences (Reardon and Firebaugh, 2002).

This traditional form of data has been the basis for the rich literature about segregation indices (Jahn et al., 1947; Duncan and Duncan, 1955; James and Taeuber, 1985; Reardon and Firebaugh, 2002; Frankel and Volij, 2011). Segregation indices quantify segregation in an environment starting from the joint distribution of the group and unit variables. They map any data of this kind to a real number - usually normalized between 0 and 1 - where a higher number indicates more segregation. With respect to the endeavour of quantifying segregation through indices, the contributes two new methodological and theoretical tools.

Chapter 1 discusses the issue of performing statistical inference about segregation indices. Previous literature has repeatedly noticed that the sample distribution of segregation indices appears positively biased: the segregation index of a sample is expected to be higher than the segregation index in the entire population (Cortese et al., 1976; Winship, 1977; Carrington and Troske,

1997; Allen et al., 2015). Appendix D proves that this empirical observation is based on theoretical properties of indices as mathematical (convex) functions. This is the case for the D (Duncan and Duncan, 1955), Mutual information (Theil and Finizza, 1971) and Atkinson (James and Taeuber, 1985) indices, some among the most popular indices. Chapter 1 provides a workaround to this problem: if we know a priori that the sample-level index is biased, cannot we systematically estimate an index value as lower than the level registered in the sample? Starting from this core intuition, the chapter develops two original, generally-applicable inferential methodologies for segregation indices: the DP and C-DP methods, which are based on non-parametric Bayesian statistics (Ferguson, 1973; Li et al., 2019). The chapter performs extensive analysis of the performances of these two new inferential approaches, which appear to be consistently more reliable than the current standard practice (plug-in estimator) and the best available alternative (bootstrap correction).

Chapter 2 discusses a core problem of the index literature: how we map a joint distribution of groups and units to a single value representing segregation (Duncan and Duncan, 1955; Coleman et al., 1982; James and Taeuber, 1985; Hutchens, 1991; Frankel and Volij, 2011). As the chapter details, there are different, incompatible approaches to this time-honored issue: the exposure approach, the evenness approach, and the association approach (Massey and Denton, 1988; Reardon and Firebaugh, 2002). These approaches are incompatible on a deep, theoretical level. Such incompatibility emerges when we consider the issue of change: how should an index change as the underlying environment changes? By construction, these approaches necessarily provide different answers (Coleman et al., 1982).

This incompatibility of the three main approaches to quantifying segregation immediately spurs a question: how do we interpret a difference in segregation indices between two environments? Notwithstanding a long, extended debate on the question (Blau and Hendricks, 1979; Semyonov
and Scott, 1983; James and Taeuber, 1985; Charles and Grusky, 1995; Grusky and Levanon, 2006; Elbers, 2021), current indices and (more in general) methodologies do not provide a satisfactory answer: the difference between two indices is very difficult to interpret substantially. In fact, an analyst cannot distinguish what empirical phenomena are driving (and to what extent) the observed change in segregation levels. This is not a secondary issue, our ability to assess historical trajectories (Jacobs, 1989; Tomaskovic-Devey et al., 2006) and spatial differences (McCall, 2001) in segregation hinges on this crucial question.

The chapter reframes the issue of change and its interpretation in a broader theoretical and methodological framework. It uses recent results from mathematics (Osius, 2004) to characterize the class of margin-free segregation indices (Charles and Grusky, 1995; Elbers, 2021; BouchetValat, 2022) - see Appendix F. Then, it builds on this result to create a new family of margin-free segregation indices - the Centered-Norm family. Among this family, the chapter zooms in on $Q^{*}$, which has the special property of being strongly-decomposable, like the Theil or Atkinson indices (Frankel and Volij, 2011) $Q^{*}$ is the first margin-free index to have this property. Unfortunately, margin-free segregation indices may be counter-intuitive as they do not represent the experience of the individuals in an environment (Elbers, 2021). However, the chapter shows that we can modify the margin-free $Q^{*}$ into $Q$, which is not margin-free and represents the experience of the (geometric-)average individual. $Q$ is easy to interpret substantially, since it neatly separates the influence of the marginal distributions from the influence of the structural association element. This makes it possible to clearly distinguish the influence of the changing margins as opposed to different patterns within the units (Grusky and Levanon, 2006).

Chapter 3 leaves the traditional forms of segregation data to focus on unstructured textual data, which is increasingly abundant and an important source for the social sciences (Evans and Aceves, 2016). Unstructured textual data can be used to analyze segregation and in general the association
of groups and units - for example, the association of occupations and gender (Garg et al., 2018) or the association of income and education (Kozlowski et al., 2019). In particular, the use of word embedding techniques (Mikolov et al., 2013) is growing in popularity in the social sciences (see for example Stoltz and Taylor, 2021; Arseniev-Koehler et al., 2022; Nanni and Fallin, 2021). This family of computational models maps each word of a corpus to points in space, preserving (some among) the semantic properties of the words. Importantly, the word-point maps that are produced capture implicit associations between social groups and concepts, in the roughly the same way that survey (Kozlowski et al., 2019; Joseph and Morgan, 2020; van Loon and Freese, 2022) or implicit association tests (Caliskan et al., 2017) capture them. The point is that it is often easier to obtain substantial amount of unstructed texts from groups than to survey them - especially when exploring the culture of groups from the past (Nelson, 2021).

Notwithstanding the growing interest and the great potential of word embedding techniques to explore social scientific topics, the methodological and theoretical basis for the use of these techniques in the social sciences remains fuzzy. The basic idea that word embedding captures semantic relations through the distributional hypothesis (words appearing in similar contexts are similar, see Harris, 1954) is under-specified. As Lenci (2008) notices, the distributional hypothesis is not even a semantic hypothesis primarily. In fact, word embedding can also retrieve morphological regularities such as verb inflection (see for example Levy and Goldberg, 2014a). Thus, the distributional hypothesis is not sufficient to justify word embedding efficacy to retrieve semantic relations - let alone to justify the specific methodologies that computer scientists and social scientists use to retrieve these relations. As as a result, the social sciences have developed a battery of methodologies that appear closely related and usually support the same conclusions (Joseph and Morgan, 2020).

Chapter 3 provides a geometric-semantic model that serves two purposes: on the one hand, it justifies the current methodological practices theoretically and, on the other hand, it suggests
further methodological development based on the theory. As per the theoretical development, the chapter proposes a semantic-geometric model that regulates how semantic relations are translated into the mutual positions of point-words in space. This model legitimizes the current common practice in the analysis of embedding - that is, the use of cosine similarity - but also suggests new ways to use word embedding models in the social sciences. The new expansions encompasses: analysis of non-binary categories, multi-dimensional projections of words, analysis of documents, and the decomposition of document analysis over the length of the document. These are new methodologies. The chapter showcases their potential with an analysis of Lovecraftian terms from pre-trained Google News word embeddings (for analysis of non-binary dimension) and an analysis of 30,000 climate-change-related abstracts for all other methods (Nanni and Fallin, 2021).

The three chapters together advance our current theoretical and methodological understanding of segregation both for traditional data and, potentially, for new unstructured sources of data.

## CHAPTER 1

# Better Statistical Inference for Segregation Indices: Two General 

 Non-parametric Bayesian Approaches
### 1.1. Introduction

Segregation is one of the fundamental concepts for our understanding of inequality. Segregation indices quantify the amount of segregation between two or more groups in a given environment (school district, city, job market, etc.) by analyzing how the groups are distributed in different organizational units (schools, census tracts, occupations, etc.). ${ }^{1}$ In the long debate on segregation, much energy has been spent in the creation of new indices because different indices may support different conclusions, making the choice of an index a matter of contention (Duncan and Duncan, 1955; Massey and Denton, 1988; Hutchens, 2004).

However, previous research has mostly ignored the statistical properties of segregation indices, even if researchers often use indices on sample data (see for example Beller, 1984; Charles and Grusky, 1995; Cotter et al., 1997; McCall, 2001; Blau et al., 2013). Naturally, any index calculated from a sample is a sample statistic estimating the population index. Whereas social scientists routinely use statistical inference on sample statistics such as proportions or model coefficients, statistical inference on segregation indices is seldom performed because inferential techniques are often not available or simply not popular.

This is not a small omission: previous research shows that inference on segregation index is critical. First, early works (Cortese et al., 1976; Winship, 1977; Carrington and Troske, 1997) showed that a sample from a population will likely exhibit some segregation even when the groups are distributed uniformly at random in the organizations - a condition that intuitively coincides with the absence of segregation (Jahn et al., 1947; Williams, 1948). These works proposed ways to amend such undesirable characteristic of segregation indices, even if such amendments are rarely used in practical application. Second, recent research (Ransom, 2000; Rathelot, 2012; Allen et al.,

[^0]2015; D'Haultfœuille and Rathelot, 2017; Logan et al., 2018; Reardon et al., 2018) has created techniques to conduct full statistical inference for specific segregation indices. Most of these works (Ransom, 2000; Rathelot, 2012; Allen et al., 2015; D'Haultfœuille and Rathelot, 2017) have focused on the D and Gini indices, while others have focused on the income segregation indices $H^{R}$ and $R^{R}$ (Logan et al., 2018; Reardon et al., 2018). Overall, these two lines of research clearly indicate that statistical inference on segregation indices is difficult because of the positive bias in the sample statistic. Unfortunately, the proposed inferential tools are mostly limited to few indices: the literature has not focused on techniques that can be applied smoothly to the vast array of situations that arise in applied research.

For this reason, this paper focuses on inferential techniques with general applicability. We use the word "general" in the following sense:

1: A general inferential technique applies to all kinds of indices: traditional two-groups indices (Duncan and Duncan, 1955; Massey and Denton, 1988), multigroup indices (Reardon and Firebaugh, 2002), and spatial indices (Reardon and O'Sullivan, 2004).

2: A general inferential technique applies to all indices. Applying it to a new index requires, at most, the calculation of a derivative.

3: A general inferential technique can produce inference for functions of indices, such as the decomposition of the Theil index (Lichter et al., 2015; Fiel, 2013; Ferguson and Koning, 2018).

The previous literature has formulated two techniques that are generalizable, if not fully general. First, Ransom (2000) proposed an asymptotic inferential procedure based on the delta method. Originally, he applied it to inference for the D and Gini indices, but it can be extended further: below, we apply this technique to the Theil index. More recently, Allen et al. (2015) formulated
bootstrap techniques for inference on the D index. Like the delta method, these bootstrap techniques can be applied in a vast array of situations (Efron and Tibshirani, 1994; Davison and Hinkley, 1997). Even if inferential techniques tailored to specific indices may be more efficient (see for example Allen et al., 2015), these general inferential techniques are extremely helpful since they cover the vast array of needs arising in applications.

Following this guidelines, this paper formulates two new general approaches to statistical inference for segregation indices based on non-parametric Bayesian modeling - specifically, the Dirichlet process mixture model. The paper pursues two distinct inferential objectives. First, it evaluates the different techniques based on their ability to provide a precise point estimate. Point estimates of segregation indices are useful because they often enter as variables in statistical models (see for example Cutler and Glaeser, 1997; Quillian, 2014): if the point estimates are systematically (not randomly) biased, the resulting model will also be biased. Second, the paper evaluates the ability of the estimators to perform interval estimation. This is mostly helpful when the analyst seeks to assess segregation trends from samples (see for example King, 1992) and needs an assessment of the variability of the point estimate. The precision of point estimates will be evaluated through their Root Mean Squared Error (RMSE); intervals will be evaluated based on their coverage properties. As its driving application, the paper will use gender segregation on the workplace (Hakim, 1979; Jacobs, 1989). Therefore, we will use "men" and "women" as groups and "occupations" as units for concreteness. The focus on gender segregation also entails that the paper will exclusively consider segregation between two groups, as opposed to three or more groups. This is convenient since it simplifies the testing procedure and the presentation of the results, but the techniques can be extended to multigroup and spatial settings.

The paper proceeds by first introducing some notation and two segregation indices: the D (Duncan and Duncan, 1955) and Theil index (Mora and Ruiz-Castillo, 2011). Possibly, these are
the most popular segregation indices. Howevr, the scope of the discussion extend beyond these indices. Then, the paper formulates the problem of statistical inference for segregation indices. It empirically shows that the sampling distribution of the D and Theil indices are biased - a well known issue (Cortese et al., 1976; Paninski, 2003; Allen et al., 2015). Incidentally, Appendix D proves that the D sample values are positively biased and extends this results to other indices - that is, the mutual information index (Mora and Ruiz-Castillo, 2011) and the Atkinson index (James and Taeuber, 1985; Frankel and Volij, 2011). The fourth section formulates the four general inferential approaches that the paper compares: the (1) plug-in, (2) bootstrap, (3) Dirichlet process and (4) corrected Dirichlet process approaches. Finally, the next two sessions test these approaches. In the fifth section, the paper tests the behaviour of the different inferential techniques in small sample situations. In the fifth section, the paper tests the inferential techniques on the decomposition of the Theil index (Frankel and Volij, 2011; Mora and Ruiz-Castillo, 2011) by sampling from complete 1940 Chicago census data (Logan et al., 2018). As far as we know, this is the first paper to propose and test inferential techniques for the decomposition of a segregation index.

Alongside the evaluation of the Bayesian techniques, the paper evaluates the current standard practice of using the sample value of a segregation index as an estimate - referred to as the "plugin" estimator. Both the bootstrap and Bayesian inferential approaches appear superior to the current practice in every test. Based on the simulation tests, on any previous test about this matter (compare Logan et al., 2018; Reardon et al., 2018; Rathelot, 2012; Allen et al., 2015), and on the mathematical results presented in Appendix D, the conclusion is that the current practice needs fixing because it is biased and can result in grossly-inaccurate results. This is the case for both indices examined here as well as, to the best of our knowledge, for all indices ever analyzed from this perspective.

|  | $O_{1}$ | $O_{2}$ | $O_{3}$ | $O_{4}$ | $O_{5}$ | $O_{6}$ | $O_{7}$ | $O_{8}$ | $O_{9}$ | $O_{10}$ | $O_{11}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| W | 4,027 | 6,427 | 4,182 | 2,701 | 6,145 | 106 | 95 | 102 | 1,390 | 486 | 3 | 25,664 |
| M | 5,856 | 5,691 | 3,570 | 3,607 | 2,012 | 357 | 3,754 | 2,367 | 3,227 | 3,262 | 8 | 33,711 |
|  | 9,883 | 12,118 | 7,752 | 6,308 | 8,157 | 463 | 3,849 | 2,469 | 4,617 | 3,748 | 11 | 59,375 |

Table 1.1. A table representing the distribution of women (W) and men (M) in 11 different occupational categories in the US in 2003. The data is a representative sample from the Current Population Survey microdata.

Besides the meager performances of the plug-in estimator, the proposed Bayesian techniques appear generally superior to the current state of the art - i.e. the bootstrap approach by Allen et al. (2015). This is particularly the case in smaller samples, where previous techniques often fail egregiously. From this perspective, the newly-formulated Bayesian techniques allow researchers to perform reliable inference on segregation indices in cases where both the current standard practice (the plug-in estimator) as well as the current state of the art (the bootstrap technique) fail.

### 1.2. Notation and Indices Formulation

Before proceedings, it is helpful to introduce the notation to be used in the paper with the help of Table 1.1 as a reference:
$G$ : The number of different groups whose segregation we want to assess. For example, in Table 1.1, $G=2$ and the groups are men and women.
$O$ : The number of different organizational units in an environment. For example, in Table 1.1,
$O=11$ and the organizational units correspond to occupational groups.
$T$ : An environment whose segregation must be assessed. $T$ is formally represented as a matrix in $\mathbb{R}_{+}{ }^{G \times O}$, where $\mathbb{R}_{+}$are the positive real numbers. For example, see Table 1.1.
$N$ : The total number of individuals in Table $T$. For example, in Table $1.1, N=59,375$.
$T_{i}$ : The $i^{\text {th }}$ row of an environment $T$, representing the distribution of a single group in different occupations. For example, in Table 1.1 the row for the second group (M) is $[5,856 ; 5,691$; $3,570 ; 3,607 ; 2,012 ; 357,3,754 ; 2,367 ; 3,227 ; 3,262 ; 8]$
$T_{, j}$ : The $j^{t h}$ column of $T$, showing the group distribution within the $j^{\text {th }}$ occupation. For example, in Table 1.1 the column for the third occupation $\left(O_{3}\right)$ is $[3,570 ; 4,182]$
$T_{i, j}$ : The number of individuals belonging to group $i$ and organization $j$. For example, in Table $1.1, T_{2,3}=22,620$
$\pi_{G}$ : The proportion of individuals belonging to any of the groups in the environment $T . \pi_{G}$ is a vector in $\mathbb{R}^{G}$ whose sum is 1 . For example, in Table 1.1: $\pi_{G}=\left[\frac{25,664}{59,375}, \frac{33,711}{59,375}\right]=$ [0.432; 0.568].
$\pi_{g(i)}$ : The proportion of individuals in the $i^{\text {th }}$ group in the environment $T$. For example, in Table 1.1: $\pi_{g(2)}=\frac{33,711}{59,375}=0.568$.
$\pi_{O}$ : The proportion of individuals in any of the occupation in the environment $T . \pi_{O}$ is a vector in $\mathbb{R}^{O}$ whose sum is 1 . For example, in Table 1.1:

$$
\left.\begin{array}{l}
\pi_{O}=\left[\frac{9,883}{59,375} ; \frac{12,118}{59,375} ; \frac{7,752}{59,375} ; \frac{6,308}{59,375} ; \frac{8,157}{59,375} ; \frac{463}{59,375} ; \frac{3,849}{59,375} ; \frac{24,69}{59,375} ; 4,617,375 ; 3,748\right. \\
59,375
\end{array} \frac{11}{59,375}\right]=\begin{aligned}
& {[0.166 ; 0.204 ; 0.131 ; 0.106 ; 0.137 ; 0.008 ; 0.065 ; 0.042 ; 0.078 ; 0.063 ; 0.000] .}
\end{aligned}
$$

$\pi_{o(j)}$ : The proportion of individuals in the $j^{t h}$ occupation in the environment $T$.For example, in
Table 1.1: $\pi_{o(4)}=\frac{6,308}{59,375}=0.106$.
$\pi_{O \mid g(i)}$ : The proportion of individuals from any occupation among individuals belonging to group $i$. This is the normalization of row $i$ by its row-margin. Formally, $\pi_{O \mid g(i)}$ is a vector in $\mathbb{R}^{O}$ whose sum is 1 . For example, in Table 1.1:

$$
\begin{aligned}
& \pi_{O \mid g(2)}=\left[\frac{5,856}{33,711} ; \frac{5,691}{33,711} ; \frac{3570}{33,711} ; \frac{3,607}{33,711} ; \frac{2,012}{33,711} ; \frac{357}{33,711} ; \frac{3,754}{33,711} ; \frac{2,367}{33,711} ; \frac{3,227}{33,711} ; \frac{3,262}{33,711} ; \frac{8}{33,711}\right] \\
& =[0.1737 ; 0.1688 ; 0.1059 ; 0.1070 ; 0.0597 ; 0.0106 ; 0.1114 ; 0.0702 ; 0.0957 ; 0.0968 ; 0.0002] .
\end{aligned}
$$

$\pi_{o(j) \mid g(i)}$ : The proportion of individuals from occupation $j$ among individuals belonging to group $i$. This is element $j$ from $\pi_{O \mid g(i)}$. For example, in Table 1.1: $\pi_{o(3) \mid g(1)}=\frac{4,182}{25,664}=0.163$.
$\pi_{G \mid o(j)}$ : The proportion of individuals from any group among individuals in occupation $j$. This is the normalization of column $j$ by its column-margin. Formally, $\pi_{G \mid o(j)}$ is a vector in $\mathbb{R}^{G}$ whose sum is 1. For example, in Table 1.1: $\pi_{G \mid o(2)}=\left[\frac{6,427}{12,118} ; \frac{5,691}{12,118}\right]=[0.5304 ; 0.4696]$. $\pi_{g(i) \mid o(j)}$ : The proportions of individuals belonging to group $i$ among individuals in occupation $j$. This is element $i$ from $\pi_{G \mid o(j)}$. For example, in Table 1.1: $\pi_{g(1) \mid o(3)}=\frac{4,182}{7,752}=0.5395$.

### 1.2.1. The $D$ and Theil Indices

Based on the notation introduced above, a segregation index is a function $S(T)$ from a $G \times O$ matrix, $T$, to $\mathbb{R}$. Usually, $S(T)$ is normalized in such a way as to take value from 0 to 1 , but this is not necessary. As mentioned in the introduction, the paper will consider only tables with two groups - that is, matrices with two rows. A long debate exists about the form of the function $S(T)$ and about its desirable properties (Duncan and Duncan, 1955; James and Taeuber, 1985; Hutchens, 1991; Frankel and Volij, 2011). Here, we will sidestep this debate by analyzing two among the most popular indices: the D and Theil indices. ${ }^{2}$ Following the conceptual map of Massey and Denton (1988), these indices are evenness-based indices: they quantify segregation as the difference between the distributions of the two (or more) groups over occupations. Both indices are bounded between 1 and 0 and can be written in two forms: both as a function of $\pi_{O \mid g(i)}$ and as a function of $\pi_{G \mid o(j)}$. The two alternative formulations are helpful with different inferential techniques and both are presented below.

[^1]D: The D index was introduced by Jahn et al. (1947). It has been a very popular choice in applied research (see for example Jacobs, 1989; Stainback and Tomaskovic-Devey, 2012) and it is usually interpreted as the proportion of the minority group that needs to change occupation in order for the environment to be desegregated completely. Given a table $T$, it can be calculated as:

$$
\begin{aligned}
& D(T)= \\
& \frac{1}{2} \sum_{j=1}^{O}\left|\pi_{o(j) \mid g(1)}-\pi_{o(j) \mid g(2)}\right|= \\
& \frac{1}{2} \frac{1}{\pi_{g(1)} \pi_{g(2)}} \sum_{j=1}^{O} \pi_{o(j)}\left|\pi_{g(1) \mid o(j)}-\pi_{g(1)}\right|
\end{aligned}
$$

Theil: The Theil index is an entropy-based segregation index first proposed by Theil and Finizza (1971) drawing upon the concept of mutual information from information theory (Cover and Thomas, 2006). The index has grown in popularity (see for example Lichter et al., 2015; Ferguson and Koning, 2018) due to its important decompositional quality. In fact, its non-normalized version - named the 'mutual information index' (Theil, 1971) - is 'strongly decomposable' (Mora and Ruiz-Castillo, 2011; Frankel and Volij, 2011). However, even the Theil index analyzed here can be decomposed in a component representing segregation between sub-sets of units and a component representing segregation within the sub-sets - see Section 1.7 for an example. Now, let the entropy of a discrete distribution $\pi$ be:

$$
\begin{equation*}
H[\pi]=-\sum_{i}^{K} \pi_{i} \log \left(\pi_{i}\right) \tag{1.3}
\end{equation*}
$$

|  | $O_{1}$ | $O_{2}$ | $O_{3}$ | $\pi_{G}$ |
| :---: | :---: | :---: | :---: | :---: |
| W | 0.2 | 0.1 | 0.1 | 0.4 |
| M | 0.1 | 0.2 | 0.3 | 0.6 |

Table 1.2. A table representing the relevant data for the calculation of a segregation index. The number in each cell represents the proportion of individual in a given group and unit.
where $K$ is the number of categories in the support of $\pi$ and $\pi_{i}$ is the probability of $\pi$ resulting in category $i .^{3}$ The Theil index can be formulated as:

$$
\begin{aligned}
& T h(T)= \\
& \frac{1}{H\left(\pi_{G}\right)} \sum_{i=1}^{G} \pi_{g(i)}\left(H\left[\pi_{O}\right]-H\left[\pi_{O \mid g(i)}\right]\right)= \\
& \frac{1}{H\left(\pi_{G}\right)} \sum_{j=1}^{O} \pi_{o(i)}\left(H\left[\pi_{G}\right]-H\left[\pi_{G \mid o(j)}\right]\right)
\end{aligned}
$$

### 1.3. The Statistical Behavior of the Plug-in Estimator

In bare terms, the goal of inference on segregation indices is to estimate the segregation index of an environment based on a sample from such environment. For this inferential task, we can consider both the environment and its sample as tables like Table 1.1, where the sample will contain a subset of the individuals from the sampled environment. However, not all information in Table 1.1 is relevant. Indeed, most segregation indices are scale invariant (Hutchens, 1991; Frankel and Volij, 2011): the value in each cell may be divided/multiplied by a positive constant without changing the value of the index, entailing that the table total $(N)$ is irrelevant for the value of a segregation index. Therefore, to simplify exposition, both the environment tables and the sample tables will be represented as tables of proportions such as Table 1.2, where the content of every cell

[^2]represents the proportion of individuals in a given unit. We will indicate with $\tau$ the environment table and with $T$ the sample table. In general, we will indicate with $\hat{S}(\tau)$ the (point) estimate of a segregation index and with $S(\tau)$ the value of the index in the full environment table.

It is default practice to calculate the index on the sample and use this as the final estimate without further elaboration - we will refer to this practice as the "plug-in" estimator. For example, if Table 1.2 was a sample table, we would apply equation (1.1) to the table to calculate the D index in the sample. In general, we will indicate with $S(T)$ the value an index in the sample; in this case, $S(T)=0.33$. The plug-in estimator uses $S(T)$ as the final estimate of $S(\tau)$ - see equation (1.6). Thus, we would have $\hat{S}(\tau)=0.33$ for Table 1.2 according to the plug-in estimator. As Ransom (2000) notices and we show in Appendix D, the plug-in estimator is consistent if the sampling schema is consistent. In addition, this estimator is undeniably convenient for its simplicity and generality: it is straightforward to calculate and will always apply. So, one may wonder if alternatives to the plug-in estimator are necessary at all.

There are reasons to suspect it is unreliable in small samples. Cortese et al. (1976) and Winship (1977) first noticed the positive bias of the D index when estimating the index of a non-segregated environment (see also Carrington and Troske, 1997). However the problem is broader: plug-in estimates appear to be biased in the entire range of an index. For example, Paninski (2003) shows implicitly that the plug-in estimator of the Theil index is biased in practically any situation (see also DeDeo et al., 2013). Allen et al. (2015) show that the plug-in estimates of the D index are almost always upwardly biased when the environment has 3 or 4 categories. Beyond the indices considered here, Logan et al. (2018) and Reardon et al. (2018) show that the plug-in estimations of the residential income segregation index $H^{R}$ is upwardly biased when applied to data from a stratified sample - so much as to question previous conclusions about the rising of residential income segregation based on the American Community Survey (see for example Reardon and

Bischoff, 2011). In fact, to the best of our knowledge, all the tests ever performed about this matter reach the same conclusion that the plug-in estimator is positively biased.

To further test this issue, we analyze the sample distribution of the plug-in estimator mathematically and empirically. Appendix D formally shows that the plug-in estimator is consistent, but positively biased: it is biased for any positive index when the environment's segregation is zero (generalizing Cortese et al., 1976; Winship, 1977) and it is almost always biased for the D (Atkinson, and Theil) indices. Unfortunately, these results do not reveal whether the positive bias is relevant from an empirical perspective. However, we can use simulations to analyze the issue empirically. Here, we use the simulation settings described in section 1.6 to study the sampling distribution of the plug-in estimator for the D and Theil indices.

Figure 1.1 compares the sampling distributions of the plug-in estimator for a table with 50 occupations under different sample sizes $(500,1,500$, and 2,500 ) and different values of the Q parameter ( 0.4 and 0.97 ) when the minority proportion $(\mathrm{P})$ is fixed at 0.2 . As explained below, the Q parameter regulates the overall segregation of a simulated environment: a value of 0 corresponds to no segregation and a value of 1 corresponds to maximum segregation. ${ }^{4}$ However, the value of the D and Theil indices do not increase linearly with Q . From this perspective, the two values of Q considered in the figure correspond to a regime of low $(\mathrm{Q}=0.4)$ and high $(\mathrm{Q}=0.97)$ segregation, but they are by no means extreme. The figure shows two important trends. First, the plug-in estimator is positively biased in all cases, even if the amount of bias changes depending on the index, sample size and value of Q. Second, sample size reduces bias and variance, but it is not sufficient to get an accurate estimate in the low-segregation regime. Even for the bigger sample sizes, the sampling distributions barely contain the population value for the two indices.

[^3]Figure 1.1 Examples of sampling distribution of the plug-in estimator for the D and Theil indices at different levels of Q and different sample sizes when the proportion minority $(\mathrm{P})$ is fixed at 0.2 . The dotted vertical line shows the true values of the index in the sampled environment.

## Sampling Distribution of the Plug-in Estimator



To analyze the issue further, Figure 1.2 shows the plug-in estimator's bias in all of the simulations analyzed in section 1.6: we examine all possible combinations of seven different Q values, three different sample sizes, and three P values. The figure shows that the plug-in estimator always presents a positive bias, which can be extreme in the least favorable situations. For example, the plug-in estimates overestimate the D index of roughly 0.55 on average in the most unfavourable situation. Consider that the D index ranges from 0 to 1 : therefore the plug-in inflates the index for

Figure 1.2 Bias of the plug-in estimator of the D and Theil indices under different parametrizations of the Monte Carlo set-up described in section 1.6. "Prop." is the proportion of individuals from the minority group in the environment. " N " is the sample size.

## Bias of the Plug-In Estimator


$55 \%$ of its possible value. This means that it is substantially worthless to use the plug-in estimator for the D index in this case. Besides this extreme case, the bias of the plug-in estimator diminishes as sample size, index value in the environment $(\mathrm{Q})$, and the proportion of the minority group increase. However, the bias remains substantial for lower value of the population indices in all tests. Finally, it is worth noticing the bias of the plug-in estimates does not follow the same pattern for the two indices considered here. Whereas the bias of the D index decreases consistently as $Q$ increases, the Theil indices follows a different pattern altogether. As the right panel of Figure 1.2

Figure 1.3 Variability of the plug-in estimator of the D and Theil indices under different parametrizations of the simulation. "Prop." is the proportion of individuals from the minority group in the environment. Variability is quantified as the range of the 0.95 highest density of the sampling distribution of the plug-in estimator.

Range of the 95\% Highest Density Interval

shows, the bias of the Theil index tends to remain constant up until very high values of the index in the population, where it finally diminishes. ${ }^{5}$

In addition to the expected bias issue, the plug-in estimator exhibits substantial variability even in relatively large sample. We quantify the variability of the plug-in estimator as the length of the 0.95 Highest Density Region (HDR) of the sampling distribution of the estimator. This interval represents the shortest achievable length for a 95\% confidence interval once the plug-in estimator's bias has been corrected. Figure 1.3 shows the variability patterns of the plug-in estimator for the D

[^4]and Theil index in the same simulation settings as above. The figure shows that plug-in estimator can be substantially variable in the samples. This is especially the case for the D index, with the length of the HDR above 0.05 in all tested configuration except one. Even for the Theil index, however, roughly $75 \%$ of the configurations tested have an HDR above 0.05 . Once again, the reader should consider that the indices range from 0 to 1 , so that an interval of 0.05 covers $5 \%$ of its entire span. Like bias, variability depends on different factors. As expected, sample size diminishes it. Moreover, a higher minority proportion results in smaller variability, all else being equal. Finally, the effect of Q on the index examined: for the D index, variability diminishes for higher values; for the Theil index, variability generally augments for higher values.

As a whole, these results indicate that the plug-in suffers from practically-relevant positive bias and variability, even in relatively large samples. Given this is a consistent finding in the literature, we suspect these conclusions will hold beyond the present empirical test. If this is indeed the case, the plug-in estimator provides a distorted picture, where the differences between segregation regimes in different environments are smoothed out by the positive bias: everything looks more segregated than it actually is. Moreover, the plug-in estimator merely provides a point estimate: by itself, this estimate lacks any assessment of uncertainty. Curiously, it is currently accepted to not report any kind of interval estimate for segregation indices, even if this practice is strongly discouraged for virtually any other sample statistic. Yet, this is inconvenient considering the large variance of the sampling distributions.

For these reasons, it is important to create tools to perform reliable statistical inference in all those situations where the plug-in estimator is used. At the very least, we will need an interval estimator to assess the uncertainty of the plug-in point estimate.

### 1.4. General Tools for Inference

In this section, we illustrate four inferential approaches for segregation indices: (1) the plug-in estimator plus delta method, (2) the bootstrap-corrected method, (3) the Dirichlet process method (DP), and (4) the corrected Dirichlet process (C-DP) method. Importantly, we only consider approaches that are generally applicable to any segregation index (excluding e.g. Reardon et al., 2018; D'Haultfœuille and Rathelot, 2017) and to functions of segregation indices, preferably with minimal calculation required to adapt them to new indices or functions. For example, the inferential methodologies should be applicable to the decomposition of the Theil index or the difference between indices from different samples. Preferably, the proposed techniques should also require minimal calculations - only computational time to draw random samples. This way, practitioners will be able to get proper statistical inference in most situations where they currently only have the plug-in point estimates at their disposal. ${ }^{6}$

The former two methodologies were previously introduced by Ransom (2000) and Allen et al. (2015), respectively. They are generalized here to account for new indices and functions of indices. As discussed above, the plug-in estimator is the current standard as a point estimator, but it usually lacks any accompanying interval estimate. We use the asymptotic delta method for this purpose because it centers around the plug-in point estimate. As for the bootstrap method, it is worth mentioning that different bootstrap techniques may be generally applicable to segregation indices (see for example Allen et al., 2015). Here, we focus on the bias-correction technique because it promises to amend at least partially the bias issues plaguing the plug-in estimator, while being straightforward to implement. The Bayesian techniques are new. Like the bootstrap techniques, they use computer simulations to diminish the bias in the plug-in estimator and to calculate confidence intervals.

[^5]
### 1.4.1. The Plug-in Estimator and Delta Method

The plug-in estimator is simply the value of a segregation index as calculated from the sample. Asymptotically, this estimator is consistent and will eventually converge to the population value of a segregation index (Ransom, 2000). A little more formally, we can write:

$$
\begin{equation*}
\hat{S}_{P I}(\tau)=S(T) \tag{1.6}
\end{equation*}
$$

where $\hat{S}_{P I}(\tau)$ represents the plug-in point estimate for a segregation index from a sample; $S(T)$ is the value of the segregation index in the sample.

Notice that equation (1.6) is merely a point estimate with no indication about uncertainty. Ransom (2000) proposed to use the delta method to assess the sampling uncertainty of the plug-in estimator in the case of the D and Gini indices. Indeed, the delta method provides an asymptoticallycorrect estimation of the standard error. We can use this standard error to calculate an asymptotic confidence interval centered around the plug-in point estimator. More in general, we can apply the delta method to any index: the relevant assumptions are that the index is a continuous function, has a continuous first-order derivative, and the derivative is different from zero. To the best of our knowledge, all popular indices satisfy these conditions. ${ }^{7}$

Therefore, we can generally write the confidence interval for the plug-in estimator at the $\alpha$ confidence level as:

$$
\begin{equation*}
C I_{P I}(\alpha)[S(\tau)]=\hat{S}_{P I}(\tau) \pm z_{1-\frac{\alpha}{2}} \cdot \sigma_{\Delta}[S(T)] \tag{1.7}
\end{equation*}
$$

[^6]where $z_{1-\frac{\alpha}{2}}$ is the $1-\alpha$ percentile from a standard normal distribution and $\sigma_{\Delta}[S(T)]$ is the standard error as calculated from the delta method. The reader may notice that this confidence interval is very similar to the classic confidence interval for the mean. This is not by chance: equation (1.7) is ultimately an application of the central limit theorem (Agresti, 2013, chap. 16).

The actual calculation of $\sigma_{\Delta}[S(T)]$ requires some algebra based on the derivative of $S(T)$ : complete formulas are presented in Appendix A for the case of the D and Theil indices. However, it is important to notice that the formula used in this paper are valid for simple random sampling only, which is the sampling strategy used in the simulation tests below. ${ }^{8}$ Other sampling schemes require different calculations. For example, if the population is sampled through a group-stratified sampling - that is, the sample contains a fixed number of randomly chosen individual from each group - the standard error from the delta method would differ from the formulas presented in Appendix A. This detail is overlooked by Ransom (2000) when presenting this strategy for the first time. In our tests, we checked the consequences of mis-specifying the sampling scheme for the delta method and we empirically found that this mis-specification does not impact the performances of the estimator substantially. ${ }^{9}$ However, we only considered three simple sampling schemes: simple random sampling and sampling stratified by group or occupation. ${ }^{10}$ For more complex sampling strategies, the delta method calculation may be effectively impossible. We may opt to use the delta method calculated for a simple random sample schema - such as the formulas in Appendix A - hoping that the estimator will not dramatically underperform for this reason.

[^7]Finally, the plug-in and delta estimator can easily be generalized to conduct inference on functions of an index or even on functions of indices from different samples. For example, the difference between indices from different environments. If we generally indicate with $T_{1}, T_{2} \ldots T_{m}$ the different samples from the environments $\tau_{1}, \tau_{2} \ldots \tau_{m}$ respectively and with $f\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(\tau_{m}\right)\right)$ the function of interest in the population, then we can easily calculate $f\left(S\left(T_{1}\right), S\left(T_{2}\right) \ldots S\left(T_{m}\right)\right)$ on the sample tables. Therefore, the plug-in estimator for this function:

$$
\begin{equation*}
\hat{f}_{P I}\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(T_{m}\right)\right)=f\left(S\left(T_{1}\right), S\left(T_{2}\right) \ldots S\left(T_{m}\right)\right) \tag{1.8}
\end{equation*}
$$

$$
\begin{equation*}
C I_{P I}(\alpha)\left[f\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right), \cdots\right)\right]=\hat{f}_{P I}\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(T_{m}\right)\right) \pm z_{1-\frac{\alpha}{2}} \cdot \sigma_{\Delta}\left[f\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right), \cdots\right)\right] \tag{1.9}
\end{equation*}
$$

where $\sigma_{\Delta}\left[f\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right), \cdots\right)\right]$ is the standard error for the function and sampling schema of interest as calculated through the delta method. For these equation to be asymptotically correct, it is sufficient that the function $f(\cdot)$ have continuous first derivatives different from zero in the range of interest. Moreover, we assume that the samples $T_{1} \ldots T_{m}$ are mutually independent - for example, independent samples of the same population or samples from different populations. ${ }^{11}$

To simplify exposition in what follows, we refer to all of the different estimates discussed in this section simply as the "plug-in estimator". As discussed above, we expect these estimators to be unreliable when the sample size is small. In this case, the point estimates will be grossly biased and, therefore, the confidence interval will be centered around an inaccurate estimate. However, even when the sample size is larger, we expect the other techniques to perform better because

[^8]the plug-in point estimates will remain the most biased among the point estimates considered; the other techniques try to compensate for the positive bias we expect to observe in the sample. At the same time, it is extremely important to examine the performances of the plug-in estimator because it is by far the most popular techniques in applied research - especially, the point estimate from equation (1.6) (see for example King, 1992; McCall, 2001; Quillian, 2014). Therefore, this estimator is a baseline for comparison.

### 1.4.2. Bias-Corrected Bootstrap Method

Since the plug-in estimate suffers from upward bias, it would be desirable to correct it by subtracting its bias: this is what the bootstrap bias-corrected confidence interval and point estimate do. Allen et al. (2015) introduce this method to produce inference for the D index. Here, we generalize it for the broader task of inference on segregation indices.

Bootstrap techniques are commonly used to produce inference in finite samples for biased estimators (Efron and Tibshirani, 1994; Davison and Hinkley, 1997). In particular, the bias-correction method estimates the bias of an estimate through bootstrap repetitions and then subtracts it from the original estimate to create a new, supposedly-unbiased estimate. However, to create a truly unbiased estimate with this technique, the bias of original estimator should not change as a function of the quantity we are trying to estimate. This means that the value of the environment's segregation index ( Q , in our simulations below) should not influence the bias of the plug-in estimator for this technique to work perfectly. Unfortunately, the bias of the plug-in estimator decreases as Q augments as shown in Figure 1.2. Therefore, the bootstrap bias-correction cannot create a genuinely de-biased estimate. Yet, as the tests show, this technique still improves over the plug-in point estimates substantially. The confidence interval is then constructed around the bias-corrected point estimate by using the appropriate percentile from the bootstrap distribution created for the bias
estimation (Efron and Tibshirani, 1994; Davison and Hinkley, 1997). For easiness of exposure, we refer to this method simply as the "bootstrap method", even if we warn the reader that alternative bootstrap methodologies may be potentially applied to this inferential task - for example Allen et al. (2015) use the studentized bootstrap confidence interval.

To produce the bootstrap point estimate and confidence interval, the first step is the calculation of the plug-in point estimate $-\hat{S}_{P I}(T)$ from equation (1.6). The second step is the production of the bootstrap repetitions for the estimation of bias. This can be done efficiently by drawing from a multinomial distribution. First, we calculate the proportion of sampled individual in each cell (see for example Table 1.1):

$$
\begin{equation*}
\pi[i, j]=\frac{T_{i, j}}{N} \tag{1.10}
\end{equation*}
$$

Then, we treat this proportion as the probability parameter in a multinomial distribution. From this distribution we draw $N$ variates, where $N$ is the sample size of the sample table $T$. This procedure is equivalent to resampling with replacement from the original sample - the staple of non-parametric boostrap (Efron and Tibshirani, 1994). By repeating this procedure $B$ times, we can produce an arbitrary number of simulated tables $T^{*}$, on which we can calculate any segregation index. Let $S\left(T_{i}^{*}\right)$ be the value of the index calculated on the $i^{t h}$ simulated table.

Now consider the statistics:

$$
b_{i}[S(T)]=\hat{S}_{P I}(T)-\left(S\left(T_{i}^{*}\right)-\hat{S}_{P I}(T)\right)=2 \cdot S(T)-\hat{S}_{P I}\left(T_{i}^{*}\right)
$$

The difference $S\left(T_{i}^{*}\right)-\hat{S}_{P I}(T)$ can be interpreted as an estimation of the bias of $\hat{S}_{P I}(T)$. Intuitively, $b_{i}[S(T)]$ represents a de-biased version of the plug-in estimator.

From here, we can use the sample distribution of $b_{i}[S(T)]$ (calculated from the bootstrap repetitions) to create new point and interval estimates. We can use the expected value of this statistic as the point estimate:

$$
\begin{equation*}
\hat{S}_{B}(\tau)=E\left[b_{i}[S(T)]\right] \approx \frac{1}{B} \sum_{i=1}^{B}\left[\hat{S}_{P I}(\tau)-\left(S\left(T_{i}^{*}\right)-\hat{S}_{P I}(\tau)\right)\right]=2 \cdot \hat{S}_{P I}(\tau)-\frac{1}{B} \sum_{i=1}^{B} S\left(T_{i}^{*}\right) \tag{1.11}
\end{equation*}
$$

Finally, we can create a percentile confidence interval. Let $b[S(T)]_{\alpha}$ be the $\alpha$ percentile in the (simulated) sampling distribution of $b[S(T)]$. Then, we can construct a two-sided confidence interval at the $\alpha$ confidence level as:

$$
\begin{equation*}
C I_{B}(\alpha)[S(\tau)]=\left[b[S(T)]_{\alpha / 2} ; b[S(T)]_{1-\alpha / 2}\right] \tag{1.12}
\end{equation*}
$$

Like the plug-in estimator, the bootstrap technique can be generalized to scalar functions of indices from different samples, $f\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(\tau_{m}\right)\right)$. From each sample, can produce $B$ bootstrap simulations independently. Then, we can match the simulated samples so as to obtain $B$ independent bootstrap simulations, $S\left(T_{1, i}^{*}\right), S\left(T_{2, i}^{*}\right) \ldots S\left(T_{m, i}^{*}\right)$. From here, we can easily calculate $f\left(S\left(T_{1, i}^{*}\right), S\left(T_{2, i}^{*}\right) \ldots S\left(T_{m, i}^{*}\right)\right)$ on each simulation and use these values to construct a point and an interval estimate. As before, consider the statistic:

$$
b_{i}\left[f\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(\tau_{m}\right)\right)\right]=2 \cdot \hat{f}_{P I}\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(T_{m}\right)\right)-f\left(S\left(T_{1, i}^{*}\right), S\left(T_{2, i}^{*}\right) \ldots S\left(T_{m, i}^{*}\right)\right)
$$

Then, the point and interval estimates will be:

$$
\begin{equation*}
\hat{f}_{B}\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(\tau_{m}\right)\right)=E\left[b\left[f\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(\tau_{m}\right)\right)\right]\right] \tag{1.13}
\end{equation*}
$$

$$
\begin{equation*}
C I_{B}(\alpha)\left[f\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right), \cdots\right)\right]=\left[b\left[f\left(S\left(T_{1}\right), S\left(T_{2}\right), \cdots\right)\right]_{\alpha / 2} ; b\left[f\left(S\left(T_{1}\right), S\left(T_{2}\right), \cdots\right)\right]_{1-\alpha / 2}\right] \tag{1.14}
\end{equation*}
$$

In conclusion, the bootstrap method is a generally-applicable method providing an alternative to the plug-in estimator. Like the plug-in estimator discussed above, the bootstrap estimator is asymptotically correct for the most popular segregation indices, since they have a continuous first derivative (Shao and Tu, 1995). Substantially, the bootstrap method will be applicable in all cases where the plug-in estimator is applicable. Moreover, tests by Allen et al. (2015) and D'Haultfœuille and Rathelot (2017) show that this method substantially outperforms the plug-in estimator - mostly due to its ability to partially correct for the positive bias of the plug-in estimator. It is also able to easily provide confidence intervals and point estimates for functions of indices, where the delta method would be hard to calculate. Even if it relies on computationally-intensive simulations, the bootstrap estimator is actually quick to implement in modern-day computers: for commonly used indices, it will require few seconds to draw thousands of bootstrap simulations. For all of these reasons, we consider this method the current state of the art among general methodologies for inference on segregation indices.

### 1.5. A Non-parametric Bayesian Approach

We introduce two new methodologies based on the non-parametric Bayesian Dirichlet process mixture model (DPMM). The DPMM is a clustering model, which will be used to cluster together
occupations based on their minority proportion - we discuss momentarily why clustering occupations might be any helpful. The DPMM is non-parametric in the sense that it does not limit the number of clusters in the data a priori. Technically, the model supposes that there are infinitely many clusters, but we can only observe a finite number of them since we observe a finite amount of data (Gershman and Blei, 2012). However, the DPMM still requires the analyst to fix one hyper-parameter, whose influence we analyze in Appendix C.

First, we provide an intuitive explanation of rationale behind these estimators. Second, we provide a more formal introduction to the DPMM using the Chinese restaurant process as a metaphor (Gershman and Blei, 2012; Li et al., 2019). Finally, we introduce two new estimators based on the DPMM: the Dirichlet process - DP(C) - estimator and the corrected Dirichlet process estimator -C-DP(C). Details about the Monte Carlo sampling procedure can be found in Appendix B.

### 1.5.1. The Core Intuition

Consider a table such as Table 1.2. Assume this table represents the observed proportion in each cell in a sampled table. We can create a statistical model of how Table 1.2 came to be sampled. In particular, we assume that the sample picks a fixed number of individuals from each occupation and that each occupation contains infinitely many individuals in the population. Under these assumptions, the sampling strategy treats each occupation column as an independent binomial distribution ${ }^{12}$ parametrized by an occupation-specific probability vector, $\Pi_{G \mid O(i)}$. As usual, we are interested in estimating $S(\tau)$ starting from the observed data. Under this sampling strategy, $S(\tau)$ solely depends on the population-level probability vectors, $\Pi_{G \mid o(i)}$ (Rathelot, 2012; D'Haultfœuille and Rathelot, 2017). Therefore, the objective becomes to estimate these vectors.

[^9]If the sample is small, it may be difficult to tell whether different occupations actually have different probability vectors. Indeed, even when the group proportions of two occupations are different in the observed sample $\left(\pi_{G \mid o(i)} \neq \pi_{G \mid o(j)}\right)$, such difference may only be due to sampling variability, while at the population level the two occupations really share the same probability vector $\left(\Pi_{G \mid o(i)}=\Pi_{G \mid o(j)}\right)$. At the extreme, if every occupation shares the same probability vector, then all the segregation we observe in the sample will be due to mere sampling variability - since any segregation index would be 0 in that case (Williams, 1948). Beyond this limit case where all observed segregation is due to sampling, we expect less segregation in an environment as the number of distinct probability vectors diminishes (while the number of occupations remain the same). This is immediately clear when we consider the decomposition of the Theil index: if a group of occupations share the same probability vector, the segregation within this group will be zero. Therefore, any within-group segregation we observe among these occupations would be a sampling artifact.

We can use this intuition in the inference process. We can assign the occupations of an environment into mutually exclusive clusters, with members of the same cluster supposedly sharing the same probability vector. This operation will generally result in an estimate of $S(\tau)$ that is lower than the plug-in estimator, since occupations within the same cluster will have zero within-cluster segregation. This is desirable given the positive bias we suspect the plug-in estimator to have.

This idea was first introduced by Rathelot (2012), albeit with a different statistical interpretation. ${ }^{13}$ However, we improve substantially on the original proposal. First and foremost, Rathelot (2012) considers the number of clusters as a parameter that the analyst has to specify. This immediately implies that the point estimate of the original method is not consistent unless the analyst uses some statistically-grounded method to decide how many clusters there should be in an environment. This is what we do below using DPMM to re-establish the consistency of the point estimator. Second, Rathelot (2012) adopts a frequentist approach for estimation which appears to suffer from convergence issue (Allen et al., 2015, p. 58). We re-frame the model in a Bayesian framework using convenient conjugacy properties. This means that our model reliably converges in a relatively-fast time, which is what we empirically observe in the simulations. Finally, the Bayesian re-framing allow us to use the same estimation technique to draw inferences about functions of segregation indices - not simply their value in a population. This was a much harder problem in a frequentist framework.

### 1.5.2. DPMM for Segregation Indices

A Dirichlet process can be characterized as a probability distribution over probability distributions (Ferguson, 1973). We can use the Dirichlet process prior to cluster occupations from a sample table using DPMM (Escobar and West, 1995). Unlike other clustering techniques requiring the number of clusters as a hyper-parameter, this kind of mixture models will infer the number of clusters from

[^10]the data. We can describe the data-generating process behind the DPMM through the metaphor of the Chinese restaurant process (Li et al., 2019), which we will adapt to our specific inferential objective.

Metaphorically speaking, this process regulates how clients (representing an occupation $O_{i}$ ) are distributed in different tables (representing clusters $c_{j}$ ) in a Chinese restaurant (representing an environment $\tau$ ). We assume the restaurant potentially has an infinite number of tables available. The first client entering the restaurant will always sit at the first table with no other clients sitting there - since no other client entered before her. The client will order some food, representing the minority proportion $\Pi_{1}$ in the occupation $O_{1}$. We assume the food at each table will be drawn from a prior Beta distribution. More in general, for any table (cluster $c_{j}$ ), the associated food (minority proportion $\left.\Pi_{c(j)}\right)$ will be drawn from the same prior distribution:

$$
\begin{equation*}
\Pi_{c(j)} \sim \operatorname{Beta}\left(\alpha_{0}, \beta_{0}\right), \alpha_{0}, \beta_{0}>0 \tag{1.15}
\end{equation*}
$$

where $\alpha_{0}$ and $\beta_{0}$ are hyper-parameters to be specified. In all of the following tests, we fix them at $\alpha_{0}=\beta_{0}=1 / 2$, which is the Jeffreys prior for this model (Bernardo and Smith, 2009).

After the first client, the second client arrives. She will either sit at the same table as the first client or she will sit alone at table number two. We will indicate the table of the $i^{\text {th }}$ client with $c(i)$. The second client will sit at table one or two with the following probabilities:

$$
P(c(2)=k)= \begin{cases}\frac{1}{1+C} & \text { for } k=1 \\ \frac{C}{1+C} & \text { for } k=2\end{cases}
$$

Here $C$ is the concentration hyper-parameter regulating the likelihood that a new table (cluster) will be initiated by a client (occupation). As $C$ grows, we will in general observe more clusters. If
the second client joins the first at her table, she will consume the same food - that is, she will get the same minority proportion $\Pi_{1}$. Otherwise, she will order new food (proportion) from the prior distribution in equation (1.15).

More in general, the assignment of clients to tables will follow a rich get richer mechanism, where the probability of a new client sitting at a table $k$ is proportional to the number of clients already sit at table $k$. We indicate with $O(k)$ the number of clients at table $k$, with $K\left(j_{-1}\right)$ the number of different tables occupied before the arrival of client $j$, and with $c\left(j_{-1}\right)$ the table assignment of all the clients arrived before $j$. Then, the probability of the $j^{t h}$ client sitting at any table is:

$$
P\left(c(j)=k \mid c\left(j_{-1}\right)\right)= \begin{cases}\frac{O(k)}{O-1+C} & \text { for } k \leq K\left(j_{-1}\right)  \tag{1.16}\\ \frac{C}{O-1+C} & \text { for } k=K\left(j_{-1}\right)+1 \\ 0 & \text { otherwise }\end{cases}
$$

Leaving the metaphor aside, being assigned a cluster is equivalent to being assigned a minority proportion, $\Pi_{c(j)}$. Once an occupation $j$ is assigned a cluster and a cluster-level proportion $\Pi_{c(j)}$, the number of minority (majority) individuals observed in the sample table $T$ within occupation $j$ will follow a binomial distribution:

$$
\begin{align*}
& T_{1, j} \mid c(j), \pi_{c(j)} \sim \operatorname{Bin}\left(T_{, j}, \Pi_{c(j)}\right)  \tag{1.17}\\
& T_{2, j} \mid T_{1, j}=T_{, j}-T_{1, j}
\end{align*}
$$

Here, the total number of individuals in an occupation $\left(T_{, j}\right)$ are considered fixed - we can directly observe this parameter from the sample $T$.

Given that the Chinese restaurant metaphor is sequential in nature, it may be surprising to observe that the described process is actually exchangeable. This means that any order between
occupations would result in the same final likelihood for table $T$ (Gershman and Blei, 2012), entailing that we do not have to come up with any way to order occupations for the purpose of this technique. Based on exchangeability, we can create a Gibbs sampler to infer the cluster $c(j)$ of each occupation and the proportion $\Pi_{c}(j)$ for each cluster (Neal, 2000) - the sampler used in this paper is documented in Appendix B.

We can use this data generation process to produce a point and an interval estimate for any segregation index. From this perspective, the population table $\tau$ is the result of equations (1.15) and (1.16). Equation (1.17) models the act of sampling from the population to create the sample table $T$. For our present purposes, we can use the DPMM to produce statistical inference for segregation indices. We propose two different methods based on the DPMM: the Dirichlet process method abbreviated in DP(C) - and the corrected Dirichlet process method - abbreviated in C-DP(C). Admittedly, the DPMM is not a realistic model of the way segregation arises in a social environment, but this is not the point. Given what we know about inference for segregation indices - namely, the positive bias of the plug-in estimator and the possible advantage of clustering occupations the DPMM may provide a valuable, general alternative to the plug-in estimator and the bootstrap method. Indeed, the DPMM tries to cluster occupations, but it will not impose a clustering structure if the data clearly does not allow for it. The number of clusters is implicitly regulated by the concentration parameter $C$ from equation (1.15): a higher value for $C$ will result in more clusters, all else being equal. However, $C$ works like a Bayesian prior in that its influence will vanish as the sample size augments. When the sample size augments, the number of clusters augments and occupations will mostly be grouped by themselves - see Appendix E. Therefore, the rich get richer dynamics of cluster assignment - equation (1.15) - generally results in a small number of clusters in small samples, entailing that the DPMM-based methods will produce lower estimates than the
plug-in estimator; yet, in larger samples, these methods will produce estimates that are close to the asymptotically correct plug-in estimator. Generally, this is a desirable behaviour.

Notice that in a finite sample, the actual value of $C$ will still bear some influence on the final estimate. To emphasize the dependence of the proposed methods on $C$, we explicitly indicate $C$ in their abbreviation, $D P(C)$ and $C-D P(C)$. In sections 1.6 and 1.7, we fix $C=1$; thus, we actually test $D P(1)$ and $C-D P(1)$ in those experiments. In Appendix C , we test the effects of $C$ on inference in the same Monte Carlo simulation setting. In the range of $C$ tested, the results show that the effect of $C$ are consistently small: as expected, $C$ is practically irrelevant in the larger samples. However, the effects of $C$ (and $\alpha_{0}$ and $\beta_{0}$ ) are worth further exploration in future research.

### 1.5.3. The DP(C) Method

In the DPMM described in section 1.5.2, the cluster-specific $\Pi_{c}(j)$ from equation (1.15) represents the minority proportion in each occupation in the population. Such population-level $\Pi_{c(j)}$ are sufficient to calculate the population value of any index - $S(\tau)$ - if in addition we also know the proportion of the population in each occupation, which we will indicate with $\Pi_{O}$. As a matter of fact, we can approximate $\Pi_{O}$ from the sample table $T .{ }^{14}$ So, all we need from the DPMM are estimates of the different $\Pi_{c(j)}$, indicated with $\hat{\Pi}_{c(j)}$. For example, to get an estimate for the D and Theil indices given $\pi_{O}$ and the inferred $\hat{\Pi}_{c(j)}$, it is sufficient to swap $\hat{\Pi}_{c(j)}$ for $\pi_{g(1) \mid o(j)}$ in equations (1.2) and (1.5).

Therefore, the objective is to infer the posterior distribution of $\hat{\Pi}_{c(j)}$ given $T$. We can do this inference through a Gibbs sampler on the DPMM - see Appendix B. The Gibbs sampler will produce $B$ different samples from the posterior distribution of $\Pi_{c(j)}$ for all occupations, where $B$ is

[^11]chosen by the analyst. As discussed in greater details in the Appendix, we aggregate these samples to create $B$ tables, which are effectively samples from the posterior distribution of the environment
$\tau$. We indicate the $i^{\text {th }}$ sampled environment with $\tau_{i}^{*}$. From here, we can calculate $S\left(\tau_{i}^{*}\right)$ on the sampled tables to create a posterior distribution for $S(\tau)$, which we will indicate with $\mathscr{S}(\tau)$. This posterior can be used both to create a point estimate and an interval estimate.

As for the point point estimate, different reasonable Bayesian point estimates of $S(\tau)$ can be calculated from $\mathscr{S}(\tau)$. Here, we specifically use the expected value of $\tau$ because it minimizes the mean squared error (MSE) of the estimator (Bernardo and Smith, 2009, Proposition 5.2); we use the root mean squared error (RMSE) as a metric to judge the different estimators in the experiments below. Therefore, the point estimate we use is:

$$
\begin{equation*}
\hat{S}_{D P(C)}(\tau)=E[\mathscr{S}(\tau)] \approx \frac{1}{B} \sum_{i=1}^{B} S\left(\tau_{i}^{*}\right) \tag{1.18}
\end{equation*}
$$

In our experiments, other possible point estimators - such as the median of $\mathscr{S}(\tau)$ - barely change the point estimates.

As for the interval estimate, a Bayesian confidence interval ${ }^{15}$ at the $\alpha$ level for $S(\tau)$ can be estimated through the highest density region technique (Bernardo and Smith, 2009, Definition

[^12]5.5). Let $[\mathscr{S}(\tau)]_{\alpha}$ be the $\alpha$ percentile of the posterior distribution $\mathscr{S}(\tau)$. The interval of interest is: ${ }^{16}$
\[

$$
\begin{align*}
& C I_{D P(C)}(\alpha)[S(\tau)]=\operatorname{HDR}(1-\alpha)[\mathscr{S}(\tau)]=\left[[\mathscr{S}(\tau)]_{a} ;[\mathscr{S}(\tau)]_{b}\right]  \tag{1.19}\\
& \text { where } a, b:[\mathscr{S}(\tau)]_{b}-[\mathscr{S}(\tau)]_{a}=\min _{l-u=1-\alpha}\left([\mathscr{S}(\tau)]_{u}-[\mathscr{S}(\tau)]_{l}\right)
\end{align*}
$$
\]

In practice we estimate the percentile of $\mathscr{S}(\tau)$ from the Gibbs samples $S\left(\tau_{i}^{*}\right)$ : in symbols, $[\mathscr{S}(\tau)]_{\alpha} \approx$ $[S(\tau *)] \alpha$.

In addition to estimating a segregation index, the $\mathrm{DP}(\mathrm{C})$ method can be applied to estimate functions of the index, or even functions of indices from multiple sample tables. Assume we have $m$ sample tables $T_{1}, T_{2} \ldots T_{m}$ from the environments $\tau_{1}, \tau_{2} \ldots \tau_{m}$. We can use Gibbs sampling to produce $B$ variates from each of the posterior distributions of the segregation index, $\mathscr{S}\left(\tau_{1}\right), \mathscr{S}\left(\tau_{2}\right) \ldots \mathscr{S}\left(\tau_{m}\right)$. We indicate with $\tau_{j, i}^{*}$ the $i^{t h}$ environment sampled from the posterior of the $j^{t h}$ environment. Inference for a function $f\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(\tau_{m}\right)\right)$ can be based on its posterior distribution, $f\left(S\left(\hat{\tau}_{1}\right), S\left(\hat{\tau}_{2}\right) \ldots S\left(\hat{\tau}_{m}\right)\right)$. Once again, we can use the expectation and highest density region of this distribution to create the point and the interval estimate, respectively. In symbols:

$$
\begin{align*}
& \hat{f}_{D P(C)}\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(\tau_{m}\right)\right)=\sum_{i=1}^{B} \frac{1}{B} f\left(S\left(\tau_{1, i}^{*}\right), S\left(\tau_{2, i}^{*}\right) \ldots S\left(\tau_{m, i}^{*}\right)\right)  \tag{1.20}\\
& C I_{D P(C)}(\alpha)\left[f\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right), \cdots\right)\right]=H D R(1-\alpha)\left[f\left(S\left(\hat{\tau}_{1}\right), S\left(\hat{\tau}_{2}\right) \ldots S\left(\hat{\tau}_{m}\right)\right)\right] \tag{1.21}
\end{align*}
$$

We approximate the percentile from this posterior with the percentile from the Gibbs samples, as we did for equation (1.19).

[^13]Finally a note about computation time for the $\mathrm{DP}(\mathrm{C})$ method. While this method is certainly longer to compute than the plug-in and the bootstrap methods, its Gibbs sampler implementation is relatively quick. The computation time depends linearly on the number of columns in the sample table. In our experiment with the Chicago complete data in section 1.7, we tested this method on a sample table with more than 900 columns. In this rather extreme case, the method takes less than 3 minutes to sample the posterior 1,000 times on the cluster computer where the experiments were run - including a burn-in period of 500 iterations. We think this computational time is reasonable and it does not prevent the $\mathrm{DP}(\mathrm{C})$ method from being employed in practical applications.

### 1.5.4. The C-DP(C) Method

Suppose we have a known environment $\tau$ and an established sampling procedure. By applying the sampling procedure repeatedly to $\tau$, we could create $r$ different sample tables $T_{1}, T_{2} \ldots T_{r}$, each with its own plug-in point estimate $S\left(T_{1}\right), S\left(T_{2}\right) \ldots S\left(T_{r}\right)$. These estimates would allow us to observe the sampling distribution of the plug-in estimator and calculate its bias. Assume we calculated the bias with no error and we observe a new sample table $T_{r+1}$. We could subtract the calculated bias from the plug-in point estimate $S\left(T_{r+1}\right)$ to obtain a new unbiased point estimate with the same variance as the original plug-in estimate.

In this example, calculating the bias is unnecessary in the first place: we can calculate segregation directly on $\tau$ with no samples or bias involved. Yet, the core idea is still helpful in the usual setting, where we only observe one sample table $T$. In this setting, the issue becomes one of probability inversion: given the table $T$ and a sampling procedure, which environment $\tau^{*}$ is likely to have produced $T$ ? From here, what is then the bias that likely lurks in the plug-in point estimate? Ultimately, this is the approach that the bootstrap method use to de-bias the plug-in estimator see section 1.4.2. Inspired by the idea of Bayesian bootstrap (Rubin, 1981), we can suppose that
the DPMM is the sampling procedure that created the observed sample table $T$. If that is the case, then the same Gibbs sampler that allows us to conduct inference for the $\operatorname{DP}(\mathrm{C})$ method will also allow us to create a posterior distribution of the plug-in bias. We can use this posterior to create new point and interval estimates. Importantly, even if the DPMM is not a realistic data generation process, this point estimator is consistent in the same case where the plug-in estimator is consistent - see Appendix E.

More precisely, let $\tau_{i}^{*}$ be the $i^{t h}$ sampled table from the posterior of distribution of $\tau$. Then, using equation (1.17) we can create new, simulated samples from this environment, $T_{j}^{*}$. We can use $T_{j}^{*}$ to estimate the bias of the plug-in estimator under the hypothesis that $\tau^{*}$ is the environment of interest. If we created $R$ different simulated samples, then the bias would be calculated as

$$
E_{T^{*}}\left[\beta\left[S(T) \mid \tau^{*}\right]\right] \approx \frac{1}{R} \sum_{j=1}^{R}\left(S\left(T_{j}^{*}\right)-S\left(\tau^{*}\right)\right)
$$

Assume we sample $B$ different posterior environments $\tau^{*}$ through the Gibbs sampler. Then, by the law of total expectation, the overall bias of the plug-in estimator can be estimated as:

$$
\begin{equation*}
E[\mathscr{B}(S)]=E_{\tau^{*}}[\beta[S(T)]]=E_{\tau^{*}}\left[E_{T^{*}}\left[\beta\left[S(T) \mid \tau^{*}\right]\right]\right] \approx \frac{1}{B} \sum_{i=1}^{B} \frac{1}{R} \sum_{j=1}^{R}\left(S\left(T_{j}^{*}\right)-S\left(\tau^{*}\right)\right) \tag{1.22}
\end{equation*}
$$

where we explicitly signal in the sub-scripts the distribution over which the expectation is taken. Moreover, notice that the various $S\left(T_{j}^{*}\right)-S\left(\tau^{*}\right)$ are effectively samples from the posterior of the plug-in bias; for notational convenience, we indicate this distribution with $\mathscr{B}(S)$. Notice that $\mathscr{B}(S)$ is specific to the $S$ index of interest and (more implicitly) to the observed sample $T$.

Overall, equation (1.22) calculates the bias we expect for a plug-in estimator given the data and the assumption that a Dirichlet process mixture model is the data-generating process. In principle, we can fix $R$ as large as we like, but in the experiment that follows we simply use $R=1$. Starting
from this equation, we can produce a point estimate:

$$
\begin{equation*}
\hat{S}_{C-D P(C)}=E\left[\hat{S}_{P I}(\tau)-\mathscr{B}(S)\right]=\hat{S}_{P I}(\tau)-E[\mathscr{B}(S)] \tag{1.23}
\end{equation*}
$$

Since we are sampling from the posterior $\mathscr{B}(S)$, we can use the same highest density region approach of equations (1.19) and (1.21) to create an interval estimate:

$$
\begin{equation*}
C I_{C-D P(C)}(\alpha)[S(\tau)]=H D R(1-\alpha)\left[\hat{S}_{P I}(\tau)-\mathscr{B}(S)\right]=\left[\hat{S}_{P I}(\tau)-[\mathscr{B}(S)]_{a} ; \hat{S}_{P I}(\tau)-[\mathscr{B}(S)]_{b}\right] \tag{1.24}
\end{equation*}
$$

where $[\mathscr{B}(S)]_{i}$ indicates the $i^{\text {th }}$ percentile from the plug-in bias posterior, which we approximate from the Gibbs samples.

Moreover, it is straightforward to extend this method to estimate arbitrary functions of one or more segregation indices. Using the same strategy above, we can sample from the posterior distribution of the plug-in bias for the arbitrary function $f\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(\tau_{m}\right)\right)$. Let $\mathscr{B}(f)$ indicate this posterior distribution. Then, the point and interval estimates will be

$$
\begin{equation*}
\hat{f}_{C-D P(C)}\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(\tau_{m}\right)\right)=\hat{f}_{P I}\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(\tau_{m}\right)\right)-E[\mathscr{B}(f)] \tag{1.25}
\end{equation*}
$$

$$
\begin{equation*}
C I_{C-D P(C)}(\alpha)\left[f\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right), \cdots\right)\right]=H D R(1-\alpha)\left[\hat{f}_{P I}\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(\tau_{m}\right)\right)-\mathscr{B}(f)\right] \tag{1.26}
\end{equation*}
$$

Finally, we notice that the computational time to get a point and interval estimate using the C-DP(C) method is substantially identical to the time necessary to get a $\mathrm{DP}(\mathrm{C})$ estimate.

Figure 1.4 Segregation curves of the synthetic environments sampled in the Monte-Carlo tests. Higher value of Q correspond to curves that are more distant from the non-segregation line - that is, the oblique, dashed line.


### 1.6. Simulation Tests

This section shows the results of extensive simulation-based tests on the methods presented in the section above. The test strategy follows (and extend) the strategy by Allen et al. (2015). The simulations test the amount of bias and the root mean squared error (RMSE) of the different point estimators as well as the coverage properties of the corresponding confidence intervals.

### 1.6.1. Simulation Setup

To simulate the sampling distribution of segregation indices, we first need environments' tables to be sampled. To create tables with an increasing amount of segregation, we use the hyperbola model by Duncan and Duncan (1955) to create segregation curves for the artificial environments. This model produces segregation curves following the trajectory of an hyperbole in the relevant portion of the Cartesian plane - i.e. in the square with vertices in $(0,0),(0,1),(1,0),(1,1)$. The
hyperbola model has only one parameter $Q$ between 0 and 1 regulating the amount of segregation. Specifically, we use the following values for $Q: 0.2,0.4,0.6,0.8,0.95,0.97,0.99$. A lower value corresponds to less segregation. These values for $Q$ create the segregation curves shown in Figure 1.4. In general, a higher value of $Q$ corresponds to a higher segregation in the environment following the Lorentz criterion (Hutchens, 1991). Noticeably neither D nor the Theil strictly follow this criterion strictly. However, Duncan and Duncan (1955) show that the D index is the maximum vertical distance between the $45^{\circ}$ no-segregation line and the segregation curve of the population. Therefore, it is immediately clear from Figure 1.4 that D increases monotonically with Q . As for the Theil Index, its value is also influenced by the group proportion $P$, contradicting the Lorentz criterion. However, for fixed group proportions, the Theil index monotonically increases as $Q$ increases.

The hyperbola model does not depend on the minority proportion in the environment, which is a free parameter. In the simulations, we consider three different values for the minority proportion $P: 0.050 .2,0.3$. Therefore, we consider a total of 27 different environments to sample, resulting from the combination of the different values of $Q$ and $P$. In all of the artificial environments, there are fifty occupations - i.e. $O=50$ - and all occupations have the same expected number of individuals in them. After the creation of the synthetic environments, we simulated sampling procedures from the environments. The simulated samples uses a simple random sampling schema with three different sample sizes, $N: 500,1500,2500$. This implies that we expect to observe 10,30 or 50 individuals in each occupation, respectively.

When presenting results below, we consider the $Q$ parameter differently from the $N$ and $P$ parameters. Substantially, we consider the $N$ and $P$ parameters as known, whereas the $Q$ value is considered unknown. Indeed, a practitioner estimating $S(\tau)$ from a sample will certainly know the size of her sample. Moreover, estimating $P$ is substantially easier than estimating a segregation
index. Therefore, the practitioner will know $P$ with small uncertainty in comparison to $S(\tau)$. On the contrary, knowing $Q$ or, more in general, the segregation curve of an environment amounts to knowing a segregation index. So,knowing $Q$ would be equivalent to knowing the estimand in this setup. Therefore, we consider $Q$ as unknown at the time of the estimation. This way, our conclusions will be best aligned to practical problems where a practitioner has to choose how to estimate a segregation index. Effectively, this means that we compare the performances of the estimators over 9 different parametrizations, resulting from the combination of the different values for $N$ and $P$. In all of these 9 cases, we test the estimators on all of the 7 different $Q$ values considered and aggregate the results.

More in detail, for each $N-P-Q$ combination, we simulate 500 sample tables $T$ and test all of the estimation techniques for the the D and Theil indices on each sample. In addition, we also tested the estimators for the Gini (Hutchens, 1991) and Atkinon indices (James and Taeuber, 1985). These indices do not change the general conclusion from the experiments on the D and Theil indices. For this reason, they are not discussed below, but the curious reader can consult the full results for these indices in the result file. Throughout the experiment, the number of bootstrap simulations and posterior sampling is fixed at 2,000 . The Gibbs samplers is also given a 500 -samples burn-in period. All confidence intervals are calculated at a nominal 0.95 confidence level.

### 1.6.2. Results of the Simulation Experiments

Table 1.3 and Table 1.4 report the performances of the different estimators for the different parametrizations tested. For each $N-P$ combinations, the tables report statics about the bias, root mean squared error (RMSE) and interval coverage of the inferential techniques over the differ values of Q . In section 1.3 above, we noticed that the bias of the plug-in point estimate is influenced by the Q value (see Figure 1.2); the simulations show that the parameter $Q$ influences the behavior of all

Figure 1.5 A comparison of the RMSE of the different point estimates of the Theil index for $P=0.3$. The y-axis measures the RMSE: ideally, we would like the estimators to follow the 0 line throughout the span of Q. Notice that we could not include the RMSE values for the plug-in estimator in the leftmost sub-plot because they are much higher than all other values. Including these values would have entailed rescaling the entire plot in a way that made the differences between all other estimators substantially unreadable.

other techniques as well. Even if this hardly surprising, it still creates some issues in the evaluation of the estimators' perfomances. For example, Figure 1.5 shows the RMSE values of the point estimators of the Theil index when $P=0.3$. As the Figure shows, the RMSE of the different estimators follow the same overall pattern as the RMSE of the plug-in estimator. Yet, the rank of two estimators may be unclear. E.g. the C-DP(1) estimator has higher (worst) RMSEs for lower values of Q than the Bootstrap estimator, but it has lower (better) RMSEs for higher values of Q : which point estimator is better in this case? Leaving aside the present simulation settings, this means that an estimator may perform better or worst than another depending on the specific segregation curve
in the sampled environment. Unfortunately, the segregation curve of an environment is unknown in practical applications, as discussed above. It follows that there is not sufficient information to always choose the best estimator. The same problem arises when comparing the coverage properties of the confidence intervals.

We report different statics (mean, median and range) for each metric (bias, RMSE, and coverage) because there is no immediate, natural way to evaluate the methods over the range of $Q$ for fixed $N$ and $P$ - in addition, full results from the simulations are available as a file. However, when discussing the results we will refer to the min-max criterion to rank estimators. That is, we rank estimators based on their performances in the worst case scenario. For example, in the leftmost sub-plot of Figure 1.5, the best estimator according to the min-max criterion is $\mathrm{DP}(1)$ because it performs best in the most difficult situation, when $Q=0.99$. Notice that our conclusions would be different if we used the mean as our criterion to judge estimators. The min-max performance of an estimator may be inferred from its range, reported in Table 1.3 and 1.4. We emphasize the min-max criterion since it is a conservative choice: it focuses on the robustness of an estimator in the worst cases. Since we do not know how the sampled environments will look like when these methods are applied to real world problems, the other criterion appear more arbitrary. For example, the mean of the RMSEs implicitly weight every value of $Q$ equally, which is equivalent to supposing that the $Q$ values follow a uniform distribution: this appears an arbitrary and unlikely assumption. Similarly, the median RMSE only shows what happens at a specific value of Q, disregarding the extreme values of the RMSE metric. However, this value may not be relevant in practical applications - where it may be common to encounter the values of Q that are associated with the most difficult (easy) estimation. By construction, the min-max criterion will not select the optimal estimator - which is
impossible to know - but will strive to select the least bad estimator. ${ }^{17}$ Notice that there are cases where one estimator is consistently better than another for all values of Q . In those cases, there is no question about which estimator is better among the two and we will say that an estimator dominates the other. In particular, we focus on the dominance over the bootstrap estimator, which we consider the current state of the art.

Two patterns immediately appear from the results in Table 1.3 and 1.4. First, it may not be straightforward to choose the best estimator, but the last position of the ranking is crystal-clear: the plug-in estimator is consistently the worst estimator by all metrics. The full results in the attached file show that the plug-in estimator is dominated by all the others in almost every instance. This applies to both the point and the interval estimates. This is not completely surprising (Allen et al., 2015; Rathelot, 2012), but it clearly shows that the current practice of using the plug-in point estimator is not warranted. Second, the $\mathrm{DP}(1)$ and C-DP(1) are the best estimators in small samples. In many instances, the bootstrap and the plug in intervals fail pathologically providing zero coverage with their intervals. This is particularly worrisome with the plug-in estimator, which provides a minimum coverage close to 0 even in the most favourable parametrization analyzed here $-N=2,500$ and $P=0.3$. In comparison, the Bayesian estimators provide a coverage around 0.8 even in the worst case scenario tested here. Leaving the most difficult case aside, the minimum coverage provided by the $\mathrm{DP}(1)$ and $\mathrm{C}-\mathrm{DP}(1)$ methods are most often close to 0.9 for each N $P$ combination, making them the safer choices when the user wants to estimate an interval. For point estimates, the situation is less straightforward, but the $\mathrm{DP}(1)$ and $\mathrm{C}-\mathrm{DP}(1)$ tend to dominate the bootstrap estimator when either $N$ or $P$ is low for both the D and the Theil index. To the

[^14]|  | Bias |  |  |  | RMSE |  |  |  | Confidence Interval |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | Mean | Median | Range | $\geq$ | Mean | Median | Range | $\geq$ | Mean | Median | Range | $\geq$ |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| Plug In | 0.295 | 0.286 | 0.078-0.548 |  | 0.298 | 0.290 | 0.085-0.550 |  | 0.015 | 0.000 | 0.000-0.084 |  |
| Bootstrap | 0.211 | 0.190 | 0.050-0.424 |  | 0.221 | 0.200 | 0.066-0.428 |  | 0.162 | 0.054 | 0.000-0.416 |  |
| DP(1) | 0.027 | -0.025 | -0.031-0.168 | 1 | 0.103 | 0.085 | 0.066-0.179 | 1 | 0.959 | 0.968 | 0.888-0.984 | 1 |
| C-DP(1) | 0.023 | -0.015 | -0.031-0.142 | 1 | 0.104 | 0.099 | 0.063-0.165 | 1 | 0.929 | 0.924 | 0.862-0.974 | 1 |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| Plug In | 0.113 | 0.089 | 0.017-0.259 |  | 0.122 | 0.098 | 0.033-0.261 |  | 0.445 | 0.526 | 0.000-0.880 |  |
| Bootstrap | 0.040 | 0.012 | -0.004-0.139 |  | 0.068 | 0.051 | 0.033-0.145 |  | 0.648 | 0.836 | 0.044-0.866 |  |
| DP(1) | 0.005 | -0.006 | -0.018-0.069 |  | 0.052 | 0.047 | 0.033-0.078 |  | 0.958 | 0.958 | 0.936-0.988 | 1 |
| C-DP(1) | -0.003 | -0.002 | -0.031-0.037 |  | 0.054 | 0.057 | 0.033-0.073 |  | 0.908 | 0.908 | 0.866-0.952 | 1 |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.3$ |  |  |  |  |  |  |  |
| Plug In | 0.092 | 0.069 | 0.014-0.220 |  | 0.101 | 0.079 | 0.031-0.222 |  | 0.499 | 0.664 | 0.000-0.916 |  |
| Bootstrap | 0.031 | 0.006 | -0.003-0.114 |  | 0.058 | 0.047 | 0.031-0.120 |  | 0.697 | 0.822 | 0.104-0.884 |  |
| DP(1) | 0.002 | -0.008 | -0.019-0.053 |  | 0.046 | 0.043 | 0.031-0.063 |  | 0.950 | 0.948 | 0.930-0.984 | 1 |
| C-DP(1) | -0.004 | -0.002 | -0.025-0.024 |  | 0.048 | 0.053 | 0.031-0.065 |  | 0.888 | 0.892 | 0.854-0.920 | 1 |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| Plug In | 0.124 | 0.099 | 0.022-0.281 |  | 0.132 | 0.107 | 0.037-0.283 |  | 0.405 | 0.400 | 0.000-0.828 |  |
| Bootstrap | 0.045 | 0.015 | -0.003-0.155 |  | 0.075 | 0.052 | 0.037-0.162 |  | 0.571 | 0.760 | 0.036-0.798 |  |
| DP(1) | 0.008 | -0.008 | -0.016-0.080 |  | 0.056 | 0.053 | 0.035-0.089 |  | 0.954 | 0.956 | 0.926-0.986 | 1 |
| C-DP(1) | 0.000 | -0.002 | -0.025-0.049 |  | 0.058 | 0.060 | 0.036-0.077 |  | 0.906 | 0.904 | 0.874-0.944 | 1 |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| Plug In | 0.047 | 0.030 | 0.005-0.131 |  | 0.056 | 0.040 | 0.018-0.132 |  | 0.615 | 0.832 | 0.000-0.952 |  |
| Bootstrap | 0.012 | 0.001 | -0.001-0.059 |  | 0.033 | 0.031 | 0.019-0.065 |  | 0.797 | 0.886 | 0.310-0.938 |  |
| DP(1) | 0.000 | -0.001 | -0.013-0.020 |  | 0.030 | 0.032 | 0.018-0.041 |  | 0.951 | 0.948 | 0.930-0.982 |  |
| C-DP(1) | -0.004 | 0.000 | -0.021-0.003 |  | 0.031 | 0.033 | 0.019-0.044 |  | 0.899 | 0.902 | 0.848-0.944 |  |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.3$ |  |  |  |  |  |  |  |
| Plug In | 0.037 | 0.021 | 0.005-0.108 |  | 0.046 | 0.032 | 0.017-0.110 |  | 0.656 | 0.894 | 0.000-0.944 |  |
| Bootstrap | 0.009 | 0.000 | -0.002-0.046 |  | 0.028 | 0.027 | 0.017-0.052 |  | 0.827 | 0.908 | 0.406-0.928 |  |
| DP(1) | -0.001 | -0.002 | -0.014-0.012 |  | 0.026 | 0.024 | 0.016-0.035 |  | 0.947 | 0.940 | 0.928-0.990 | 1 |
| C-DP(1) | -0.004 | -0.002 | -0.019-0.000 |  | 0.027 | 0.028 | 0.017-0.040 |  | 0.902 | 0.910 | 0.836-0.944 |  |
|  |  |  |  |  | $\mathrm{N}=2,500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| Plug In | 0.083 | 0.058 | 0.011-0.206 |  | 0.092 | 0.067 | 0.026-0.208 |  | 0.513 | 0.696 | 0.000-0.904 |  |
| Bootstrap | 0.026 | 0.000 | -0.005-0.106 |  | 0.053 | 0.042 | 0.027-0.112 |  | 0.681 | 0.832 | 0.120-0.862 |  |
| DP(1) | 0.003 | -0.004 | -0.018-0.050 |  | 0.042 | 0.039 | 0.026-0.060 |  | 0.956 | 0.954 | 0.940-0.990 | 1 |
| C-DP(1) | -0.003 | -0.001 | -0.024-0.025 |  | 0.045 | 0.050 | 0.027-0.063 |  | 0.911 | 0.916 | 0.872-0.936 | 1 |
|  |  |  |  |  | $\mathrm{N}=2,500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| Plug In | 0.031 | 0.015 | 0.004-0.093 |  | 0.038 | 0.026 | 0.014-0.094 |  | 0.686 | 0.906 | 0.000-0.940 |  |
| Bootstrap | 0.007 | 0.000 | -0.003-0.039 |  | 0.024 | 0.023 | 0.015-0.044 |  | 0.841 | 0.916 | 0.454-0.924 |  |
| DP(1) | -0.001 | -0.001 | -0.012-0.008 |  | 0.022 | 0.022 | 0.014-0.032 |  | 0.950 | 0.940 | 0.930-0.994 | 1 |
| C-DP(1) | -0.003 | -0.003 | -0.015-0.002 |  | 0.024 | 0.025 | 0.015-0.036 |  | 0.909 | 0.918 | 0.850-0.932 |  |
|  |  |  |  |  |  | $\mathrm{N}=2,5$ | , $\mathrm{P}=0.3$ |  |  |  |  |  |
| Plug In | 0.025 | 0.014 | 0.003-0.077 |  | 0.032 | 0.023 | 0.013-0.078 |  | 0.686 | 0.906 | 0.000-0.940 |  |
| Bootstrap | 0.005 | 0.000 | -0.001-0.030 |  | 0.021 | 0.021 | 0.013-0.036 |  | 0.841 | 0.916 | 0.454-0.924 |  |
| DP(1) | 0.000 | 0.001 | -0.006-0.003 |  | 0.019 | 0.019 | 0.013-0.028 |  | 0.950 | 0.940 | 0.930-0.994 | 1 |
| C-DP(1) | -0.002 | 0.000 | -0.008-0.001 |  | 0.021 | 0.021 | 0.013-0.029 |  | 0.909 | 0.918 | 0.850-0.932 |  |

Table 1.3. Monte Carlo Results for the D index. The $\geq$ signals whether an estimator dominates the Bootstrap estimator in a simulation setting. Bolded values represent the best metric in each situation; estimators have their ranges bolded when they have the best metrics from a min-max perspective.

| Method | Bias |  |  |  | RMSE |  |  |  | Confidence Interval |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Median | Range | $\geq$ | Mean | Median | Range | $\geq$ | Mean | Median | Range | $\geq$ |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| Plug In | 0.187 | 0.208 | 0.096-0.250 |  | 0.193 | 0.212 | 0.113-0.252 |  | 0.129 | 0.000 | 0.000-0.536 |  |
| Bootstrap | 0.102 | 0.112 | 0.054-0.139 |  | 0.117 | 0.122 | 0.086-0.143 |  | 0.362 | 0.288 | 0.044-0.752 |  |
| DP(1) | 0.019 | 0.020 | -0.023-0.057 | 1 | 0.061 | 0.062 | 0.053-0.072 | 1 | 0.952 | 0.960 | 0.926-0.962 | 1 |
| C-DP(1) | 0.009 | 0.006 | -0.010-0.031 | 1 | 0.058 | 0.057 | 0.042-0.074 | 1 | 0.933 | 0.942 | 0.882-0.974 | 1 |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| Plug In | 0.100 | 0.109 | 0.070-0.112 |  | $\mathrm{N}=500, \mathrm{P}=0.2$   <br> 0.106 0.114 $0.081-0.115$ |  |  |  | 0.170 | 0.032 | 0.000-0.502 |  |
| Bootstrap | 0.027 | 0.027 | 0.019-0.038 |  | 0.045 | 0.047 | 0.027-0.059 |  | 0.853 | 0.852 | 0.770-0.956 |  |
| DP(1) | 0.010 | 0.012 | -0.014-0.027 |  | 0.037 | 0.036 | 0.029-0.046 |  | 0.920 | 0.924 | 0.856-0.956 |  |
| C-DP(1) | 0.004 | 0.004 | -0.002-0.008 | 1 | 0.034 | 0.037 | 0.017-0.047 | 1 | 0.938 | 0.922 | 0.902-0.986 |  |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.3$ |  |  |  |  |  |  |  |
| Plug In | 0.085 | 0.088 |  |  | 0.091 | 0.090 | 0.078-0.097 |  | 0.188 | 0.144 | 0.000-0.442 |  |
| Bootstrap | 0.018 | 0.014 | 0.005-0.030 |  | 0.037 | 0.039 | 0.017-0.053 |  | 0.889 | 0.914 | 0.768-0.994 |  |
| DP(1) | 0.008 | 0.012 | -0.011-0.023 |  | 0.034 | 0.035 | 0.024-0.043 |  | 0.910 | 0.930 | 0.808-0.936 |  |
| C-DP(1) | 0.003 | 0.003 | 0.001-0.007 | 1 | 0.032 | 0.034 | 0.014-0.044 | 1 | 0.928 | 0.928 | 0.894-0.980 | 1 |
|  |  |  | 0.047-0.095 |  | $\mathrm{N}=1,500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| Plug In | 0.078 | 0.087 |  |  | 0.084 | 0.090 | 0.061-0.097 |  | 0.231 | 0.024 | 0.000-0.664 |  |
| Bootstrap | 0.027 | 0.026 |  |  | 0.041 | 0.042 | 0.031-0.050 |  | 0.786 | 0.784 | 0.728-0.838 |  |
| DP(1) | 0.009 | 0.009 | $0.023-0.030$$-0.005-0.023$ |  | 0.032 | 0.029 | 0.023-0.042 | 1 | 0.933 | 0.940 | 0.888-0.960 | 1 |
| C-DP(1) | 0.003 | 0.003 | 0.000-0.008 |  | 0.030 | 0.029 | 0.016-0.043 | 1 | 0.935 | 0.926 | 0.898-0.976 | 1 |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| Plug In | 0.034 | 0.034 | 0.031-0.036 |  | 0.039 | 0.039 | 0.035-0.044 |  | 0.400 | 0.484 | 0.000-0.736 |  |
| Bootstrap | 0.005 | 0.003 | 0.000-0.012 |  | 0.019 | 0.019 | 0.006-0.030 |  | 0.929 | 0.934 | 0.874-0.992 |  |
| DP(1) | 0.004 | 0.006 | -0.002-0.009 |  | 0.019 | 0.019 | 0.010-0.027 |  | 0.921 | 0.928 | 0.876-0.948 |  |
| C-DP(1) | 0.001 | 0.001 | 0.000-0.002 |  | 0.018 | 0.019 | 0.006-0.028 |  | 0.937 | 0.936 | 0.908-0.978 |  |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.3$ |  |  |  |  |  |  |  |
| Plug In | 0.028 | 0.028 | 0.027-0.028 |  | 0.033 | 0.033 | 0.028-0.037 |  | 0.459 | 0.624 | 0.000-0.750 |  |
| Bootstrap | 0.003 | 0.001 | -0.001-0.009 |  | 0.017 | 0.017 | 0.005-0.026 |  | 0.949 | 0.948 | 0.890-1.000 |  |
| DP(1) | 0.003 | 0.004 | -0.002-0.007 |  | 0.017 | 0.017 | 0.008-0.024 |  | 0.926 | 0.932 | 0.904-0.942 |  |
| C-DP(1) | 0.000 | 0.000 | -0.001-0.002 |  | 0.016 | 0.017 | 0.005-0.025 |  | 0.939 | 0.938 | 0.914-0.978 |  |
|  |  |  |  |  | $\mathrm{N}=2,500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| Plug In | 0.049 | 0.053 | 0.032-0.056 |  | 0.054 | 0.057 | 0.043-0.057 |  | 0.295 | 0.158 | 0.000-0.768 |  |
| Bootstrap | 0.013 | 0.012 | 0.007-0.021 |  | 0.026 | 0.026 | 0.013-0.037 |  | 0.888 | 0.874 | 0.814-0.972 |  |
| DP(1) | 0.007 | 0.006 | $-0.003-0.014$ |  | 0.023 | 0.021 | 0.015-0.032 |  | 0.917 | 0.942 | 0.842-0.952 |  |
| C-DP(1) | 0.002 | 0.001 | $-0.001-0.004$ | 1 | 0.022 | 0.022 | 0.009-0.033 | 1 | 0.943 | 0.932 | 0.918-0.978 |  |
|  |  |  |  |  | $\mathrm{N}=2,500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| Plug In | 0.020 | 0.020 | 0.019-0.023 |  | 0.025 | 0.024 | 0.020-0.030 |  | 0.519 | 0.728 | 0.000-0.804 |  |
| Bootstrap | 0.002 | 0.001 | -0.001-0.008 |  | 0.014 | 0.014 | 0.004-0.022 |  | 0.947 | 0.936 | 0.894-1.000 |  |
| DP(1) | 0.003 | 0.003 |  |  | 0.014 | 0.014 | 0.006-0.021 |  | 0.937 | 0.940 | 0.926-0.946 | 1 |
| C-DP(1) | 0.000 | 0.000 | $\begin{aligned} & 0.001-0.005 \\ & \mathbf{- 0 . 0 0 2 - 0 . 0 0 3} \\ & \hline \end{aligned}$ |  | 0.013 | 0.014 | 0.004-0.021 |  | 0.943 | 0.940 | 0.918-0.976 | 1 |
|  |  |  |  |  | $\mathrm{N}=2,500, \mathrm{P}=0.3$ |  |  |  |  |  |  |  |
| Plug In | 0.017 | 0.017 | 0.015-0.018 |  | 0.021 | 0.021 | 0.017-0.026 |  | 0.565 | 0.742 | 0.000-0.858 |  |
| Bootstrap | 0.001 | 0.000 | 0.000-0.005 |  | 0.012 | 0.013 | 0.003-0.019 |  | 0.959 | 0.962 | 0.920-0.996 |  |
| DP(1) | 0.002 | 0.003 | -0.001-0.004 |  | 0.013 | 0.014 | 0.005-0.018 |  | 0.937 | 0.938 | 0.918-0.950 | 1 |
| C-DP(1) | 0.000 | 0.000 | -0.002-0.002 |  | 0.012 | 0.013 | 0.003-0.019 |  | 0.947 | 0.942 | 0.924-0.976 |  |

Table 1.4. Monte Carlo Results for the Theil index. The $\geq$ signals whether an estimator dominates the Bootstrap estimator in a simulation setting. Bolded values represent the best metric in each situation; estimators have their ranges bolded when they have the best metrics from a min-max perspective.
extent that it is possible to compare the present tests with previous benchmarks, it appears that the performances of the Bayesian inferential techniques are superior or very close to the performances of other techniques specifically-tuned for one or few indices (Allen et al., 2015; D'Haultfœuille and Rathelot, 2017).

Focusing on the specific indices, it appears that the $\mathrm{DP}(1)$ is the best method for the D index, where it generally fares better than the other estimators both in terms of point and interval estimates. In terms of RMSE, the $\mathrm{DP}(1)$ and $\mathrm{C}-\mathrm{DP}(1)$ point estimate will generally be close, with the $\mathrm{DP}(1)$ estimates being slightly better in most cases. The bootstrap point estimates eventually catch up to the Bayesian estimates the for larger values of $N$ or $P$. The difference between interval estimates is more pronounced. The $\mathrm{DP}(1)$ interval estimates never fall behind 0.92 coverage, showing over-coverage in some cases. This interval estimator consistently dominates the bootstrap estimator, which comes very short of nominal coverage even in the most favourable situations: in large sample sizes the bootstrap interval will provide a 0.45 coverage for the lowest values of Q . The C-DP(1) provides much better coverage than the bootstrap estimator - at worst, around 0.85 but it still falls substantially short of the nominal 0.95 coverage.

In the Theil index, the C-DP(1) appear overall the best method. In fact, the C-DP(1) method consistently provides the best coverage among the interval estimates and the RMSE of its point estimates appear very close to the RMSE of the $\mathrm{DP}(1)$ estimates, which is the best point estimator. Specifically, the C-DP(1) provides the best bias correction, but its bias correction comes at the cost of a higher variance, making the RMSE of the C-DP(1) not always better than the RMSE of the bootstrap or $\mathrm{DP}(1)$ estimator. However, as an overall (i.e. point and interval) estimator, the C$\mathrm{DP}(1)$ method appears to perform best on the Theil index. On the other hand, in applications that only need a point estimate, the $\operatorname{DP}(1)$ estimator may be marginally better, especially for smaller samples.

Overall, the new Bayesian methods appear to perform better than their best alternative, the bootstrap estimator. This is especially relevant for small sample sizes (or lower proportion minority). Indeed, notice that the performances of all point estimators grow closer for larger $N$ or higher $P$ : the rounded-up performance metrics of the bootstrap, $\mathrm{DP}(1)$, and C-DP(1) estimators are often very close in the largest samples. For example, compare the behavior of the C-DP(1) and bootstrap estimators the rightmost sub-plots of Figure 1.5: these methods are barely distinguishable in this large sample. Notice, again, that this does not apply to the plug-in estimator (the current standard), which will still lag behind all other estimators by some distance. Therefore, while the Bayesian methods appear to ameliorate the bootstrap point estimates in the great majority of cases, their progress is especially important in relatively small samples. This is also the case for the interval estimates: in smaller samples, the new methods provide ways to conduct interval estimates whereas the previous methods fail pathologically. Naturally, the question becomes what a relatively small sample is in real data. In fact, the definition of what counts as a "small sample" for segregation may be deceptive. For example, even large federal surveys such as the American Community Survey may be considered small for the purpose of estimating segregation (Logan et al., 2018; Reardon et al., 2018). We provide an example in the next section.

### 1.7. Inference for Functions of Indices. An Application to Real Data

This section pursues two goals. First, it studies the performances of the estimators in realistic data to gauge at what point a sample becomes "big" enough that all estimators are substantially equivalent. Second, it showcases the more general application of the previous techniques to functions of segregation indices. Specifically, we will conduct inference on the decomposition of the Theil index (Mora and Ruiz-Castillo, 2011; Frankel and Volij, 2011), which has become increasingly popular in recent applications (Ferguson and Koning, 2018; Fiel, 2013; Lichter et al., 2015).

The experiments in this section will start from real data: the complete population count from the 1940 Census in Chicago. ${ }^{18}$ Following the same strategy as Logan et al. (2018), we will simulate simple random sampling of individuals from this data. In the samples, we will estimate racial segregation at tract level using the Theil index. As our racial groups, we will consider the black group as opposed to all others groups combined ${ }^{19}$. Moreover, we will divide Chicago into two parts: South Side and North Side ${ }^{20}$. Historically, southern Chicago has been a segregated part of the city with a high proportion of residents from racial or ethnic minorities (Sampson, 2012). Based on this partition of the city, we will decompose total segregation as the sum of segregation within and between the two parts. Importantly, this is an exercise to showcase how to conduct inference on the increasingly-popular Theil decomposition; this is not a substantial analysis of segregation patterns in 1940 Chicago - which should be based on a more thoughtful partition of the city.

More precisely, we consider only residential tracts: we select those tracts with more than 10 available housing units (occupied or not). This selection results in a total of 901 tracts out of the 935 total tracts. Therefore, our environment is a matrix with 2 rows and 901 columns. The environment has a total population of $3,396,068$ individuals; the mean population per tract is 3,769 and it is highly variable, with a standard deviation of 2,833 . Among this population, $8.1 \%$ of the individuals belong to the black racial group. Unsurprisingly, the environment is highly segregated: the Theil index is as high as 0.86 . As a comparison, the D index for this environment is similarly very high, at 0.94 . Based on the north-south partition mentioned above, we can decompose the total Theil index in a between component and a within component. The between component assesses the segregation between the northern and southern sides; the within component quantifies segregation

[^15]within the two parts of the city. The within component turns out to be 0.72 ( $83.3 \%$ of the total); the between component turns out to be 0.13 ( $16.7 \%$ of the total).

To test the different inferential techniques on this data, we repeatedly sample the 1940 Chicago environment with a simple random sample schema. ${ }^{21}$ To compare performances at different sample sizes, we use samples of size $5,000,10,000$, and 15,000 . These sample sizes result in an expected number of individuals sampled from each tract of 5.5, 11, and 16.5 respectively. As a comparison, the American Community Survey administered 65,000 interviews in the same Cook County area in 2019 , but meanwhile the population of the area grew to roughly $5,275,000$ individuals. We sample the environment 500 times per sample size, for a total of 1,500 samples. For each sample, we conduct inference both on the overall Theil index and on its between/within components using 1,000 bootstrap/posterior samples. For each sample, we produce all 4 point estimates - plug-in, bootstrap, $\mathrm{DP}(\mathrm{C})$ and $\mathrm{C}-\mathrm{DP}(\mathrm{C})$ - but only 3 confidence intervals. Indeed, we exclude the plug-in (delta method) interval because it is immediately clear from the tests in section 1.6 as well Figure 1.6 that it will dramatically under-cover in these samples, while it is considerably more laborious to obtain than the other (better) interval estimates. For this reasons, we do not consider this interval estimator as a viable option and we only compare the other estimators. In all tests, intervals are calculated at the 0.95 coverage level.

Table 1.5 shows the RMSEs of the different point estimates, ${ }^{22}$ while Figure 1.6 shows their sampling distribution. The table shows quite clearly that $\mathrm{DP}(1)$ and $\mathrm{C}-\mathrm{DP}(1)$ are the best point estimator for the overall Theil index. However, it is surprisingly to notice that the plug-in estimator

[^16]| Plug-in | $\mathrm{N}=5,000$ |  |  |  |  |  | $\mathrm{N}=10,000$ |  |  |  |  |  | $\mathrm{N}=15,000$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Total |  | Between |  | Within |  | Total |  | Between |  | Within |  | Total |  | Between |  | Within |  |
|  | $\begin{gathered} \hline \text { RMSE } \\ 0.051 \end{gathered}$ | Prop. 1 | $\begin{gathered} \hline \text { RMSE } \\ 0.011 \end{gathered}$ | Prop. 1 | $\begin{gathered} \hline \text { RMSE } \\ 0.05 \end{gathered}$ | Prop. 1 | $\begin{gathered} \hline \text { RMSE } \\ 0.034 \end{gathered}$ | Prop. 1 | $\begin{gathered} \hline \text { RMSE } \\ 0.009 \end{gathered}$ | Prop. 1 | $\begin{gathered} \hline \text { RMSE } \\ 0.035 \end{gathered}$ | Prop. 1 | $\begin{gathered} \hline \text { RMSE } \\ 0.026 \end{gathered}$ | Prop. 1 | $\begin{gathered} \hline \text { RMSE } \\ 0.007 \end{gathered}$ | Prop. 1 | $\begin{gathered} \hline \text { RMSE } \\ 0.027 \end{gathered}$ | Prop. 1 |
| Bootstrap | 0.035 | 0.695 | 0.011 | 0.999 | 0.035 | 0.703 | 0.022 | 0.638 | 0.009 | 1.001 | 0.023 | 0.65 | 0.015 | 0.595 | 0.007 | 1.001 | 0.016 | 0.617 |
| DP(1) | 0.019 | 0.368 | 0.015 | 1.285 | 0.015 | 0.305 | 0.013 | 0.368 | 0.007 | 0.846 | 0.01 | 0.294 | 0.01 | 0.388 | 0.005 | 0.778 | 0.009 | 0.319 |
| C-DP(1) | 0.016 | 0.322 | 0.009 | 0.766 | 0.015 | 0.305 | 0.011 | 0.322 | 0.005 | 0.611 | 0.011 | 0.305 | 0.009 | 0.342 | 0.004 | 0.599 | 0.009 | 0.33 |

Table 1.5. RMSE of the point estimates for different sample sizes in the 1940
Chicago experiment. For each sample size, the table shows the RMSE for the overall Theil index (Total) and its estimate between and within components. The Prop. columns show the RMSE of an estimator normalized by the RMSE of the corresponding plug-in estimator. Bolded values show the best RMSE in each situation.
performs better than $\mathrm{DP}(1)$ and as well as the bootstrap in the estimation of the between component. At the same time, it is also worth noticing that the RMSE for this component is quite small compared to the RMSE for the within component, entailing that the performances of all estimators are quite close in absolute terms. The usual hierarchy among estimators is re-established in the estimation of the within component. Overall, the C-DP(1) appears to be the best estimator in most cases considered here, confirming the conclusions from the simulations in section 1.6. If we ignore the between component, the RMSEs of the C-DP(1) estimator are consistently around $35 \%$ of the RMSEs of the plug-in estimator - compare this result with the bootstrap estimator, which achieves $60 \%$ of the plug-in RMSEs.

Figure 1.6 Sampling distribution of the plug-in, bootstrap, DP(1) and C-DP(1) point estimates for the overall Theil index and its decomposition from the 1940 Chicago data. The horizontal lines represents the true value in the population. The bars represent the highest density 0.95 region in the sampling distribution - the shortest interval containing $95 \%$ of the sampling distribution. All the plots on the same scale. Notice that these bars do not represent confidence intervals or any other sort of interval estimates.

Estimation of the Theil Index and its Decomposition from Samples


Figure 1.7 Confidence interval coverage of the bootstrap, DP(1) and C-DP(1) interval estimates for the overall Theil index and its decomposition from the 1940 Chicago data. The horizontal lines represents the nominal coverage level of 0.95 . All the plots on the same scale.


Figure 1.6 sheds further light on the estimators' behavior. For the overall Theil index, the plot shows that the bootstrap and plug-in estimators substantially fail to include the true value of the index in their distribution. The reason is that these estimators fail to estimate the within component of the index, which the Bayesian estimators can reliably get. As for the between component, all estimators appear to be close to the true value for all sample sizes - with the noticeable exception of the $\mathrm{DP}(1)$ estimator, who consistently show a small, but clear negative bias in this case. It is also surprising to notice that the C-DP(1) has shorter highest density intervals than the plug-in and bootstrap estimators for the between component, which is not the case generally for the other two statics estimated.

The coverage performances of the confidence intervals follow the same general pattern. The bootstrap estimator generally fails to provide nominal coverage for the overall Theil index, even for the largest sample size. Once again, this is due to the bootstrap failure to estimate the within component of the index, which has clear under-coverage issue with this estimator. On the contrary, the Bayesian estimators provide close-to-nominal coverage for the overall index and within component in all sample size. Yet, the between component shows another hierarchy among estimators, once again. For this component, the bootstrap and C-DP(1) estimators provide a close-to-nominal coverage, whereas the $\mathrm{DP}(1)$ estimator shows under-coverage issues. This means that, in general, the C-DP(1) is the best interval estimator because it remains close to the nominal coverage for all statistics. However, the C-DP(1) estimator still shows some minor issues. First, while its intervals are close to the nominal level, they show a small under-coverage in all cases: the provided coverage is always around 0.92 . Perhaps more worryingly, the coverage does not ameliorate as the sample size augments. This is not completely surprising. Whereas the C-DP(1) point estimator is consistent, there is no theoretical guarantee that the asymptotic coverage of this interval estimate is 0.95 ; at the very least, we are not aware of such guarantee. This means that in applications with
very big sample sizes, the user may be better served to use the bootstrap estimator - which should have converged to its theoretically-guaranteed coverage. However, this is likely a minor concern because any point estimate will be very precise in such large samples and the need for a confidence interval will be limited. In smaller samples, all of our tests show that the C-DP(1) - as well as the $\mathrm{DP}(1)$ - interval estimates are considerably more reliable than the bootstrap or delta confidence intervals. The present results are no exception.

Overall, this section showcases the use of statistical inference for index decomposition. To the best of our knowledge, this paper is the first to formulate and test inferential methods for this application. The experiments with real data confirm the conclusions we drew from the simulations in section 1.6: the C-DP(1) estimator is the most reliable estimator for the Theil index. The tests show that the Bayesian estimators are more precise than the plug-in and boostrap estimators in the decomposition of the Theil index - both in their point and in their interval estimates. More subtly, the results show that the sampling error is not equal among different components. In this case, most estimators could get a precise estimate of the between component, but the plug-in and bootstrap estimators over-estimated the within component (see Figure 1.6). As a result, the plug-in and bootstrap estimators under-estimate the proportion of segregation due to the between component. Most often, the between proportion and its trajectory over time are precisely the statistic of interest in empirical analyses (see for example Lichter et al., 2015). It is important to notice that the C-DP(1) estimator provides result more reliable in this sense as well. ${ }^{23}$

[^17]This section also leverages real data to assess the effect of sample size in realistic settings. From this perspective, it is interesting to notice that all point estimators appear to converge to the true value at the same rate: while all estimators get better as the sample size augments, their RMSEs' proportions are approximately stable across different sizes, see Table 1.5. This behavior differs from what we observed in section 1.6, where the bootstrap estimator eventually catches up with the Bayesian techniques in larger samples (see Figure 1.5). However, we believe that the sample sizes tested in the current experiments are small compared to the sizes tested above. In this section, we sample at most 16.5 individuals per tract in a population with a small minority proportion, whereas we sampled as many as 50 individuals per occupation above. Certainly, other factors such as the shape of the segregation curve or the distribution of the population over units ( $\pi_{O}$ ) will affect the reliability of the estimates. Still, the two most glaring indicators of sample size - namely, size per unit and minority proportion - suggest that the effective sample sizes used in this experiment are small compared to the sample sizes above. Naturally, the reader will not fail to notice that the sample sizes in this section (from 5,000 to 15,000 ) are nominally larger than the sample sizes in the previous section (from 500 to 2,500 ), while effectively being smaller. Thus a question is natural: how do we measure sample size for this inferential task?

### 1.8. Practical Recommendations

After the the tests with artificial and real data, we can provide some guidance to the practitioners who wish to use segregation indices in empirical research. As discussed in section 1.7 the reliability of an index estimation will crucially depend on the number of occupations (units) considered and the proportion of minority individual in the sample. We can merge these two metrics into one: the most reliable metrics to judge sample size for this inferential task is the number of
minority individuals per unit ( MpU ). When considering multi-group occupation, one may conservatively consider the smallest group in the calculation of MpU . Quite clearly, this is a crude metric. The final performance of an estimator will depend on other factors not considered by MpU . Case in point, the index used to quantify inequality appears to be relevant since, for example, the Theil index appears easier to estimate than the D index - as evident by comparing Table 1.3 with Table 1.4. However, one can use the MpU metrics to establish some rules of thumb.

When is the current practice of using the plug-in estimator warranted? For example, one may wonder whether large-scale, nation-wide surveys are large enough to make the plug-in estimates reliable and scarcely variant. When that is the case, the alternative inferential techniques examined in this paper are scarcely relevant. Based on the test above, one may argue that this actually hardly ever happen. For example, the largest MpU in the tests above is 15 , which is achieved in section 1.6 when we test with a sample size of 2,500 individuals with $30 \%$ minority. Even in this case, the plug-in point estimator is considerably worst than all of the others. As a comparison, if we used the same tracts as in 1940 (see section 1.7), the 2019 American Community Survey would have a MpU of roughly 16.5 in Cook County for the black population, which makes up $20 \%$ of the entire population. Considering the patterns observed in all of the tests, it is unlikely that a 16.5 MpU justifies the use of the plug-in estimator: we expect the plug-in estimator to still under-perform in this situation with respect to the other estimators. For example, both Logan et al. (2018) and Reardon et al. (2018) conclude that the American Community Survey plug-in estimate need some form of correction for the $H^{R}$ index of income segregation.

Indeed, the fundamental practical implication of this paper is that the current practice of using of plug-in point estimator without any interval estimator should be discouraged. Most analyses customarily use hundreds (Beller, 1984; Bianchi and Rytina, 1986; Weeden, 2004; Levanon and Grusky, 2016) if not thousands (Martin-Caughey, 2021) of units: the MpU metrics will hardly
ever exceed 20. In these situations, the plug-in estimator is upwardly biased and may be grossly inaccurate, which is well understood at this point (Cortese et al., 1976; Allen et al., 2015; Gentzkow et al., 2019). Considering this issue, it is even more surprising that it is acceptable to report the plug-in point estimate of a segregation index without any assessment of uncertainty (see for example Martin-Caughey, 2021, Figure 4, but the practice is widespread). All of the alternative estimators amend these issues, at least partially. The proposed point estimators are undoubtedly more reliable than the plug-in estimator, while the interval estimators are generally applicable to most situations encountered in empirical analyses and appear to perform well overall. Furthermore, their computational cost is usually very low. The conclusion is that the plug-in estimator should not be used in the great majority of empirical applications and should certainly not be the first option considered.

What should then be the default estimator? Based on the experiments above, one may argue that the original Bayesian techniques formulated in this paper are the best (general) option for inference on segregation indices and their functions. Among the two Bayesian techniques proposed, we prefer the C-DP(C) method because of its higher degree of robustness to mispecification of the $C$ parameter - see Appendix C. While this estimator does not always come on top in the all of the tests, its performances are consistently very close to the best. From what we can gauge, the only downsides of the C-DP(C) estimator are the difficult implementation of a Gibbs sampler see Appendix B - and its computational cost. As for the implementation, we distribute our code in a publicly available R package, SISeg. This package allows the user to calculate the $\mathrm{DP}(\mathrm{C})$ and C-DP(C) estimator (as well as the bootstrap, plug-in and further estimators) with one line of code. As for the second downsides, we argue that, indeed, there are few cases where the use of the faster bootstrap estimator is well-grounded.

In general, the Bayesian estimators perform better than the others in small samples and in interval estimation. In our tests, the bootstrap point estimator provided performances close to the Bayesian estimators in larger samples - that is for McU greater or equal to 15 . In these cases, the bootstrap point estimate and the Bayesian point estimates were substantially very close. Since the McU does not consider all of the factors influencing inference, we can be conservative and use the following conservative rule of thumb: if McU is greater of equal than 20 and the practitioner is not concerned with interval estimation, then one may prefer the bootstrap estimator over the Bayesian estimators, purely for computational expediency. This may be the case, for example, if the practitioner uses a segregation index as a variable in a statistical models (see for example Cutler and Glaeser, 1997; Quillian, 2014) estimated from a large sample. In this case, she will likely not be concerned with interval estimation and may as well use the bootstrap estimator if the sample is large enough. In all other cases, our recommendation is to create both a point and interval estimate using the C-DP(1) estimator, which proved to be reliable in all of the cases tested here.

### 1.9. Conclusions

In this paper, we examined the task of conducting statistical inference for segregation indices and their function. We sought to achieve generality: the proposed inferential techniques should be applicable to any segregation index and their functions. For this general task, we formulated four different estimators: plug-in (the current standard), bootstrap, $\mathrm{DP}(\mathrm{C})$ and $\mathrm{C}-\mathrm{DP}(\mathrm{C})$. The latter two estimators are formulated here for the first time and draw upon Bayesian non-parametric models.

All of the considered estimators are consistent: they will converge to the true value in the population in large (technically, infinite) samples. However, we expect the plug-in estimator to be upwardly biased. This expectation is based on all other analysis about this matter (see for example Cortese et al., 1976; Winship, 1977; Carrington and Troske, 1997; Rathelot, 2012; Allen et al.,

2015; D'Haultfouille and Rathelot, 2017) and, more formally, on the mathematical arguments of Appendix D. In few words, this entails that segregation indices as measured from the sample the plug-in estimator - are likely higher than segregation in the population. The bias can be very severe in smaller samples and it can lead to wrong conclusions, as shown in Figure 1.2.

This has important consequences for applied research. For example, when comparing two samples, the smaller sample will likely show higher segregation even if the segregation in the two sampled populations is perfectly equal. Similarly, a change in the minority proportion in the population will result in different plug-in estimates, all else being equal. To consider a concrete case, the bias in the plug-in estimator makes it likely to observe a decrease in the segregation of the (increasingly numerous) Latino/a group as measured from samples, even in the case that the actual segregation of this group had not diminished at all. For these reasons, it is important to employ methods that can correct the statistical issues of segregation indices.

To test whether the alternative estimators perform better than the plug-in estimator, we benchmarked the four examined estimators through extensive simulations. We applied the estimators to the popular D and Theil indices and we tested both the accuracy of their point estimates and the coverage of their interval estimates. The tests confirm that the plug-in estimator should generally be avoided. In general, the new Bayesian estimator appear to be more reliable than the others. This is especially the case for small samples and for interval estimation. We reached this conclusion in all of the tests: both with artificial data and with realistic data, both with the estimation of the indices' value ( D and Theil) and with the estimation of the decomposition of the Theil index. Therefore, our recommendation is to use the C-DP(1) estimator, unless the practitioner is solely interested in a point estimate (as opposed to an interval estimate) and analyzes a large sample. In this case, the bootstrap estimator may be the most convenient estimator because of its computational speed. However, it is not straightforward to determine whether a sample is "large". As a crude rule
of thumb, we propose to define "large" those samples that have at least 20 minority individuals per unit - see section 1.8 for a discussion. In all cases, the plug-in estimator should not be used.

The present work still presents a number of limitations. By its very nature, our analysis based on Monte Carlo simulation is not general and we could not test the effects of some factors that are likely to affect the quality of inference for segregation indices. For example, we did not test systematically how change in the marginal units' distribution $\left(\pi_{O}\right)$ affects inference. Second, we did not test how the estimators perform on different kinds of indices, such as multi-group (Reardon and Firebaugh, 2002) or spatial (Reardon and O'Sullivan, 2004) indices. ${ }^{24}$ Most importantly, future studies should examine the influence of the $C$ parameter on the Bayesian techniques and possibly propose a way to optimize it - see Appendix C.

Even after acknowledging these limitations, the proposed Bayesian estimators show important improvements over the current state of the art, i.e. the bootstrap estimator - not to mention the current standard practice, i.e. the plug-in estimator. In the tests, the new point estimators proved to ameliorate the bootstrap estimator substantially in small samples, where inference and bias correction is most critical; the new interval estimators showed close-to-nominal coverage in all cases. In other words, the new methods in this paper extend our ability to get reliable estimates for segregation indices (and their functions) to samples where the bootstrap interval estimates fail pathologically. For this reason, these methods can be used to improve our understanding of segregation and its mechanisms - especially, in relatively small samples where such estimation used to be impossible (see for example Bielby and Baron, 1986; Martin-Caughey, 2021). To help other researchers, all of the methods analyzed in the paper will be released in the $R$ package

[^18]SISeg. When an analysis uses sample data to calculate segregation indices, we believe the methods presented here will be useful if not fundamental.

## CHAPTER 2

## Interpreting Changes in Segregation: New Principles to Quantify

## Segregation

### 2.1. Quantifying Segregation: Theoretical Soundness and Interpretability

Segregation arises in a plethora of different contexts - for example, school (Reardon and Owens, 2014), place of residence (Lichter et al., 2015), work (Tomaskovic-Devey et al., 2006), voluntary associations (McPherson and Smith-Lovin, 1986), or place of worship (Dougherty, 2003) - and between many groups - for example, racial groups (Ferguson and Koning, 2018), different gender (Levanon and Grusky, 2016), and different sexual orientation (Tilcsik et al., 2015). It is a social scientific platitude that segregation in its multifarious forms causes and reproduces inequality, even if the exact mechanisms and the magnitude of their effects are harder to pinpoint (see for example Blau and Kahn, 2016; McCall, 2001; Faber, 2019) . However, to state that "segregation is causing inequality" it is necessary to notice that "environments where segregation is higher are generally more unequal" in some sense of the word "unequal". In turn, the latter statement depends on the ability to quantify segregation in an environment. Therefore, the quantification of segregation is a central task in the many strands of inequality research and has been a central concern of social scientific methodology for a long time (see for example Jahn et al., 1947): this task is pivotal to produce comparative statements such as "The lowest rate of [occupational-race] segregation was found in Riverside-San Bernandino and San Antonio" (Semyonov et al., 2000, p.181) or "[gender] desegregation [in field of study] has been substantial but has stalled for 20 or more years" (England et al., 2020, p. 6991).

For this reason, quantifying segregation has been a long standing methodological and theoretical challenge in the social sciences, as shown by the large number of proposed segregation indices (see for example Jahn et al., 1947; Theil, 1971; James and Taeuber, 1985; Hutchens, 2004). Starting from some data, a segregation index produces a real number describing the amount of segregation in an environment. Naturally, the quantification of segregation is a long standing issue
precisely because it is not straightforward to build an index. Indices can follow different defensible approaches (Massey and Denton, 1988) that are often not compatible; not only the different approaches can result in contradictory findings (Karmel and Maclachlan, 1988; Coleman et al., 1982), but they also elicit a deeper debate about the definition of segregation itself.

As a consequence, segregation indices must pursue two goals. First, they should be based on explicit and sound theoretical principles about the meaning of segregation (Frankel and Volij, 2011; Hutchens, 1991, 2004; James and Taeuber, 1985): it is one of the tasks of applied researchers to ponder which index mostly align with their theoretical inclinations. At the same time, a segregation index should provide good interpretatibility - this is the second goal. With interpretability we do not mean that an index should have a formula that is easy to understand. Rather, we mean that the index should provide a clear guide to the different origins of segregation in the data. For example, the well-known index $D$ is easy to compute and, in the case of residential segregation, it can be read as "the proportion of nonwhites who would have to change their tract of residence to make the distribution of the minority even throughout the city" (Duncan and Duncan, 1955, p. 211). However, $D$ fails to provide good interpretatibility because it is impossible to pinpoint what characteristics of an environment causes $D$ to be as large as it results. From this perspective, the Theil index (Mora and Ruiz-Castillo, 2011; Frankel and Volij, 2011) is more interpretable. Given a partition of an environment into smaller parts, the Theil index clearly indicates how much of the total segregation is due to each of the sub-parts (see for example Ferguson and Koning, 2018; Lichter et al., 2015).

Unfortunately, interpretability is particularly difficult when comparing segregation indices across environments. If the environment $\mathbf{A}$ is less segregated than $\mathbf{B}$ according to an index, what characteristics of $\mathbf{A}$ are driving segregation down? As formally discussed below, we can distinguish three kinds of change that influence indices: change in the group margin, change in the unit margin,
and association (or structural) change. Thus, the difference in segregation between $\mathbf{A}$ and $\mathbf{B}$ may be due to any of these three types of change - and probably to a combination of all three. The literature on indices has extensively discussed how segregation indices should change as the environment changes (see for example Blau and Hendricks, 1979; Charles and Grusky, 1995; Watts, 1998); ultimately, this is the well-known issue of margin influence on segregation indices (Blau and Hendricks, 1979; James and Taeuber, 1985; Charles and Grusky, 1995; Watts, 1998; Jerby et al., 2005; Grusky and Levanon, 2006; Bouchet-Valat, 2022; Elbers, 2021).

Notice that the fulcrum of the issue is not about the theoretical foundations of segregation indices. Depending on "what is contained in the definition of segregation" (Coleman et al., 1982, p.178) according to the researcher, the three different sources of changes may (or not) affect the value of an index. However, even when the researchers eagerly accepts that different types of changes can influence segregation, it is important for analytical and policy reasons to understand what exactly is causing a difference in segregation between two environments. For example, assume that occupational segregation diminished in the US during the last 10 years: we may want to know if this change was due to firms hiring more equally (structural change) or to the demise of the most segregated firms (unit margin change) (Elbers, 2021).

Currently, no segregation index is fully adequate to the task of interpreting the difference of segregation between two environments. The great majority of indices confound at least two different sources of segregation. This means that when comparing two environments with different segregation levels, it is not possible to pinpoint what characteristics of the environments create such difference. Karmel and Maclachlan (1988), Mora and Ruiz-Castillo (2009) and Elbers (2021) proposes decomposition techniques that supposedly obviate the problems. The proposed techniques decompose the difference in segregation into three different components - i.e. the group
margin difference, the unit margin difference, and the structural difference. However, these decompositions appear arbitrary because they can attribute to identical structural components disparate amount of segregation, as shown below. On the other hand, margin-free segregation indices (Charles and Grusky, 1995; Bouchet-Valat, 2022) are only sensible to structural change: from this perspective, the comparison of two margin-free indices is interpretable and unambiguous. Yet, these indices are necessarily non-representative of the experience of the population in the environment. Indeed, for any fixed values of these indices, the average individual in the population may personally experience any level of segregation (Elbers, 2021). Unfortunately, this is a counterintuitive property that make margin-free indices theoretically unsuitable for most researchers.

This paper formulates $Q$ : an index whose overall value can be decomposed into a "structural" and a "marginal" component. The former component is attributable to the structural part of an environment, the latter component is an adjustment of the structural component exclusively due to the unit margin - notice that, like many other indices (James and Taeuber, 1985), $Q$ is not sensible to the group margin. We will refer to the decomposition of segregation in the structural and marginal components as the "structural-decomposition". Unlike previous proposed techniques, the structural-decomposition of $Q$ is not arbitrary: it will always attribute the same amount of segregation to an identical structural component. We will say that $Q$ is unambiguously structuraldecomposable. The paper shows that $Q$ is by no means the only index with this feature, but it is especially interesting because it is also decomposable in another sense. Like the Theil index, $Q$ can decompose segregation within and between different clusters of units in the environment (Mora and Ruiz-Castillo, 2011). For example, $Q$ can decompose total residential segregation into segregation between different neighborhoods and within them. Decomposition of segregation in this sense will be referred to as "partition-decomposition". Frankel and Volij (2011) and Mora and

Ruiz-Castillo (2011) name this feature "strong unit decomposability" ${ }^{1}$, but we prefer partitiondecomposition as it emphasizes its difference from the structural-decomposition just introduced. Partition-decomposition is important to assess not only how much, but also where segregation changes (see for example Lichter et al., 2015; Fiel, 2013; Ferguson and Koning, 2018). In a few words, the structural-decomposition decomposes total segregation in the contribution of a structural element plus the contributions of the two marginal distributions. On the other hand, the partition-decomposition decomposes total segregation into segregation within clusters and between them. Using $Q$, the structural-decomposition can be nested within the partition-decomposfition. To an extent, even the reverse is true: the partition-decomposition can be nested within the structuraldecomposition. This allows to check how the structural/marginal difference plays out within each cluster.

Along the way to build $Q$, the paper provides other theoretical results and methodological insights. On a theoretical level, the paper reframes segregation as a property of bi-variate statistical distribution. Often, segregation has been compared to inequality (James and Taeuber, 1985; Hutchens, 1991; Reardon and Firebaugh, 2002). Yet, the goal of quantifying inequality "is basically that of comparing two frequency distributions $f(y)$ of an attribute $y$ " (Atkinson, 1970, p. 244) Thus, inequality is by definition a property of a univariate distribution. From here, comparing inequality and segregation misses the fundamental bivariate nature of segregation, even if it has certainly paid methodological dividends (James and Taeuber, 1985; Reardon and Firebaugh, 2002).

Based on this framework, the paper formally shows the only way to build margin-free segregation indices (see Appendix F). This result furthers a 40-years long discussion about quantifying

[^19]|  | $O_{1}$ | $O_{2}$ | $O_{3}$ | $O_{4}$ | $O_{5}$ | $O_{6}$ | $O_{7}$ | $O_{8}$ | $O_{9}$ | $O_{10}$ | $O_{11}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| W | 4,027 | 6,427 | 4,182 | 2,701 | 6,145 | 106 | 95 | 102 | 1,390 | 486 | 3 | 25,664 |
| M | 5,856 | 5,691 | 3,570 | 3,607 | 2,012 | 357 | 3,754 | 2,367 | 3,227 | 3,262 | 8 | 33,711 |
|  | 9,883 | 12,118 | 7,752 | 6,308 | 8,157 | 463 | 3,849 | 2,469 | 4,617 | 3,748 | 11 | 59,375 |

Table 2.1. A table representing the distribution of women (W) and men (M) in 11 different occupational categories in the US in 2003. The data is a representative sample from the Current Population Survey microdata.
segregation discounting any margin influences (Semyonov and Scott, 1983; Karmel and Maclachlan, 1988; Charles and Grusky, 1995; Elbers, 2021; Bouchet-Valat, 2022, see for example). Then, the paper formulates $Q^{*}$. Like the Theil and $Q$ index, $Q^{*}$ can decompose total segregation into a between and a within component. Thus, $Q^{*}$ is also the first margin-free decomposable index. Beside $Q^{*}$, the paper formulates an entire family of new margin-free segregation indices: the family of centered-norm indices, to which $Q^{*}$ belongs. These indices are based on a general property of bi-variate distributions discussed in Section 2.5.1 that, to the very best of our knowledge, is noticed here for the first time.

Overall, these methodological and theoretical results allow a more complete and robust analysis of trends in segregation. $Q$ has very strong (and unambigous) interpretability. $Q^{*}$ (and the centerednorm family) provide new methodological tools to researchers interested in quantifying segregation margin-free.

### 2.2. A Bivariate Framing of Segregation

As a first step to formulate segregation indices with desirable properties, we need to define segregation from a formal perspective. As a first step, we define an environment as a set of individuals belonging to mutually-exclusive groups and having a unit. For example, Table 2.1 shows the cross-tabulation of gender (group) and occupational category (unit) for a representative sample of 59,375 US individuals from 2003. The table shows the basic structure of segregation data: the
row represents different groups; the columns represent the units. Moreover, notice the row (column) marginal distribution, which is simply the sum of the cells in each row (column) - that is, $\left(\frac{25,664}{59,375}=0.432, \frac{33,711}{59,375}=0.567\right)$ in Table 2.1. From a formal perspective, segregation is a property of the environment. More specifically, we can frame segregation as a property of the joint distribution of the unit and group variables in the environment - where "distribution" is to be intended in the statistical sense of the term. Since, we define segregation as a property of a distribution, we will only show normalized examples from now on - that is, tables summing to 1 . The reader should consider that the first step in the application of the techniques discussed below is the normalization of the data - which we do not explicitly indicate in the equations.

Notice that the definition of segregation is more general than the structure shown by Table 2.1. First, Table 2.1 only has two groups, there may be arbitrarily many groups (Reardon and Firebaugh, 2002). ${ }^{2}$ Even more important, the number of units may be (uncountably) infinite and span multiple dimensions. This is, for example, the case with spatial segregation(Reardon and O'Sullivan, 2004). Technically, Table 2.1 and a continuous map showing the density of the black/white population having the same data structure; Table 2.1 simply has 11 units in 1 dimension whereas the map would have an uncountable number of units (the points in the space) distributed in a 2-dimensional space. In any case, both datasets would show the group and unit of individuals. From this perspective, it is important to notice that we find the same group-unit structure even in less traditional data, such as real-time GPS data from smart phones (Athey et al., 2021) and vocabulary choice for congressional speeches (Gentzkow et al., 2019). ${ }^{3}$

[^20]Conceptualizing segregation as a property of the group-unit joint distribution is not wholly original. For example, Reardon and Firebaugh (2002) already mention that segregation can be framed "as the strength of association between nominal variables indexing group and organizational unit membership" (p. 33). However, previous works fail to notice that this framework markedly differentiates segregation from inequality - intended as in the expression "income inequality". For example, Reardon and Firebaugh (2002) also write that segregation is a disproportionality of group representation in the different units and that this "conceptualization links the measurement of segregation to the measurement of inequality" (p. 39), which is also a matter of disproportionality. In fact, the conceptual and methodological links between segregation and inequality date back at least to the work of Duncan and Duncan (1955) and emerge clearly in many fundamental works about segregation and its quantification (James and Taeuber, 1985; Hutchens, 1991, 2004; Mora and Ruiz-Castillo, 2011; Reardon and Firebaugh, 2002). These works unquestionably show that conceptualizing segregation as a kind of inequality is fruitful - at the very least because of the connection with the rich literature about inequality (see for example James and Taeuber, 1985; Hutchens, 1991). At the same time, it is important to acknowledge how segregation and inequality differ. By its very nature, inequality is a univariate issue: it regards the unequal distribution of one good. ${ }^{4}$ As defined above, segregation is a property of a bivariate distribution - the joint distribution of the group and unit variables. While this may seem a petty claim, it has important consequences for the quantification of segregation and its properties - see the Appendix F. ${ }^{5}$

[^21]Before proceeding, it is not possible to discuss the bivariate nature of segregation without properly introducing segregation indices. Segregation indices (or simply indices) are function mapping an environment to a real number, which is often normalized between 0 and 1. For indices, a higher number represents more segregation in an environment. However, this definition provides no guidance about building index. Thus, we can add three conditions indicating how indices should behave:

1: "no segregation exists if [the unit an individual belongs to] is uninfluenced by [group] factors" (Jahn et al., 1947, p.293) - that is, when the group and unit variables are independent, no segregation exists.

2: "complete segregation exists if [the different] groups are situated so that no members of one group reside in [units] in which there are members of the other group[s]" (Jahn et al., 1947, p.293) - when the unit an individual belongs to reveals her group, there is complete segregation.

3: Continuity: small change in an environment will correspond to small changes in the quantification of segregation.

The first two conditions were formulated in the Fourties (see also Williams, 1948), while the latter condition is necessary to prove many theoretical results (see for example Frankel and Volij, 2011) - including the results about margin-free indices given in the Appendix. The great majority of indices meet all of these three conditions.

Besides these common assumptions, existing indices draw upon different conceptualizations of segregation. Massey and Denton (1988) distinguish five ways to measure residential segregation;

|  | $O_{1}$ | $O_{2}$ |  |
| :--- | :--- | :--- | :--- |
| W | 0.23 | 0.07 | 0.3 |
| M | 0.37 | 0.33 | 0.7 |
|  | 0.6 | 0.4 | 1 |

Table 2.2. A table representing the distribution of women (W) and men (M) in 2 different occupational categories.

|  | $O_{1}$ | $O_{2}$ |  |
| :--- | :--- | :--- | :--- |
| W | 0.35 | 0.11 | 0.46 |
| M | 0.29 | 0.25 | 0.54 |
|  | 0.64 | 0.36 | 1 |

Table 2.3. A table representing the distribution of women (W) and men (M) in 2 different occupational categories. Derived from Table 2.2 by multiplying the first row by 1.5 and the second by 0,75 .
two of them (exposure and evenness) are generally applicable beside residential segregation. Reardon and Firebaugh (2002) further propose association as another approach to build indices. Exposure indices frames segregation as the amount of missing inter-group contact in the data (White, 1986); the isolation index is an example of an exposure index (Bell, 1954). On the other hand, evenness indices frames segregation as a difference in the unit-distribution of the groups; the $D$ index (Duncan and Duncan, 1955) is a famous member of this class. Finally, association frames segregation as the distance between the current data and the expected data under the assumption of no dependence between the group and unit variables. For example, the Theil index (Mora and Ruiz-Castillo, 2011) belongs to the class of association indices. From the perspective of this classification, the $Q$ and $Q^{*}$ indices formulated in Sections 2.5 and 2.6 are association indices.

### 2.3. Comparing Segregation Indices: The Issue of Interpretability

Substantially, one of the major differences between evenness and the other approaches is the sensibility to change in the marginal distributions, which has been the focus of a long discussion (James and Taeuber, 1985; Charles and Grusky, 1995; Grusky and Levanon, 2006; Watts, 1998;

|  | $O_{1}$ | $O_{2}$ |  |
| :--- | :--- | :--- | :--- |
| W | 0.29 | 0.04 | 0.33 |
| M | 0.46 | 0.21 | 0.67 |
|  | 0.75 | 0.25 | 1 |

Table 2.4. A table representing the distribution of women (W) and men (M) in 2 different occupational categories. Derived from Table 2.2 by multiplying the first column by 1.25 and the second by 0.625 .

|  | $O_{1}$ | $O_{2}$ |  |
| :--- | :--- | :--- | :--- |
| W | 0.25 | 0.05 | 0.3 |
| M | 0.35 | 0.35 | 0.7 |
|  | 0.6 | 0.4 | 1 |

Table 2.5. A table representing the distribution of women (W) and men (M) in 2 different occupational categories. Derived from Table 2.2 by changing the odds ratio of the table to 5

Coleman et al., 1982). First, we need to formally define changes between distributions. From this perspective, Blau and Hendricks (1979) noticed as early as 40 years ago that segregation (and indices with it) can be influenced by three kinds of phenomena: 1. a change in the group marginal distribution (for example, more women entering the labor force); 2. change in the unit marginal distribution (for example, more jobs in the service sector); 3. change in the way individuals are recruited (or end up) in each units (for example, change in the way companies hire). The former two kinds of change will be collectively referred to as "marginal" change. The latter change will be referred to as "structural" change.

Consider for example the distribution in Table 2.2, representing a fictional population of women (W) and men (M) in a two-occupations environment. We might multiply both rows of the table by two constants such that the table still sums to 1 : this is the first kind of change discussed by Blau and Hendricks (1979). Table 2.3 is derived from Table 2.2 by multiplying the first and second rows by 1.5 and 0.75 , respectively. Similarly, Table 2.4 has been obtained from Table 2.2 by multiplying the first column of 2.4 by 1.25 and the second column by 0.625 . This is the second
kind of transformation described by Blau and Hendricks (1979). Finally, compare Table 2.5 with Table 2.2. In this case, the marginal distributions of groups and units has not changed between the two tables, but probability mass has been moved to create what appears as a more imbalanced and segregated distribution with respect to Table 2.2 (Hutchens, 1991). This third kind of change is the structural change. In fact, Blau and Hendricks (1979) original point can be strengthen. Given an environment $\mathbf{A}$, its difference from another environment $\mathbf{B}$ is a composition of the three changes just described. That is, these three kinds of changes are all we need to transform $\mathbf{A}$ into any $\mathbf{B}$; we will formalize this observation momentarily.

A key point to notice is that the third kind of change appears to be more important and deeper than the others. The first kind of change leaves matter unaltered from the perspective of group members. Indeed, the unit distribution conditional on the group has not changed (up to rounding error) between Table 2.2 and 2.3. For instance, the unit distribution conditional on being in group $W$ is $\left[\frac{0.23}{0.3}=0.76, \frac{0.07}{0.3}=0.23\right]$ in Table 2.2 and $\left[\frac{0.35}{0.46}=0.76, \frac{0.11}{0.46}=0.23\right]$ in Table 2.3. That is, a woman has $76 \%$ probability of being in occupation 1 in both distributions: from her perspective, nothing has changed. On the other hand, the second kind of change leaves matter unaltered from the unit perspective: as is easy to verify, the group distribution conditional on the units are identical in Table 2.2 and 2.4. However, the third kind of change alters the perspective of both group members and units. From this perspective, this is a more structural change. In fact, the marginal distributions of the group and unit variables has not changed from Table 2.2 to 2.5, but Table 2.5 appears to be more segregated nonetheless. As we shall see, this indicates that the association between the unit and group variables has changed. Such association is a core part of our intuition of segregation.

### 2.3.1. Sensibility to Different Kinds of Change

The empirical interpretations of the three changes outlined above depends on the kind of segregation analyzed - compare the discussion in Grusky and Levanon (2006) and Coleman et al. (1982). However, these changes generally correspond to different social mechanisms modifying an environment. For example, in the case of occupational segregation, the second kinds of change may correspond to organizations augmenting/diminishing their relative importance vis-a-vis other organization while retaining the same exact hiring practices. On the other hand, the third kinds of change can be interpreted as organizations changing their hiring patterns and potential employee adapting to them. Therefore, it is not surprising that the literature has been discussing what kinds of change should (not) influence a proper quantification of segregation. James and Taeuber (1985) and Hutchens (1991) argue that the first type of change should not influence segregation; both works derive this principle from convenient properties of the Lorenz curve. That is, the principle is mostly a consequence of the link between the inequality and the segregation literature - in fact, it is used to establish important theoretical results (Hutchens, 1991, 2004; Frankel and Volij, 2011). On the other hand, Charles and Grusky (1995) and Grusky and Levanon (2006) argue that indices should not be affected by any marginal change. For example, consider an environment where all occupations hire men and women more equally than usual, but where more segregated occupations (say teacher and computer programmer) are preponderant. Arguably, this environment would be less segregated than others, but an index that is sensitive to the second type of change would still quantify the segregation in this environment as high simply because the environment "was dealt a bad hand of cards (i.e., occupations)." (Grusky and Levanon, 2006, p. 560) These authors argue against the use of indices (in favour of parametric models) to quantify segregation. However, if an index is to be used, they defend margin-free indices - that is, indices that are only affected by the
third kind of changes. Finally, Coleman et al. (1982) believe that indices should be affected by all three kinds of change. Specifically, they claim that the best way to quantify segregation in their application (school segregation) is by measuring exposure of different groups to each other: this metric will always be affected by the group and unit proportions in the environment.

While this discussion is certainly helpful to represent the different perspectives, it will never be conclusive. If we accept that exposure, evenness, and association are all reasonable approaches to quantify segregation (Massey and Denton, 1988; Reardon and Firebaugh, 2002), then it is impossible to conclude in favour of any argument. Exposure indices will always be affected by marginal change, since the expected exposure of groups to each others depend on both marginal distributions. On the other hand, evenness indices are not sensitive to type 1 change because, by definition, they quantify "the differential distribution of two social groups among" (Massey and Denton, 1988, p.283) units in an environment - naturally, a group distribution will always be normalized and does not depend on group proportion. Finally, association indices may be sensible to both type-1 and type- 2 changes or neither of them. For example, the Theil index is sensible to all three changes, whereas margin-free indices are not sensible to marginal changes.

In conclusion, the sensibility of an index to different changes may be appropriate or not depending on the definition of segregation for the case-study, which should considers the empirical implications of each type of change (Coleman et al., 1982). For example, margin-free indices are likely more relevant for occupational segregation (since occupations are the same throughout the US) than for residential segregation (census tracts are not the same in different cities). If units are not the same, it is impossible to be dealt a bad hand of cads, since there is no one deck. However, even in residential segregation, it may be revealing to consider margin-free segregation indices in certain analyses - for instance, the city/suburbs division is ubiquitous in the US (Lichter et al., 2015).

### 2.3.2. Comparison Interpretability

Even if the decision about the theoretical soundness of the different kinds of indices is contextdependent, it still points to a broadly-general issue: interpretability. Interpretability concerns the ability to understand how segregative patterns change in different environments and how they influence segregation. Notice that interpretability regards the comparison of segregation between different environments.

From this perspective, the three kinds of change outlined above maps onto different empirical phenomena. Thus, a sentence like "environment $\mathbf{A}$ is less segregated than $\mathbf{B}$ " immediately spurs substantive questions about the differences between the two environments and how such differences have influenced the assessment of segregation. For example, Lichter et al. (2015) find that overall residential segregation has diminished in the US from 1990 to 2010. As they show using the decomposability properties of the Theil index, this contraction is due to segregation diminishing within-places, but it is countered by a between-places increase in segregation. In this case, the change of segregation is interpreted by partitioning space into mutually-exclusive Census places. However, partitioning is not always an option. Moreover, this kind of analysis does not addresses which kind of change among the three introduced above caused the observed difference in segregation within places. As a matter of fact, if an index is sensible to more than one type of change, it merges different substantive phenomena and makes it difficult to trace back what exactly is causing the change in segregation. This may be a major issues in some analyses.

There are two possible ways to improve the interpretability of a comparison. First, the researcher may use an index that is sensible only to structural change - that is, a margin-free index. To date, $A$ (Charles and Grusky, 1995), $R$ (Charles, 1992), and $\lambda(\tau)$ (Bouchet-Valat, 2022) are the only available margin-free indices. Notice that it would not make sense to use an index that is

|  | $O_{1}$ | $O_{2}$ | $O_{3}$ |
| :--- | :--- | :--- | :--- |
| W | 0.2 | 0.10 | 0.05 |
| M | 0.2 | 0.15 | 0.30 |
| q | 1 | 0.66 | 0.16 |

Table 2.6. A table representing the distribution of women (W) and men (M) in 3 different occupational categories. The bottom line is simply the result of dividing the values in the first row by the values in the bottom row.
only sensible to either one of the marginal changes because structural change is a core part of the intuition about segregation; in fact, such an index does not even exist. Unfortunately, margin-free indices often do not map onto the theoretical intuitions of the researcher because they can grossly misrepresent the experienced segregation of the individuals in an environment - as shown in Section 2.5. Second, decomposition techniques exist to assess the proportion of difference that is due to marginal changes as opposed to structural changes (Karmel and Maclachlan, 1988; Mora and Ruiz-Castillo, 2009; Elbers, 2021). ${ }^{6}$ These techniques are generally applicable to any index and might appear as a possible solution to the interpretability problem. However, they are ultimately arbitrary as the decomposition they propose is not consistent. That is, these techniques attribute different amounts of segregation to the same structural components, as it will be apparent after the introduction of a more formal framework.

### 2.4. Interpreting Change

In this section, we formalize the long-standing discussion reported above. As a first step, it is important to start from a result by Osius (2004). From the present perspective, the result states that most environments can be represented as a triplet of independent elements: the group marginal

[^22]|  | $O_{1}$ | $O_{2}$ | $O_{3}$ |
| :--- | :--- | :--- | :--- |
| $O_{1}$ | 1 | $\frac{3}{2}$ | 6 |
| $O_{2}$ | $\frac{2}{4}$ | 1 | 4 |
| $O_{3}$ | $\frac{1}{6}$ | $\frac{1}{4}$ | 1 |

Table 2.7. A table representing the $\phi$-matrix of Table 2.6. The value in each cell is the ratio of different $q$ s from Table 2.6. For example, the value in the first row, second column is the first $q(=1)$ divided by the second $\left(=\frac{2}{3}\right)$.

|  | $O_{1}$ | $O_{2}$ | $O_{3}$ |
| :--- | :--- | :--- | :--- |
| $O_{1}$ | 0 | 0.40 | 1.80 |
| $O_{2}$ | -0.40 | 0 | 1.39 |
| $O_{3}$ | -1.80 | -1.39 | 0 |

Table 2.8. A table representing the logged $\phi$-matrix of Table 2.6. The value in each cell is the natural logarithm of the ratio of different $q$ ss from Table 2.6. For example, the value in the first-row, second-column is the logarithm of $\frac{3}{2}$. In turn, $\frac{2}{3}$ results from dividing the first $q(=1)$ by the second $\left(=\frac{2}{3}\right)$.
distribution, the unit marginal distribution, and an association element. The association element regulates the dependency structure between the group and the unit variables. That is, it is the element responsible to regulate whether the two variables are independent or dependent (and in what way). When the result applies, an environment can be represented as a triplet and different triplets correspond to different environments. The elements of the triplets are independent in the sense that they can freely vary within their domain, which does not depend on any other element in the triplet. This result is generally applicable, unless the distribution has 0s, as discussed below.

Now, what is the association element that enters in the triplet? In the case of discrete distributions on a finite domain - that is, tables - such association element is nothing but a vector of (log-)odds ratios; the same quantity used in logistic regression. For example Table 2.6 shows a fictional distribution of women and men (groups) into three different occupations (units). The last row of the table shows the ratio of women to men in each unit. If we take the ratio of such ratios, we create the odds ratios. Table 2.7 collects all the odds ratios in one matrix, which we call the
$\phi$-matrix of the distribution. For example, the first-row second-column of the $\phi$-matrix shows the result of dividing the first $q$ of Table $2.6(=1)$ by the second $q\left(=\frac{2}{3}\right)$. Symmetrically, the second-row firt-column of the matrix shows the result of dividing the second $q\left(=\frac{2}{3}\right)$ by the second $q(=1)$.

For tables, Osius result is not new: it has been known since at least the Seventies that a table can be reconstructed from the marginal distributions and the odds ratios (Agresti, 2013, see for example). Yet, Osius (2004) generalizes this result considerably. From the perspective of quantifying segregation, this means that we can apply the indices proposed below to segregation in space (Reardon and O'Sullivan, 2004) or time Athey et al. (2021). Furthermore, the generality of the result allows us to make bolder theoretical statement - see Appendix F.

The result is important because we can re-interpret the different kinds of change discussed in Section 2.3 based on the triplet representation just introduced. Marginal changes will only affect marginal distributions ${ }^{7}$, leaving the association element untouched (Elbers, 2021). On the other hand, structural change directly affects the association element of the distribution. Since these kinds of changes affect every element in a triplet, it means that we can use them to transform a distribution into any other distributions - exhausting the possible ways to change a distribution.

Limiting ourselves to environments that are representable as contingency tables ${ }^{8}$, we can sum up the previous discussion in the equation:

$$
\begin{equation*}
\mathbf{B}=\mathbf{R} \cdot f(\phi[\mathbf{A}]) \cdot \mathbf{C} \tag{2.1}
\end{equation*}
$$

[^23]where $\mathbf{A}$ is an initial environment, $\mathbf{B}$ is a any othe distribution on the same support, $\phi[\mathbf{A}]$ is the $\phi$-matrix for $\mathbf{A}, f(\cdot)$ is a function mapping $\phi[\mathbf{A}]$ to another arbitrary $\phi$-matrix, $\mathbf{R}$ and $\mathbf{C}$ are properly sized diagonal matrices. Notice that each element of equation (2.1) corresponds to a type of change: $\mathbf{R}$ regulates the first kind of (marginal) change, $\mathbf{C}$ corresponds to the second kind of (marginal) change (Watts, 1998), $f(\cdot)$ is structural change. In fact, the $\mathbf{R}$ and $\mathbf{C}$ matrices represent the operation of iterative marginal fitting, which can arbitrarily transform the margins of a joint distribution (Deming and Stephan, 1940; Fienberg, 1970).

Now suppose we compare the segregation in environment $\mathbf{A}$ and environment $\mathbf{B}$ from equation (2.1). It is natural to wonder how much of the difference in segregation is due to the three different kinds of change. That is, how much is due to $\mathbf{R}, \mathbf{C}$, and $f(\cdot)$. An even more straightforward question is how much of the overall difference is due to a . difference in the unit margins, b . difference in the group margin, or c . difference in the association elements. The difference in the two margins are due to $\mathbf{R}$ and $\mathbf{C}$, whereas the difference in the association elements are due to $f(\cdot)$.

To introduce some notation, we indicate with $S(\mathbf{A})$ the segregation in environment $\mathbf{A}$ according to an index $S(\cdot)$. We indicate with $p_{\mathbf{A}}(g)$ and $p_{\mathbf{A}}(u)$ the group and unit distribution of $\mathbf{A}$, respectively. We want to decompose the difference between $S(\mathbf{A})$ and $S(\mathbf{B})$ into three factors: the first one purely due to the structural difference $f(\cdot)$, the second one due to $p_{\mathbf{A}}(g)$ and $p_{\mathbf{B}}(g)$, and the third one due to $p_{\mathbf{A}}(u)$ and $p_{\mathbf{B}}(u)$. We will indicate these components with $\Delta_{1}(\phi[\mathbf{A}], \phi[\mathbf{B}])$, $\Delta_{2}\left(\phi[\mathbf{A}], \phi[\mathbf{B}], p_{\mathbf{A}}(g), p_{\mathbf{B}}(g)\right)$, and $\Delta_{3}\left(\phi[\mathbf{A}], \phi[\mathbf{B}],, p_{\mathbf{A}}(u), p_{\mathbf{B}}(u)\right)$, respectively. The elements in parenthesis show that $\Delta_{2}$ and $\Delta_{3}$ depends on the respective marginal distributions, but also on the $\phi$-matrices of $\mathbf{A}$ and $\mathbf{B}$ - this will be discussed momentarily.

From here, we can write the objective of creating an interpretable decomposition of the difference as the following exercise in decomposition:

$$
\begin{align*}
S(\mathbf{A})-S(\mathbf{B})= &  \tag{2.2}\\
& \Delta_{1}(\phi[\mathbf{A}], \phi[\mathbf{B}])+ \\
& \Delta_{2}\left(\phi[\mathbf{A}], \phi[\mathbf{B},], p_{\mathbf{A}}(g), p_{\mathbf{B}}(g)\right)+ \\
& \Delta_{3}\left(\phi[\mathbf{A}], \phi[\mathbf{B},], p_{\mathbf{A}}(u), p_{\mathbf{B}}(u)\right)
\end{align*}
$$

Thus, the difference in segregation between two distributions is the result of (a) the difference between their structural segregation $\left(\Delta_{1}\right)$ plus (b) the difference due the margins alongisde the structural component ( $\Delta_{2}$ and $\Delta_{3}$ ).

The core intuition behind equation (2.2) is that segregation and its difference have a primitive structural component modified by the margins. The structural component is solely regulated by the association element - i.e. the $\phi$-matrix. On the contrary, marginal distributions of groups and units do not tell us anything about segregation by themselves. For example, the same unit marginal distribution may concentrate individuals in very unbalanced or balanced units. Depending on this, the net unit-marginal contribution to segregation could be positive or negative, respectively. Therefore, it is impossible to discern a marginal contribution without checking the association element. Similarly, the quantification of the change in segregation due to the margins must also depend on the $\phi$-matrices of $\mathbf{A}$ and $\mathbf{B}$. The equation follows this intuition since the effects of margins on segregation ( $\Delta_{2}$ and $\Delta_{3}$ ) depend on the association structure. For this reason, the $\phi$ matrices appear in every component of the decomposition - including $\Delta_{2}$ and $\Delta_{3}$.

The final objective of equation (2.2) is the same as the objective of the decompositions proposed by Elbers (2021) (Karmel and Maclachlan, 1988) and Mora and Ruiz-Castillo (2009). Yet,
these decomposition techniques fail to satisfy equation (2.2) even if they are based on the same principles. Indeed, these techniques will provide a structural (corresponding to $\Delta_{1}$ ) and two marginal components (corresponding to $\Delta_{2}$ and $\Delta_{3}$ ), but the proposed structural components depends on the marginal distributions as well as the $\phi$-matrices. In fact, it is easy to verify that the structural component of these decomposition will change if we modify the marginal distribution of either $\mathbf{A}$ or $\mathbf{B}$ without altering the association structures of neither. This is clearly an issue, since the declared goal of these techniques is to decompose the difference of segregation in pure components.

A possible way to satisfy equation (2.2) is to use margin-free indices, as suggested for example by Charles and Grusky (1995). By construction, margin-free indices will only have structural segregation: the $\Delta_{2}$ and $\Delta_{3}$ will always be 0 . However, margin-free indices come with their own issues, discussed below (see also Jerby et al., 2005; Elbers, 2021). As an alternative, we propose S-decomposable indices. We define an index to be S-decomposable if it can be written as the sum of a purely-structural element plus some modification due to the margins. The structural element represents the margin-free amount of segregation: the part of segregation purely due to the association element. The marginal distributions modify structural segregation. In formula:

$$
\begin{equation*}
S(\mathbf{A})=g(\phi[\mathbf{A}])+h_{1}\left(\phi[\mathbf{A}], p_{\mathbf{A}}(g)\right)+h_{2}\left(\phi[\mathbf{A}], p_{\mathbf{A}}(u)\right) \tag{2.3}
\end{equation*}
$$

where $g(\cdot), h_{1}(\cdot)$, and $h_{2}(\cdot)$ are continuous ${ }^{9}$ functions, with $g(\cdot)$ being also positive. An Sdecomposable index will be interpretable in the sense of equation (2.2). Assume an index is S decomposable, then it will immediately provide a decomposition of the difference:

$$
\begin{aligned}
S(\mathbf{A})-S(\mathbf{B})= & \\
& g(\phi[\mathbf{A}])-g(\phi[\mathbf{B}])+ \\
& h_{1}\left(\phi[\mathbf{A}], p_{\mathbf{A}}(g)\right)-h_{2}\left(\phi[\mathbf{B}], p_{\mathbf{B}}(g)\right)+ \\
& h_{2}\left(\phi[\mathbf{A}], p_{\mathbf{A}}(u)\right)-h_{2}\left(\phi[\mathbf{B}], p_{\mathbf{B}}(u)\right)= \\
& \Delta_{1}(\phi[\mathbf{A}], \phi[\mathbf{B}])+ \\
& \Delta_{2}\left(\phi[\mathbf{A}], \phi[\mathbf{B},], p_{\mathbf{A}}(g), p_{\mathbf{B}}(g)\right)+ \\
& \Delta_{3}\left(\phi[\mathbf{A}], \phi[\mathbf{B},], p_{\mathbf{A}}(u), p_{\mathbf{B}}(u)\right)
\end{aligned}
$$

Beside the trivial case of pure margin-free indices (where $h_{1}$ and $h_{2}$ are constantly 0 ), the only example of an S-decomposable index is the marginal-weighted version of $\lambda$, formulated by Bouchet-Valat (2022). However, to maximize interpretability, we formulate the $Q$ index, which is also decomposable in another sense while being easier to calculate and possibly more natural than $\lambda$. The first step to formulate a S-decomposable index is to create a margin-free index that can act as a basis for an S-decomposable index.

### 2.5. Building Margin-Free Indices

The formalization proposed in Section 2.4 allows us to clarify the meaning of margin-free indices. Consider Equation (2.1) again. The standard formulation of the margin-free property is

[^24]|  | $O_{1}$ | $O_{2}$ | $O_{3}$ |
| :--- | :--- | :--- | :--- |
| $O_{1}$ | 0 | 0 | 0 |
| $O_{2}$ | 0 | 0 | 0 |
| $O_{3}$ | 0 | 0 | 0 |


|  | $O_{1}$ | $O_{2}$ | $O_{3}$ |
| :--- | :--- | :--- | :--- |
| $O_{1}$ | 0 | $\infty$ | 0 |
| $O_{2}$ | $-\infty$ | 0 | $\infty$ |
| $O_{3}$ | 0 | $-\infty$ | 0 |

Table 2.9. Logged $\phi$-matrices for an independent distribution (left) and a completely segregated distribution (right).
that an index must not change for any $\mathbf{R}$ and $\mathbf{C}$ : a margin-free index is only sensible to $f(\cdot)$. Using Osius' result, we can reformulate the margin-free property: a margin-free index will assign the same segregation to all distributions having the same $\phi$-matrix. In other words, an index is marginfree if and only if it is a function of the association object and only of the association object see Appendix F. This is not completely surprising; Semyonov et al. (1984), Charles and Grusky (1995), and Elbers (2021) have already indicated the odds ratios as a way to build margin-free indices. However, this result also shows that the association element is the only way to build these indices - even beside the contingency table case considered in the literature so far. Therefore, the next step is to study the properties of the association element, that is the $\phi$-matrix.

### 2.5.1. The Structure of the $\phi$-Matrix

Rather than considering the $\phi$-matrix it is actually more convenient to consider its logged version, the logged $\phi$-matrix Quite clearly, the logged $\phi$-matrix has a very strong structure, whic is apparent in Table 2.4. First, the logged $\phi$-matrix is anti-symmetric: one can find opposite numbers on the opposite side of the diagonal, which in turn only contains zeros. Second, Table 2.9 show the logged $\phi$-matrix for an independent distribution and a completely segregated distribution. These matrices show specific structural signatures: in the independent case, all elements are zero; in the completely-segregated case, the matrix only contains zero, infinity, and negative infinity. ${ }^{10}$ The

[^25]deeper issue is that in this case, Osius' decomposition does not apply: it is impossible to represent a completely segregated distribution as a triplet. Even more alarming, the same issues appear any time there is just one zero in a distribution (Osius, 2004, p. 265) - this is a well known issue for margin-free indices (Jerby et al., 2005; Grusky and Levanon, 2006). Unfortunately, zeros are very common in analyses of segregation, since it is frequent for a unit to only host members from one group. We will refer to this issue as the "zero problem", which we will discuss again in 2.5.5 . Notice that the zero problem prevents margin-free indices from assigning maximum segregation to completely-segregated distributions, since margin-free indices are undefined in such cases. That is, the zero problem effectively prevent margin-free indices to satisfy condition $\mathbf{2}$ from Section 2.2 and to be proper segregation indices. For the moment, we will assume that distributions contain no zeros.

However, the fundamental observation is that any row (or column) of a $\phi$-matrix is sufficient to reconstruct the entire matrix, which indeed contains redundant information. For example, the second row of of Table 2.4 can be reconstructed from the first one by simply adding 0.4 to all cells (up to rounding errors). Similarly, the third row can be reconstructed by subtracting 1.8 to all cells in the first row. This property imply another interesting property of the $\phi$-matrix (and association elements more in general) that has not been observed so far: the centered $p$-norm of every row (or column) of the logged $\phi$-matrix is constant. In symbols, let $\log \left(\phi_{\mathbf{A}}\right)[i, j]$ be the first row, $j^{\text {th }}$ column of the logged- $\phi$-matrix of an environment (and in general any joint distribution), then:
$\sum_{j=1}^{U}\left|\log \left(\phi_{\mathbf{A}}\right)[1, j]-\frac{1}{U} \sum_{j=1}^{U} \log \left(\phi_{\mathbf{A}}\right)[1, j]\right|^{p}=\sum_{j=1}^{U}\left|\log \left(\phi_{\mathbf{A}}\right)[i, j]-\frac{1}{U} \sum_{j=1}^{U} \log \left(\phi_{\mathbf{A}}\right)[i, j]\right|^{p}$ for $\mathrm{i}=1 \ldots U$
where $U$ is the number of units in an environment and $p \geq 1$.
and, therefore, it does not exist. Table 2.9 still shows a logged $\phi$-matrix in this case for argument's sake and because the shown matrix is in line with the results shown in Section 2.5.5.

|  | $O_{1}$ | $O_{2}$ | $O_{3}$ |
| ---: | :---: | :---: | :---: |
| $W$ | .003 | .381 | .016 |
| $M$ | .007 | .114 | .479 |
| q | .336 | 3.358 | .034 |


|  | $O_{1}$ | $O_{2}$ | $O_{3}$ |
| ---: | :---: | :---: | :---: |
| $W$ | .354 | .043 | .003 |
| $M$ | .546 | .007 | .047 |
| q | .647 | 6.473 | .065 |

Table 2.10. Two distributions sharing the same association element and group margin, but with different unit margins. The experience of the individuals in the two environments are radically different.

For example, for $p=2$, equation (2.4) implies that the variance (standard deviation) of every row and column of a logged $\phi$-matrix is identical. In the case of Table 2.4, for instance, we have $\frac{1}{U} \sum_{j=1}^{U} \log \left(\phi_{\mathbf{A}}\right)[1, j]=\frac{1}{3}(0+0.4+1.8)=0.73$ and the variance of the first row is $\frac{1}{3}\left[(0-0.73)^{2}+\right.$ $(0.4-0.73)^{2}+(1.8-0.73)^{2}=0.6$; it is easy to verify that the other rows/columns of the matrix have the same variance. Notice that this property is a consequence of the structure of the logged $\phi$-matrix. If a row can be reconstructed from another by adding a constant to every cell, all rows will necessarily have the same variance because variance does not change when you add a constant to all of the observations.

Finally, it is important to notice how equation (2.4) behaves when the distribution is either independent or has a zero. In the former case, any p-norm will be 0 because all of the cell in a row will be 0 . In the latter case, the $p$-norm will get to infinity as a cell in every row (column) will either be infinity or negative infinity. Therefore, as the underlying joint distribution of groups and units get closer to have a 0 , the $p$-norms will get closer to infinity. In fact, this is a promising basis to build margin-free segregation indices.

### 2.5.2. $Q^{*}$ and the Centered-Norm Family of Indices

We may use equation (2.4) as the basis to build an entire family of margin-free indices - and we can actually simplify the calculation. First, we indicate with $p_{\mathbf{A}, i j}(g, u)$ the value of the probability density (mass) function for group $i$ and unit $j$ in an environment $\mathbf{A}$. For example in Table 2.11, we
have $p_{\mathbf{A}, 12}(g, u)=0.022$. Then, let us define the unit odds for the environment $\mathbf{A}$ as:

$$
\begin{equation*}
q_{j}[\mathbf{A}]=\frac{p_{\mathbf{A}, 1 j}(g, u)}{p_{\mathbf{A}, 2 j}(g, u)} \tag{2.5}
\end{equation*}
$$

For legibility, we will omit indicating the environment explicitly in the notation unless it is necessary for clarity. The $\log$ odds ratio between the $j^{\text {th }}$ and $k^{\text {th }}$ column is simply $\log q_{j}-\log q_{k}$. It follows that all the elements in the $i^{t h}$ row of the $\phi$-matrix are in the form $\log q_{i}-\log q_{j}$ for $j$ from 1 to $U$. Now, adding/subtracting a constant to the row of a logged $\phi$-matrix will not change the variance and, more in general, the centered $p$-norm shown in equation (2.4). Therefore, we can simplify the calculation of a $p$-norm by simply subtracting $q_{i}$ from the $i^{t h}$ row of the logged $\phi$-matrix. That is to say, we can simply consider the logged odds instead of the more cumbersome log odds ratios. ${ }^{11}$ From here, we define the centered-norm family of indices as follows:

$$
\begin{align*}
\bar{q} & =\frac{1}{U} \sum_{i=1}^{U} q_{i}  \tag{2.6}\\
S_{2}^{*}(\mathbf{A}, p) & =\frac{1}{U} \sum_{i=1}^{U}\left|q_{i}-\bar{q}\right|^{p}
\end{align*}
$$

The subscript in $S_{2}^{*}$ indicates that equation (2.7) only covers the two-groups case; we will generalize to the multi-group case in Section 2.5.4. For the moment, we single out the most important member of this family, which coincides with $p=2$ :

$$
\begin{align*}
\bar{q} & =\frac{1}{U} \sum_{i=1}^{U} q_{i}  \tag{2.7}\\
Q_{2}^{*}(\mathbf{A}) & =\frac{1}{U} \sum_{i=1}^{U}\left(q_{i}-\bar{q}\right)^{2}
\end{align*}
$$

[^26]$Q_{2}^{*}$ is simply the variance of any row (column) of the $\phi$-matrix of an environment $\mathbf{A}$. In other word, $Q_{2}^{*}$ is the average squared distance of the log odds from the geometric mean of the odds. From this perspective, it is interesting to notice that the variance of the simple odds (as opposed to the log odds) is not margin-free: substituting the log odds for the odds (and the geometric mean for the simple mean) makes $Q_{2}^{*}$ margin-free. $Q_{2}^{*}$ is also a close relative of the $A$ index proposed by Charles and Grusky (1995) and $\lambda$ proposed by Bouchet-Valat (2022). ${ }^{12}$

Any member of the centered-norm family is a margin-free index in the sense that a. it will attribute 0 segregation to an environment where the group and the unit variables are independent, b. it is continuous and c . it is not sensible to any change that does not affect the association element of a distribution. However, these indices still suffer from the zero problem introduced in Section 2.5.1. As every other existing margin-free index, the centered-norm family is not well defined when the distribution presents zeros; this issue is discussed in Section 2.5.5. As a side note, the centered p-norm family is not well defined for environments with less than two units, but this is generally not a concern in real applications.

An important observation about the structure of $Q_{2}^{*}$, the centered-norm family, and, more in general, margin-free indices. Equation (2.7) attributes the same weight of $\frac{1}{U}$ to each unit in the environment. This means that units are not weighted by the amount of probability mass they have, as is usually the case (Reardon and Firebaugh, 2002). While this is natural given that margin-free indices are independent from the unit margin, it also implies that the margin-free unit cannot reflect the experience of the individual in the environment, but they are unit-centric. For example, Table 2.10 shows two distributions having the same $\phi$-matrix and, thus, the same $Q_{2}^{*}$ index (= $=3.53$ ). However, the individuals in the leftmost distribution are for the great majority distributed in units

[^27]|  | $O_{1}$ | $O_{2}$ | $O_{3}$ | $O_{4}$ | $O_{5}$ | $O_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $W$ | .022 | .022 | .003 | .008 | .016 | .03 |
| $M$ | .128 | .128 | .197 | .192 | .184 | .07 |
| Q | .169 | .169 | .017 | .042 | .084 | .422 |

Table 2.11. An example of a partitioned table. The first part contains the first four units, the second part contains the last two units.

|  | $O_{1}$ | $O_{2}$ | $O_{3}$ | $O_{4}$ | $O_{5}$ | $O_{6}$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $W$ | .009 | .009 | .012 | .012 | .005 | .002 |
| $M$ | .139 | .139 | .185 | .185 | .201 | .1 |
| q | .067 | .067 | .067 | .067 | .024 | .024 |

Table 2.12. A partitioned table having zero within-parts segregation. Within each part, the $q$ s are equal to the geometric mean of the $q$ s within the same part of Table 2.11.

|  | $O_{1}$ | $O_{2}$ | $O_{3}$ | $O_{4}$ |
| ---: | :---: | :---: | :---: | :---: |
| $W$ | .031 | .031 | .005 | .012 |
| $M$ | .183 | .183 | .281 | .274 |
| q | .169 | .169 | .017 | .042 |


|  | $O_{5}$ | $O_{6}$ |
| :--- | :--- | :--- |
| $W$ | .052 | .099 |
| $M$ | .615 | .234 |
| q | .084 | .422 |

Table 2.13. Distribution derived from Table 2.11 conditioning on the parts. For example, the left distribution is a re-normalization of the first four units from Table 2.11 so that it sums to 1 .
with a severe under-representation of the other groups. On the contrary, in the right distribution, the great majority of individuals belong to a unit whose group proportion is fairly close to the environment's overall group proportion. This means that the experience of the individuals is widely different in the environments - as shown by more traditional, non-margin-free indices such as $D$, whose values for the two distributions are 0.8 and 0.1 , respectively. While this is a natural consequence of the property of being margin-free, it may not correspond to the theoretical intuition of a researcher (see for example Elbers, 2021).

### 2.5.3. Partition-Decomposition of $Q_{2}^{*}$

Not only $Q^{*}$ is a familiar quantity (a variance!), but $Q^{*}$ is partition-decomposable precisely because it is a variance. Consider a partition of the units in an environment into mutually exclusive clusters. For instance, Table 2.11 shows a distribution decomposed into two clusters - $\mathbf{P}_{1}$ and $\mathbf{P}_{2}$. Then, we can decompose the total segregation as quantified by $Q^{*}$ in the following way:

$$
Q_{2}^{*}(\mathbf{A})=\sum_{i=1}^{2} \frac{\left|P_{i}\right|}{6} Q_{2}^{*}\left(\mathbf{P}_{i}\right)+Q_{2}^{*}(\overline{\mathbf{A}})
$$

In this case, $\mathbf{P}_{\mathbf{1}}$ and $\mathbf{P}_{\mathbf{2}}$ are the (renormalized) clusters, shown in Table 2.13, while $\overline{\mathbf{A}}$ is a version of A having the odds within the clusters fixed at the clusters' geometric-average odds in $\mathbf{A}$, as shown in Table 2.12. This ensures that there is no within-cluster segregation in $\overline{\mathbf{A}}$, since the variance of a vector repeating the same element is 0 by construction.

More in general, let $\mathbf{P}_{\mathbf{1}}, \mathbf{P}_{\mathbf{2}} \ldots \mathbf{P}_{|\mathbf{P}|}$ be the partition of the units in an environment $\mathbf{A} .{ }^{13}$ Then, we can write $Q^{*}$ as

$$
\begin{equation*}
Q_{2}^{*}(\mathbf{A})=\sum_{i=1}^{|P|} \frac{\left|P_{i}\right|}{U} Q_{2}^{*}\left(\mathbf{P}_{i}\right)+Q_{2}^{*}(\overline{\mathbf{A}}) \tag{2.8}
\end{equation*}
$$

where $\left|P_{i}\right|$ is simply the number of units in a cluster. The distribution $\overline{\mathbf{A}}$ is constructed in such a way as to have as $q$ s the geometric mean of the $q$ s of $\mathbf{A}$ in the same cluster. Equation (2.8) represents the partition-decomposition of $Q_{2}^{*}(\mathbf{A})$. As Mora and Ruiz-Castillo (2011) exhaustively explains, this decomposition has intuitive meaning. The various $Q_{2}^{*}\left(\mathbf{P}_{i}\right)$ represents the amount by which overall segregation falls if the segregation within cluster $i$ is eliminated; the sum of the different $Q_{2}^{*}\left(\mathbf{P}_{i}\right)$ represents the reduction in overall segregation that would arise if the segregation within

[^28]all cluster were eliminated; $Q_{2}^{*}(\overline{\mathbf{A}})$ represents the amount of segregation that can be attributed to the difference in group proportions across clusters (Mora and Ruiz-Castillo, 2011, p. 164-169). For this reason, the first sum in equation (2.8) is usually termed "within-segregation" while the last addend is usually termed "between segregation". Like structural-decomposition, partitiondecomposition can help in the interpretation of differences (see for example Lichter et al., 2015; Ferguson and Koning, 2018). To the best of our knowledge, $Q_{2}^{*}$ is the first margin-free index to be partition-decomposable, which results from the ANOVA decomposition of variance and, more in general, the law of total variance.

### 2.5.4. Extension to Multi-groups Setting

While we have introduced the centered-norm family for two-groups environment, we need to generalize it to a multi-group settings - that is, environments with more than 2 groups (Reardon and Firebaugh, 2002). The objective is to create a function that maintains the desirable properties of centered-norm indices $-Q_{2}^{*}$ in particular - while being well defined in environments with multiple groups. Even if Osius theorem still applies to this more general case, the issue is that the $\phi$-matrix is an object describing the association element for two groups. ${ }^{14}$ Indeed, we have a different $\phi$ matrix for every possible combination of groups. Thus, the solution is to consider each possible $\phi$-matrix separately and calculate the overall segregation in an environment as the sum of $S_{2}$ applied to all possible $\phi$-matrix. Intuitively, the total segregation of an environment is the sum of the segregation between each couple of groups. Say we have a total of $G$ groups, we can write the

[^29]|  | $O_{1}$ | $O_{2}$ | $O_{3}$ | $O_{4}$ |
| ---: | :---: | :---: | :---: | :---: |
| $W$ | .1 | .0 | .3 | .0 |
| $M$ | .0 | .4 | .0 | .2 |
| q | $\infty$ | .0 | $\infty$ | .0 |
| $\log \mathrm{q}$ | $\infty$ | $-\infty$ | $\infty$ | $-\infty$ |

Table 2.14. A completely-segregated distribution. The last two rows show the odds and the logged odds for each unit.
general family of center-norm indices:

$$
\begin{equation*}
S^{*}(\mathbf{A}, p)=\frac{1}{\binom{G}{2}} \sum_{i=1}^{G-1} \sum_{j=i+1}^{G} S_{2}^{*}(\mathbf{A}[i-j], p) \tag{2.9}
\end{equation*}
$$

where $\mathbf{A}[i-j]$ is a re-normalized version of $\mathbf{A}$ only containing the $i^{t h}$ and $j^{t h}$ groups. Equation (2.9) is simply the sum of 2-groups indices per each couple of groups, normalized by the number of couples. The multi-group definition of $Q^{*}$ immediately follows:

$$
\begin{equation*}
Q^{*}(\mathbf{A})=\frac{1}{\binom{G}{2}} \sum_{i=1}^{G-1} \sum_{j=i+1}^{G} Q_{2}^{*}(\mathbf{A}[i-j]) \tag{2.10}
\end{equation*}
$$

We notice that the general version of $Q^{*}$ retains the partition-decomposability of its 2-groups version:

$$
\begin{equation*}
Q^{*}(\mathbf{A})=\sum_{i=1}^{|P|} \frac{\left|P_{i}\right|}{U} Q^{*}\left(\mathbf{P}_{i}\right)+Q^{*}(\overline{\mathbf{A}}) \tag{2.11}
\end{equation*}
$$

As before $\overline{\mathbf{A}}$ represents a distribution with no within cluster segregation and the various unit odds (for each couple of groups) fixed at their geometric average.

### 2.5.5. Solving the Zero Problem

The zero problem haunts the centered-norm indices and, in general, any margin-free index making them less than desirable according to the basic rules laid out in Section 2.2. As an example consider

Figure 2.1 Examples of a sigmoid function that may be used to solve the zero problem. In particular, this is $\sigma(x)=2 \cdot(N(x)-0.5)$, where $N(x)$ is the cumulative distribution of a standard normal distribution.

the completely-segregated distribution in Table 2.14, which reports both the odds ( $q \mathrm{~s}$ ) and logged odds $(\log q \mathrm{~s})$ for each unit.

The most direct solution to the zero problem is to eliminate zeros altogether by adding something to the zero cells. This may be a simple smoothing value or may be the result of more complex imputation models (Grusky and Levanon, 2006). This solution is certainly convenient since it is very easy to apply in its basic form while it does not change in any way the calculation of an index. However, it should be pointed out that it will substantially bias an index because all odds will become closer to 1 and, especially, extreme odds will be relatively more affected by the change. Finally, the addition of some probability mass where there is none was may feel arbitrary at times

|  | $O_{1}$ | $O_{2}$ | $O_{3}$ | $O_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| $O_{1}$ | 0 | 2 a | 0 | 2 a |
| $O_{2}$ | -2 a | 0 | -2 a | 0 |
| $O_{3}$ | 0 | 2 a | 0 | 2 a |
| $O_{4}$ | -2 a | 0 | -2 a | 0 |

Table 2.15. The sigmoid logged $\phi$-matrix of the distribution in Table 2.14.

- even if it can be justified, for example, from the perspective of a Bayesian model. Nonetheless, this is the solution we adopt in Section 2.7 for simplicity's sake.

A less committal way to solve the zero problem is to map infinite to a finite value using a sigmoid function. For the present purposes, a useful sigmoid function $\sigma(x)$ will have the following characteristics:

Symmetric Domain: $\sigma(x): \mathbb{R} \rightarrow(-a, a), a \in \mathbb{R}$
Continuity: $\sigma(x)$ is continuous
Odd: $\sigma(x)=-\sigma(-x)$. Notice, with the domain property, this implies that $\sigma(0)=0$
Strictly Increasing: $\boldsymbol{\sigma}(x)<\boldsymbol{\sigma}(y) \Leftrightarrow x<y$

Furthermore, it is easy to justify with a limit argument that $\sigma(\infty)=a$ and, by the odd property, $\sigma(-\infty)=-a$.

If we apply a sigmoid function to the logged odds of a distribution, we can define a new sigmoid logged $\phi$-matrix, such as the one shown in Table 2.14. The $i^{\text {th }}$-row, $j^{t h}$-column cell of this new matrix is defined as $\sigma\left(\log q_{i}\right)-\sigma\left(\log q_{j}\right)$ : this is well defined even for completely-segregated table. At the same time, such sigmoid logged $\phi$-matrix appears to have all the structural properties discussed in Section 2.5.1. Therefore, we can define a modification of $Q^{*}$ based on such sigmoid
logged $\phi$-matrix:

$$
\begin{align*}
\bar{\sigma}(q) & =\frac{1}{U} \sum_{i=1}^{U} \sigma\left(q_{i}\right)  \tag{2.12}\\
Q_{\sigma}^{*}(\mathbf{A}) & =\frac{1}{U} \sum_{i=1}^{U}\left(\sigma\left(q_{i}\right)-\bar{\sigma}(q)\right)^{2}
\end{align*}
$$

Being a variance, $Q_{\sigma}^{*}$ will still be partition-decomposable, as $Q^{*}$ is. Furthermore, through Popoviciu inequality (Popoviciu, 1935) it is easy to show that the variance of each of each row/column is maximized precisely when the underlying distribution is completely-segregated. This means that $Q_{\sigma}^{*}$ satisfies the second property of indices indicated in Section 2.2 and is, therefore, a proper index. Finally, the use of a sigmoid function makes it possible to normalize $Q_{\sigma}^{*}$ between 0 and 1. Indeed, we can calculate its maximum value, whereas $Q^{*}$ is unbounded. Yet, notice that normalizing $Q_{\sigma}^{*}$ will partially hinder its partition-decomposability (Frankel and Volij, 2011; Mora and Ruiz-Castillo, 2011).

While this solution appears more natural than smoothing zeros by adding a (small) value, it introduces further elements of arbitrariness regarding the choice of the sigmoid function. For example, Figure 2.1 shows the function $\frac{1}{2} \cdot(N(x)-0.5)$, where $N(x)$ is the cumulative function of the standard normal distribution. This function substantially flattens all odds values beyond 3 to its maximum. Therefore, its use would tone down the difference between mildly-segregated and extremely-segregated environments according to $Q^{*}$. To avoid this inconvenience one may use the cumulative function of a non-standard normal distribution having a higher variance. Yet, any sigmoid function will flatten out extreme values because this is exactly what sigmoid functions do - it is only a matter of defining what "extreme" is. We leave the exploration of this issue to future research.

Finally, it is worth mentioning that both solutions can be applied to any margin-free index as well as $Q$, defined below. However, applying either of these solution to an index will not necessarily solve the zero problem completely. While the index may be well defined once we smooth the zeros or apply a sigmoid functions, it may still not be maximized for completely-segregated distribution - this is another reason why $Q^{*}$ is pre-eminent among the centered-norm family.

### 2.6. The $Q$ index and $S$-decomposability

The centered-norm family introduce in Section 2.5 can be used as a basis to create S-decomposable indices. The key observation is that the centered-norm family places an equal weight on each unit, but this is by no mean necessary (See also Bouchet-Valat, 2022). We can use the unit marginal distribution to weight the units and retrieve an index that is sensible to the individual experience in the environment:

$$
\begin{align*}
\bar{q} & =\sum_{i=1}^{U} p_{i}(u) q_{i}  \tag{2.13}\\
S_{2}(\mathbf{A}, p, p(u)) & =\sum_{i=1}^{U} p_{i}(u)\left|q_{i}-\bar{q}\right|^{p} \\
S\left(\mathbf{A}, p, p_{\mathbf{A}}(u)\right) & =\frac{1}{\binom{G}{2}} \sum_{i=1}^{G-1} \sum_{j=i+1}^{G} S_{2}\left(\mathbf{A}[i-j], p, p_{\mathbf{A}}(u)\right)
\end{align*}
$$

where $p_{i}(u)$ is the value of the density (probability mass) function of the unit margin at unit $i$. We will refer to this family of indices as the weighted centered-norm family.

This family has interesting properties for our purposes. First, members of the family have an intuitive structural-decomposition because of the obvious connection with the margin-free centerednorm family - as we will see momentarily for the special case of $p=2$. Second, indices in the family are not margin-free because they depend on the unit marginal distribution. However, the indices
in the family are still independent of the group margin. In the definition of $S$, all couples receive an equal weight of $\binom{G}{2}^{-1}$ regardless of the probability mass associated with each group. One may argue that the the contribution of each $S_{2}$ in the last equation should be weighted proportionally to the probability masses of the groups involved. However, adding a group-margin dependency will create path dependency in the structural-decomposition and complicate the partition-decomposition, whereas a sizeable part of the literature has emphasized that group proportions in an environment should not matter for the quantification of segregation (James and Taeuber, 1985). Therefore,we leave this topic for future research. Finally, an important remark: in the general multi-group case, the passed unit margin is the same as the overall unit margin, it does not mutate as $\mathbf{A}[i-j]$ changes, preserving the partition-decomposability of $Q$.

The next step is definition of the $Q$ index, which is the member of the weighted centered-norm family having $p=2$. That is,

$$
\begin{align*}
\bar{q} & =\sum_{i=1}^{U} p_{i}(u) q_{i}  \tag{2.14}\\
Q(\mathbf{A}, p(u)) & =\sum_{i=1}^{U} p_{i}(u)\left(q_{i}-\bar{q}\right)^{2} \\
Q(\mathbf{A}, p(u)) & =\frac{1}{\binom{G}{2}} \sum_{i=1}^{G-1} \sum_{j=i+1}^{G} Q(\mathbf{A}[i-j], p(u))
\end{align*}
$$

As its margin-free counterpart $Q^{*}, Q$ is partition-decomposable. Once again, consider a unit partition of the environment, where each unit is assigned to one of $|P|$ clusters, $P_{1}, P_{2} \ldots P_{|P|}$. Each cluster has a weight, which is the sum of the probability mass of the units within it:

$$
w_{i}=\sum_{j \in P_{i}} p_{\mathbf{A}, j}(u) \text { with } \sum_{i=1}^{|P|} w_{i}=1
$$

Then,

$$
\begin{equation*}
Q(\mathbf{A}, p(u))=\sum_{i=1}^{|P|} w_{i} Q\left(\mathbf{P}_{i}, p_{\mathbf{P}_{i}}(u)\right)+Q\left(\overline{\mathbf{A}}_{w}, p_{\overline{\mathbf{A}}_{w}}(u)\right) \tag{2.15}
\end{equation*}
$$

As before, $\overline{\mathbf{A}}_{w}$ is distribution having no within-cluster segregation and every $q$ set at its withincluster geometric mean; the difference with respect to equation (2.11) is that the within-cluster mean is weighted by the unit-marginal probability/density function of $\mathbf{A}$.

As mentioned, $Q$ has a natural structural-decomposition. The key observation is that evidently the difference between $Q\left(\mathbf{A}, p_{\mathbf{A}}(u)\right)$ and $Q^{*}(\mathbf{A})$ is due to the unit margin, $p_{\mathbf{A}}(u)$. In fact, one may retrieve $Q^{*}$ by passing a uniform distribution to $Q$ as the unit margin. The intuitive meaning of the structural-decomposition will be clearer starting from the two-group case:

$$
\begin{align*}
& \left.Q_{2}\left(\mathbf{A}, p_{\mathbf{A}}(u)\right)\right)=  \tag{2.16}\\
& Q_{2}\left(\mathbf{A}, p_{\mathbf{A}}(u)\right)+Q_{2}^{*}(\mathbf{A})-Q_{2}^{*}(\mathbf{A})= \\
& \\
& Q_{2}^{*}(\mathbf{A})+\sum_{i=1}^{U}\left(w_{i}-\frac{1}{U}\right) \cdot\left(q_{i}-\bar{q}\right)^{2}= \\
& \\
& Q_{2}^{*}(\mathbf{A})+\Delta_{\mathbf{A}}\left(\phi[\mathbf{A}], p_{\mathbf{A}}(u)\right) \\
& \text { with } \sum_{i=1}^{U}\left(w_{i}-\frac{1}{U}\right) \cdot\left(q_{i}-\bar{q}\right)^{2}=\Delta_{\mathbf{A}}\left(\phi[\mathbf{A}], p_{\mathbf{A}}(u)\right), \\
& \quad \sum_{i=1}^{U}\left(w_{i}-\frac{1}{U}\right)=\sum_{i=1}^{U} w_{i}-\sum_{i=1}^{U} \frac{1}{U}=1-1=0
\end{align*}
$$

$\Delta_{\mathbf{A}}$ represents the (unit) marginal contribution to the segregation of the two-groups environment A. As the derivation shows, this contribution depends on the difference between the unit margin
and the uniform distribution, which a is zero-sum difference. Therefore, the marginal contribution to segregation will be positive if the unit margin emphasizes those units that are less representative of the overall group proportion in the environment, negative otherwise. Going back to the two distributions of Table 2.10, their structural-decomposition would be $Q\left(\mathbf{T}_{1}, p_{\mathbf{T}_{1}}(u)\right)=$ $3.53+1.71=5.24$ (left distribution) and $Q\left(\mathbf{T}_{2}, p_{\mathbf{T}_{2}}(u)\right)=3.53-3=0.53$ (right distribution). Such structural-decomposition of segregation follows the intuition that the unit distribution in the left (right) distribution emphasizes those units where group imbalance (balance) is higher, giving a positive (negative) contribution to overall segregation. We can easily generalize to the multigroup case:

$$
\begin{gather*}
\left.Q\left(\mathbf{A}, p_{\mathbf{A}}(u)\right)\right)=  \tag{2.17}\\
Q\left(\mathbf{A}, p_{\mathbf{A}}(u)\right)+Q^{*}(\mathbf{A})-Q^{*}(\mathbf{A})= \\
Q^{*}(\mathbf{A})+\Delta_{\mathbf{A}}\left(\phi[\mathbf{A}], p_{\mathbf{A}}(u)\right) \\
\Delta_{\mathbf{A}}\left(\phi[\mathbf{A}], p_{\mathbf{A}}(u)\right)=\frac{1}{\binom{G}{2}} \sum_{i=1}^{G-1} \sum_{j=i+1}^{G} \Delta\left(\phi[\mathbf{A}[i-j]], p_{\mathbf{A}}(u)\right)
\end{gather*}
$$

This means that $Q$ is structural-decomposable: equation (2.17) fits the blueprint of equation (2.3), with $g(\phi[\mathbf{A}])=Q^{*}(\mathbf{A}), h_{1}\left(\phi[\mathbf{A}], p_{\mathbf{A}}(g)\right)=0$, and $h_{2}\left(\phi[\mathbf{A}], p_{\mathbf{A}}(u)\right)=\Delta_{\mathbf{A}}\left(\phi[\mathbf{A}], p_{\mathbf{A}}(u)\right)$. Even if we will focus on $Q$, we notice that any member of the weighted centered-norm family will be similarly structural-decomposable.

Finally, we can nest structural-decomposition of equation (2.17) within the partition- decomposition of equation (2.15). Nesting allows us to reach a more complete understanding of segregation patterns by distinguishing the structural/marginal component within each cluster and between clusters. To improve legibility, we will simplify notation in what follows by removing the explicit
reference to the unit-marginal distribution. Then:

$$
\begin{align*}
& Q(\mathbf{A})=\sum_{i=1}^{P} w_{i} Q\left(\mathbf{P}_{i}\right)+Q\left(\overline{\mathbf{A}}_{w}\right) \\
& \sum_{i=1}^{P} w_{i}\left[Q^{*}\left(\mathbf{P}_{i}\right)+\Delta_{\mathbf{P}_{i}}\right]+Q^{*}\left(\overline{\mathbf{A}}_{w}\right)+\Delta_{\overline{\mathbf{A}}_{w}}=  \tag{2.18}\\
& {\left[\sum_{i=1}^{P} \frac{\left|P_{i}\right|}{U} Q^{*}\left(\mathbf{P}_{i}\right)+Q^{*}(\overline{\mathbf{A}})\right]+\left[\sum_{i=1}^{P} w_{i} \Delta_{\mathbf{P}_{i}}+\Delta_{\overline{\mathbf{A}}_{w}}+r_{\mathbf{A}}\right]=}  \tag{2.19}\\
& Q^{*}(\mathbf{A})+\Delta_{\mathbf{A}} \\
& \text { with } r_{\mathbf{A}}=Q^{*}\left(\overline{\mathbf{A}}_{w}\right)-Q^{*}(\overline{\mathbf{A}})+\sum_{i=1}^{|P|}\left(w_{i}-\frac{\left|p_{i}\right|}{U}\right) Q^{*}\left(\overline{\mathbf{P}}_{i}\right)
\end{align*}
$$

Equation (2.18) shows the nesting of the structural-decomposition within the partition-decomposition: it provides the structural-decomposition of each cluster and the between component. As the derivation above shows, any index that is structural-decomposable and partition-decomposable can be used to nest the two decompositions. However, $Q$ is currently the only index with such properties. On the other hand, equation (2.19) nests the partition-decomposition within the structuraldecompostion. This nesting is not so clear-cut, since there is a residual term $\left(r_{\mathbf{A}}\right)$. Even if this term may be difficult to interpret in its single elements, it collects all terms that are dependent on the unit-margin, as we expect. Therefore, this nesting may be useful to interpret what part of the environment is driving the trend in the structural-decomposition, as we shall see in the next section.

### 2.7. Application: Analyzing Occupational Segregation Over Time

As an application, this section tests the impact of the 2008 economic recession on gender segregation through an analysis of data from the Current Population Survey (CPS). Specifically, we will analyze gender segregation from 2003 to 2019 from CPS March microdata. The analysis
will use an eleven-occupations coding of jobs, which appears to be unique of the CPS data. Even if coarse, this coding has the important quality of being consistent throughout the period; Table 2.1 shows an example of the data from 2003. We operationalize the recession period as the first Obama presidency, from 2009 to 2012. These years span the period in which the crisis happened and the time it took the US economy to reach pre-crisis levels in to many indicators - for example, gross product per capita. Even with just eleven occupational categories, the analyzed data still presents zeros in the least popular occupation (armed forces). To avoid the zero problem (see Section 2.5.5) we add 1 individual to all the cells in the data.

The analysis will focus on two questions. The first question regards the impact of the financial crisis on segregation. Reskin and Roos (1990) famously argue that rising unemployement rate augments gender segregation. Following their reasoning, men - who detain most of the decisional power on the workplace - prefer to dismiss female workers rather than fellow men and will likewise hire men over women when possible. The analyses by Oppenheimer (1970) and Fields and Wolff (1991) substantiate a positive version of this argument: a growing labour market is associated with desegregation. However, the effects of economic recession on segregation have not been thoroughly checked. Here, we use the techniques presented above for a test of the theoretical predictions by Reskin and Roos (1990).

The second question regards the potentially-different impact of the financial crisis on horizontal and vertical segregation. Previous literature has distinguished between two kinds of gender segregation (Hakim, 1979; Charles and Grusky, 2004): vertical segregation is based on the supposed inferiority of women, horizontal segregation is based on the gender-labels attached to various activities. According to Charles and Grusky (2004), current Western ideologies formally oppose vertical segregation because they have established parity between genders. Yet, the same Western ideologies still support the idea that women and men should hold different kinds of jobs, resulting

Figure 2.2 Trend in occupational segregation from CPS data, in 2003-2019. The dotted vertical lines represent the beginning and end of the economic crisis. The proportional vertical segregation is the overall segregation due to the between-segregation among occupational classes.

in rampant horizontal segregation. The prevalence of horizontal over vertical segregation entails that women and men are distributed among different occupations that are equally prestigious (Levanon and Grusky, 2016; Charles, 2003). However, considering the argument by Reskin and Roos (1990), one may wonder whether vertical and horizontal segregation follow similar trajectories during economic recession.

To analyze vertical and horizontal segregation, we will use the decomposition properties of $Q$. The eleven occupations are split into two occupational classes based on prestige and pay-off. Vertical segregation is operationalized as the segregation between the two occupational classes, lower prestige occupations and highly prestigious occupations ${ }^{15}$ The division of occupations into

[^30]Figure 2.3 Structural-decomposition of overall occupation segregation from CPS data. The best linear fit shows the OLS line for the time trend in the marginal and structural component. Total segregation is simply the sum of the two component. Notice that the marginal component is negative for the whole period.

S-Decomposition of Q 2003-2019

two groups is clearly confirmed by several indicators. For example, $26 \%$ of the workers in the first occupational class hold a Bachelor or a higher educational degree. Yet, among the second occupational class, $75 \%$ have a bachelor or a higher degree. Are women under-represented in highly prestigious occupations? Horizontal segregation is operationalized as the segregation among occupations with similar pay-off. Given the small number of occupational categories considered, this analysis is to be intended as an exercise to show the usefulness of partition- and structuraldecomposition.

We start with the basic question: what is the overall segregation trend in the time considered? Figure 2.2 shows the overall trend in this time period. Overall, segregation has slightly decreased even if with occasional sparks in the data (especially in 2007 and 2014). From the plot, it appears that segregation has decreased especially during the crisis, with a major decrease in 2012. This is
in opposition to the prediction by Reskin and Ross (1990). On the other hand, vertical segregation explains little of the overall segregation as predicted by Charles and Grusky (2004), even if there is a small, but clear increase of this kind of segregation from $5 \%$ to $9 \%$ of total segregation. Most of segregation, comes from within the two occupational classes. In fact, the decrease we see is mostly due to men becoming more common in the professional and office occupational class, which are occupations where women are generally over-represented. The change in these occupational classes is minor, but the two occupations have enough marginal weight to generally carry overall segregation slightly downward. The 2007 and 2014 sparks are mostly due to the construction occupational category, where women are considerably under-represented. In this occupational category a small increase in women's representation can change the unit odds quite substantially, so that the occupation is more prone to sampling error. At the same time, it is worth mentioning that the possible instability has a limited effects overall, since the increase is just around $7 \%$ from previous year.

If segregation is decreasing, what kind of change is driving the decrease? We can use structuraldecomposition to assess whether the decrease is due to structural factors (occupation becoming more representative of the groups' odd) or to marginal factor (relatively-segregated occupations decreasing in importance). Figure 2.3 shows the structural-decomposition of $Q$ in the time period. Before addressing any trend, notice that the marginal contribution to total segregation is negative for the whole period. Intuitively, this means that the more un-representative units are generally small - for example, the armed forces occupational category over-represents men heavily, however its marginal weight is very small. As for the downward trend of overall segregation, the figure shows that it almost exclusively driven by marginal change. Whereas, the structural component is substantially flat throughout the period, the marginal component is decreasing in a roughly linear fashion - this is shown by the simple (OLS) linear trend for the structural and marginal components

Figure 2.4 Partition-decomposition of the marginal component from the structural-decomposition. The residual in the plot is $r_{\mathbf{A}}$ in equation (2.19), the "Marginal Between" in the plot is $\Delta_{\mathbf{A}_{w}}$ in equation (2.19), and the"Marginal Within" in the plot is $\sum w_{i} \Delta_{\mathbf{P}_{i}}$ in equation (2.19).

Occupational Segregation 2003-2019 P-Decomposition of Marginal Trend

of $Q$. Thus, more segregated occupational categories are becoming slightly less important over time. It is also interesting to notice that the marginal component partially compensates the more erratic behavior of the structural component. From a statistical perspective, $Q$ should be more stable than $Q^{*}$ as the odds of small units can be grossly mis-estimated in small units, but this estimation issues will have less impact on $Q$ since small units are weighted less in $Q$.

The final step is the analysis of the within and between components of the marginal term that is, nesting the partition-decomposition within the structural-decomposition. Figure 2.4 shows the partition-decomposition of the marginal component into the three terms of equation (2.19): $r_{\mathbf{A}}$ (residual), $\Delta_{\mathbf{A}_{w}}$ (marginal between component), $\sum w_{i} \Delta_{\mathbf{R}_{i}}$ (marginal within component). On a substantive level, the marginal between component corresponds to the marginal contribution to vertical segregation. Similarly, the marginal within component corresponds to the marginal
contribution to horizontal segregation. The plot is normalized so as to show the trends regardless of the absolute value. The first noticeable trend is that the marginal component of vertical segregation is rising, as opposed to the trends of the remaining component. This means that the occupational cluster that is less representative of the market is rising in importance. Paradoxically, such cluster is the higher-prestigious cluster, where the ratio of women to men is close to parity in 2019. However, the overall women proportion in the whole job market is not so close to parity and it is better represented by the less prestigious cluster of occupations, where men are constantly prevalent. This means that women are ultimately over-represented in more prestigious occupations. Since more prestigious occupations are proportionally growing over time, the final result is that vertical segregation is augmenting because more equal, higher-prestige (but un-representative) occupations are rising - which is the opposite of the original understanding of vertical segregation (Charles and Grusky, 2004). Admittedly, the surprising result can be interpreted as an artifact of the very coarse occupational coding, which does not allow us to fine-tune the definition of "prestigious" occupation; once again, this analysis is mostly an exercise in decomposition and comparison. The result is also a good reminder that a distribution that is representative of the job market is not the same as a distribution that is representative of the population - and indices are necessarily based on the former distribution. On another note, both the residual and the within marginal components show downward trends. Together, these components account for the overall decrease of segregation we see in Figure 2.2. In magnitude, the terms account for roughly the same amount of decrease. While the residual is difficult to interpret, the within marginal component is the weighted sum of the marginal components of the higher and the lower occupational cluster. Therefore, the downward trend in this component means that the two cluster becomes less segregated over time because their unit margins changes in such a way as to de-emphasize the most segregated unit. It is interesting that both negative trends appear to intensify (or even start) during the economic crisis.

Finally, it is interesting to notice that the marginal within-clusters contribution to segregation is positive (not shown in figure), as is the marginal contribution of vertical segregation (i.e. the between marginal component). On the other hand, notice that the overall marginal contribution is negative (see Figure 2.3). Thus, the marginal contribution to segregation within and between clusters is positive, whereas the overall marginal contribution is negative. At first, this result may seem contradictory, but it simply proves that the representativity of each occupation changes when considering an environment as a whole. In particular, low-prestige occupations that have a close-to-equal representation of women and men are not representative of the geometric mean of their cluster. However, they are much closer to being representative of the entire environment. Therefore, their overall marginal contribution to segregation ends up being negative, even if their withincluster marginal contribution is actually positive.

In conclusion, the analysis shows segregation has decreased during the period analyzed and specifically during the economic crisis. The decrease is due to a slight change in the marginal distribution of the unit, while the structural component has remained largely untouched. In particular, it seems that lower-level occupations that are more equal are driving the change. On the other hand, vertical segregation is relatively small, but is facing a steady increase over time, which is driven by the diffusion of the more equal prestigious occupations.

### 2.8. Conclusions

Interpreting change in segregation is a fundamental issue in the social sciences (England et al., 2020; Tomaskovic-Devey et al., 2006; Massey et al., 2009, see for example). So far, the interpretation of segregation trends has been hindered by the segregation indices at our disposal, which confounds different sources of change (Blau and Hendricks, 1979; Semyonov et al., 1984) or are based on debatable theoretical principles (Charles and Grusky, 1995; Elbers, 2021). This paper
formulated the interpretability task in a formal way - equation (2.2) - and built a family of index that guarantees interpretability, the weighted centered-norm family. The paper focused particularly on the $Q$ index because of its decomposability properties: like the Theil index, $Q$ is partitiondecomposable, as shown in equation (2.15). That is, $Q$ can distinguish the unit-clusters in the data originating more segregation (Mora and Ruiz-Castillo, 2011). Moreover, being a member of the weighted centered-norm family, $Q$ is structural-decomposable. That is, it can unambiguously distinguish the segregation contribution of the association element and the marginal element of a distribution. Thanks to this, we can interpret the segregation difference between different environments in more detailed and unambiguous ways. Moreover, we can nest the two decompositions to get insights on the phenomena driving change.

As an example, Section 2.7 analyzed the change in occupational segregation between men and women. The section concluded that overall segregation is slightly decreasing and that the downward trend is mostly due to marginal change in lower-prestige occupations. On the other hand, vertical segregation between women and men is rising, even if in a surprising way: women are getting a foot in higher prestige occupations but are less successful in equalizing lower-prestige occupations, such as construction. Naturally, the analysis should be taken with some caution due to the very coarse occupational coding used. However, the analysis showcases the usefulness of nesting the partition-decomposition within the structural-decomposition and vice versa.

In order to formulate $Q$ and its decomposability property, the paper formulated new marginfree indices and formalized their principles. Thanks to general results by Osius (2004), the paper showed that the only way to create margin-free indices is to use the association element of a distribution. Starting from the analysis of such element, the paper has formulated properties of the association element that have been so far gone unnoticed. Namely, that the centered p-norm of this element is a constant. Based on this, the paper formulated a new family of margin-free indices:
the centered-norm family. A member of this family $\left(Q^{*}\right)$ has the property of being partitiondecomposable and it is the first margin-free index to have such property. For this reasons, researcher interested in using margin-free indices may consider using it over available alternatives such as $A$ (Charles and Grusky, 1995). Finally, the paper paved out a formal solution to the zero problem haunting all margin-free indices so far, as well as margin-free $Q$.

While the paper has introduced new concepts and methods, much remains to be explored. The paper formulated but did not explore the proposed solution to the zero problem based on sigmoid functions. Moreover, $Q$ as formulated in equation (2.14) still suffers from the zero problem, even if it is not margin-free. Thus, an implementation of the proposed solution appears very relevant. In its multi-group form, $Q$ can be reformulated to include influence from the group margins. Currently, $Q$ weights all groups equally regardless of their prevalence in an environment, but this may be undesirable. At the same time, it is important to check how S- and partition-decomposability will change after the introduction of the group-margin influence. Finally, the paper comes short of characterizing the $Q$ and $Q^{*}$ indices - or more in general the centered-norm and weighted centerednorms families. Besides margin independence (or dependence), the formal properties of $Q$ and $Q^{*}$ remains to be explored. For example, $Q^{*}(Q)$ will increase if a unit odds above the geometricaverage (weighted geometric-average) of the units' odds further augments. However, much remains to be explored from this perspective.

Overall the paper advanced our current methodological and theoretical understanding of segregation and its quantification by providing a formal re-framing of a decade-long discussion and a possible solution to it. Thanks to their properties, $Q$ and $Q^{*}$ will help future research to analyze segregation and its patterns.

## CHAPTER 3

A Simple Algebra of Meaning: Word Embedding Models in the Social Sciences beyond Cosine Similarity

### 3.1. Word Embedding Models in the Social Sciences: A Double Translation

The social sciences have a long standing interest in studying meaning and its production by groups and individuals (Mohr, 1998). Following this historical trend, word embedding models are becoming increasingly-popular among social scientists as a way to extract meaning from textual corpora (Taylor and Stoltz, 2020; Ash et al., 2020). These models have attracted much attention because of their ability to capture implicit and explicit cultural associations starting from widelyavailable raw textual data (Garg et al., 2018; Arseniev-Koehler and Foster, 2020; Jones et al., 2020).

From a technical perspective, word embedding models represent each word type from the textual corpus as a point in a highly-dimensional Euclidean space, following the principle that words appearing in similar contexts should be represented by points that are close (Turney and Pantel, 2010) - the exact mathematical meaning of "context" and "close" depends on the specific word embedding model used. This is an application of the distributional hypothesis (Harris, 1954), which states that two words have similar meaning if they tend to appear in similar contexts. Interestingly, embedding models often reproduce human judgement (Joseph, 2020) and their main advantage is their ability to extract implicit cultural schemas from unstructured corpora (Arseniev-Koehler and Foster, 2020; Boutyline and Soter, 2021). Indeed, it is often easier to obtain text from a group than to survey its members - in the study of past culture, word embedding models may be the best tool we have. Therefore, word embedding models opens up the possibility of studying cultural schemas and stereotypes using cheap and readily-available data.

As a consequence, the great promise of word embedding (and semantic computational methodologies more in general) is the ability to produce a cartography of the culture of a group - i.e. maps condensing complex meaning-making processes in a simplified representation (Lee and Martin,

2015; Stoltz and Taylor, 2021). From this perspective, we can think of word embedding models and their results as signs: "The sign stands for something, its object. It stands for that object, not in all respects, but in reference to a sort of idea, which I have sometimes called the ground of the representamen [sign]." (Peirce, 1931, p. 228) Like a sign, a map completely transforms the territory it represents, but it translates and retains those features that are essential for navigation, such as relative distances (Latour, 2013). Similarly, word embedding models dismiss most information in the analyzed corpus, but they create computational maps of a culture retaining important semantic aspects of the original corpus. In turn, these maps assist the informed interpreter in formulating and defending social scientific theories (Lee and Martin, 2015).

However, the output of word embedding models is still not a cultural map. Indeed, there are two distinct phases (or translations) in any social scientific use of word embedding models:
(1) The embedding model outputs a mapping of words to points in a highly-dimensional Euclidean space. This is the mere output of a computational word embedding model. Therefore, there is the translation of a corpus into a metric (normed) space populated with points, representing words.
(2) There is the translation of the geometric space above into semantic relationships between concepts - which, in turn, forms the basis for social scientific statements such as "the women's movement in the 1960s and 1970s [...] had a systemic and drastic effect in women's portrayals in literature and culture" (Garg et al., 2018, E3638)

A vast literature in computer science explores the first translation (see for example Mikolov et al., 2013; Pennington et al., 2014; Levy and Goldberg, 2014b; Hashimoto et al., 2016; Arora et al., 2016; Devlin et al., 2019; Dieng et al., 2019). This paper focuses on the second translation, which
has received far less attention even if it is not trivial (Levy and Goldberg, 2014a; Arora et al., 2017; Peterson et al., 2020).

The first translation maps words to Euclidean points based on the distributional hypothesis (Harris, 1954), even if distinct embedding models differ in the way they operationalize this hypothesis into mathematical equations. However, the distributional hypothesis is not strictly a semantic hypothesis (Harris, 1954; Lenci, 2008). In fact, embedding models may be used to extract syntactic and morphological relations as well as semantic relations (Mikolov et al., 2013). Therefore, points representing words from a corpus are still not of great interest to the social sciences. Only after the second translation, word embedding models effectively produce cultural maps condensing socially-shared meaning (Arseniev-Koehler and Foster, 2020): it is only the latter translation that allows social scientists to study socially-shared culture and its evolution. Social sciences have already created methodologies for it (see for example Garg et al., 2018; Kozlowski et al., 2019; Stoltz and Taylor, 2019; Rodriguez et al., 2021), but a theoretical discussion about the semantic suppositions, limitations and models used in this process started only recently (Arseniev-Koehler and Foster, 2020; Stoltz and Taylor, 2021; Arseniev-Koehler, 2021; Boutyline and Soter, 2021). In turn, the lack of clear theoretical understanding impedes faster methodological advancement in the use of word embedding models in the social sciences.

As a starting point, the guiding principles of the second translation is specifically that the meaning of words is isomorphic to their positions as points in the Euclidean space (Arseniev-Koehler, 2021; Tversky, 1977; Kozlowski et al., 2019). Therefore, the second translation draws upon a semantic-geometric model - that is, a model of how positions of points maps onto semantic relationships and vice versa. It follows that we can explore meaning "by performing simple algebraic operations with the vector representation of words" (Mikolov et al., 2013, p. 5). That is, we can use simple geometrical operations on word embedding results to study meaning.

However, the exact algebraic/geometric operations performed on the word-vectors can differ. In fact, this is analogous to the fact that different word embedding models uses different mathematical implementations of the distributional semantics hypothesis, as mentioned above. Starting from the seminal paper of Mikolov and colleagues (2013), the parallelogram model of analogical reasoning has enjoyed the greatest popularity to extract semantic relationships from word embedding models (Peterson et al., 2020). This model was first proposed in the context of cognitive psychology (Rumelhart and Abrahamson, 1973) to explain analogical reasoning of the kind "Paris is to France what Berlin is to Germany". In turn, social scientists rely on a straightforward expansion of the parallelogram model: the trapezoidal model of analogical reasoning, discussed below.

As a consequence, social scientists continue to draw upon analogies to extract semantic relationships from word embedding models and they inherit the intrinsic limitations of analogical reasoning. In particular, social scientists inherit the focus on one binary category at the time and the interest in rather abstract concepts. It is not by chance that so many applications of embedding models in the social sciences have focused on gender (see in particular Garg et al., 2018; Lewis and Lupyan, 2020; Boutyline et al., 2020; Ash et al., 2020; Jones et al., 2020; Nelson, 2021): gender is a traditionally-binary concept with deep ramification in many cultural aspects (Bourdieu, 1979). From this perspective, gender is a textbook case-study for the application of analogical reasoning and its extension (see Bolukbasi et al., 2016). Even when not focused specifically on gender, most applications of word embedding models have analyzed one binary (or binarized) concepts, its association with other concepts, and the evolution over time of the associations (see for example Caliskan et al., 2017; Kozlowski et al., 2019; Arseniev-Koehler and Foster, 2020). While the current social scientific applications of word embedding models are insightful, culture is much more complex than analogies.

However, it is not necessary to limit ourselves to models of analogical reasoning. From this perspective, a growing literature shows that word embedding modeling can be used for semantic purposes well beyond the parallelogram model and its offshoots (Stoltz and Taylor, 2019; ArsenievKoehler et al., 2022; Reimers and Gurevych, 2019; Rodriguez et al., 2021). Such methodologies expand the applications of word embedding for the study of culture and account for more complex cultural processes - such as textual (as opposed to word) meaning (Stoltz and Taylor, 2019; Arseniev-Koehler et al., 2022; Reimers and Gurevych, 2019) or group-specific cultural differences (Rodriguez et al., 2021). Effectively, this line of works explores new ways to translate word embedding results into semantic relationships - and eventually social scientific statements. This paper pursues the same goal of expanding the possible translations of word embedding results into semantic insights.

### 3.1.1. Original Contribution

This paper focuses on the projection task, which assesses the mutual engagement of two concepts (for example, the concept of gender and occupational titles, Garg et al., 2018; Jones et al., 2020) or the engagement of a whole document with a concept (for example, the engagement of a Shakesperean play with the concept of life, see Taylor and Stoltz, 2020). This task has been the main focus of the social scientific uses of word embedding models so far (see for example Bolukbasi et al., 2016; Garg et al., 2018; Kozlowski et al., 2019). As a result of this increasing interest, a sizeable number of closely-related, but distinct methodologies have been proposed to carry out the projection task (Joseph and Morgan, 2020), while most proposed methodologies unnecessarily limit the application of word embedding to binary concepts such as gender or class.

The reason for these limitations is the lack of discussion about the semantic assumptions regulating the projection task - that is, the kinds of semantic relation that it can unearth and the kinds
it cannot. Drawing on work from cognitive science (Rumelhart and Abrahamson, 1973; Tversky, 1977; Peterson et al., 2020) and semiotics (Greimas and Courtés, 1982), this paper formulates a new semantic-geometric model that justifies the current standard methodologies as special cases, which can be written as Ordinary Least Square (OLS) regressions. We refer to this semanticgeometric model as the "simple algebra of meaning". From a theoretical perspective, the simple algebra of meaning justifies the projection task in the social sciences - e.g. the ubiquitous use of cosine similarity. Therefore, the paper formalizes, links and generalizes most uses of word embedding models in the social sciences so far.

In addition to formulating the simple algebra of meaning, the paper uses it to formulate new methodologies that expand the projection task beyond analogical reasoning. The paper proposes new methodologies to 1 . analyze non-binary concepts, 2 . more than one concept at the same time, 3. and entire documents. Finally, the paper shows 4. how to decompose the document-level analysis word-by-word. The new methodologies moves beyond analogical reasoning, but still draw upon the simple algebra of meaning. The paper shows that the new techniques can generate convincing results through the analysis of Lovecraftian words (that is, words related to the author H. P. Lovecraft) and a corpus 30,228 scientific abstracts about climate change (Nanni and Fallin, 2021).

### 3.1.2. Terminology and Notation

A quick note on the terminology and notation we will use through the paper. We refer to the results of a word embedding model with the general term "embeddings". When we refer to the representation of a word as a vector, we use the hyphened term "word-vector". The expression "embedding space" refers to the Euclidean space containing the estimated word-vectors and, possibly, vector representations of documents (named "document-vectors").

As for the notation, we will use specific notation to distinguish words from their respective word-vectors: words will be written in italics (e.g. France) whereas their vector representations will have an arrow on top of them (e.g. France). The same notation will distinguish the concepts associated with a semantic dimension (e.g. gender) from their vector representations (e.g. gender). More in general, all vectors will always be signaled by an arrow (e.g. $\vec{w}$ ) both in the text and in the equations. Finally, bold capital letters represent matrices (e.g. W).

### 3.2. The Projection Task

Word embedding models have a long history (Landauer and Dumais, 1997; Turney and Pantel, 2010). Yet, their popularity surged in the last decade after Mikolov et al. (2013) showcased the ability of the CBOW and skipgram word embedding models to capture semantic relationships with a precision never before achieved (see also Baroni et al., 2014). In particular, Mikolov and colleagues showed that the skipgram and CBOW models achieved impressive results in the semantic analogy task. In this task, the model is asked to complete an analogy like "Paris is to France what Berlin is to ... [Germany]". Even if the analogy task may appear distant from social scientific concerns, computer scientists soon realized that analogies of this kind could encode implicit cultural schemas about social groups and their activities. For example, the very same model trained by Mikolov and colleagues provides the analogy "man is to woman what computer programmer is to homemaker" (Bolukbasi et al., 2016). The point is that word embedding models are trained on large textual corpora where this kind of cultural associations are implicit - and sometimes explicit. Therefore, embedding models pick up the stereotypes of the culture producing the documents, as expected (Caliskan et al., 2017; Kozlowski et al., 2019).

The implicit cultural schemas encoded in embeddings are a problem to be solved when embeddings are used in downstream applications (Bolukbasi et al., 2016; Swinger et al., 2019; Ethayarajh
et al., 2019), such as recommendation systems. On the other hand, the schemas in the embeddings are a valuable source of information for social scientists studying culture and its evolution. The versatility of the model is demonstrated by the variety of its applications in the social sciences. Indeed, social scientists have used word embedding models to study a variety of different issues: the association of obesity to gender, socio-economic status, morality and health (Arseniev-Koehler and Foster, 2020), the evolution of the concept of social class (Kozlowski et al., 2019), the evolution and geographical variation of the association of gender and race with work or education (Garg et al., 2018; Caliskan et al., 2017; Jones et al., 2020; Boutyline et al., 2020; Lewis and Lupyan, 2020), the association of the concept of immigration with crime, family, education and jobs in news outlets (Stoltz and Taylor, 2021), the association of flowers, insects, weapons, musical instruments and race with pleasantness (Caliskan et al., 2017). In fact, research has shown that word embedding models are often capable of reproducing survey results about beliefs and affective dimensions (Kozlowski et al., 2019; Joseph and Morgan, 2020; van Loon and Freese, 2022; Lewis and Lupyan, 2020) - even if debate exists about which semantic domains and questions are better suited to be studied with word embeddings (see for example Peterson et al., 2020; ArsenievKoehler, 2021). For reasons clarified below, we will refer to the the task of extracting associations from embeddings as "the projection task". For example, which job title is mostly associated with femininity/masculinity (Garg et al., 2018; Jones et al., 2020; Lewis and Lupyan, 2020)?

To reiterate, most social scientific research using word embedding models relies on the projection task, which is therefore the methodological fulcrum of the social scientific interest in these models. Unfortunately, this task is not banal at all. Word embedding results are merely a mapping of words onto numerical vectors based on textual co-occurrences: they lack a natural interpretation to extract semantic information in order to perform social scientific inference. At their core, embeddings are simply a mathematical reduction of the enormous amount of information contained in
a textual corpus. As Lee and Martin (2015) argue, information reduction is a fundamental step to create defensible inferences, but it must be coupled with an explicit and though-out interpretation of the reduced information. Thus, the projection task relies on a double process of translation: from a corpus to embeddings, from embeddings to semantic association.

Usually, the second translation relies on linear algebra operations on the embeddings - such as calculating the cosine between two words. However, the specific operations used to analyze meaning from embeddings outline different semantic-geometric models. We define a "semanticgeometric" model as a model that regulates the way meaning is translated into geometric constructions and vice versa. As the name suggests, a semantic-geometric models contains assumptions about semantics and geometry. We will discuss semantic assumptions below. As for geometric assumptions, we assume an Euclidean geometry for embedding spaces (but see Nickel and Kiela, 2017). The procedures that social scientists use for the projection task commit social scientists to a specific semantic-geometric model. Therefore, we start the discussion with a thorough analysis about the current way the projection task is usually accomplished.

### 3.2.1. A de facto Standard

To understand the assumptions behind the current way the projection task is performed, we examine the exemplary methodology by Kozlowski et al. (2019), which has been a model for subsequent works (Boutyline et al., 2020; Ash et al., 2020; Taylor and Stoltz, 2021) and is clearly explained. While this is not a sanctioned standard in the social sciences, many works that do not use Kozlowski et al. (2019) as a model can be shown to reduce to the same methodology or something very close (see for example Garg et al., 2018; Jones et al., 2020). Moreover, small variations of this methodology do not actually influence the final results in substantial ways (Jones et al., 2020;

Kozlowski et al., 2019; Garg et al., 2018). Therefore, we consider this methodology a de facto standard for the projection task.

Kozlowski and co-author are interested in the evolution of the concept of social class through the $20^{\text {th }}$ century in the US culture. They elaborate the methodology described below to answer questions such as: which is the most prestigious (unprestigious) job? Which is the most upper (lower) class sport? As a first step, they distinguish 7 different conceptualization of social class for example, social class as a difference in affluence. For each conceptualization, the authors create a list of paired seed words that differ only with respect to the concept of interest - for example, the pair rich and poor. After estimating their embedding models on textual data from Google Books, they use the word pairs to calculate the vector representing the concept of interest in the embedding space - continuing with the previous example, this would be the vectors representing affluence in the embedding spaces. We will call such vector a "semantic dimension" of the embedding space. More specifically, they calculate a semantic dimension as a mean of the differences between paired seed words. If we indicate with $\mathscr{P}$ the set of word pairs, with $\left(w_{1, i}, w_{2, i}\right)$ the $i^{\text {th }}$ word pair, we can write:

$$
\begin{equation*}
\vec{D}=\sum_{\left(w_{1, i}, w_{2, i}\right) \in \mathscr{P}} \frac{\vec{w}_{1, i}-\vec{w}_{2, i}}{n} \tag{3.1}
\end{equation*}
$$

where $\vec{D}$ is the semantic dimension of interest (for example, morality) and $n$ is the total number of word-pairs in $\mathscr{P}$. The result of this calculation is a direction in the embedding space where the two extrema are semantically associated with opposite concepts, such as affluence and poverty in the running example. We will refer to the two extrema of the semantic dimension as its "poles".

Afterwards, the authors calculate the cosine similarity between the semantic dimensions just calculated and selected words. This way, they assess which concepts are more (or less) engaged
with the semantic dimensions. For example, they find that camping is the sport ${ }^{1}$ most associated with poverty and golf is the sport most associated with affluence (Kozlowski et al., 2019, p. 912913). In symbols, the engagement between a word $(\vec{w})$ and a semantic dimension $(\vec{D})$ is calculated as:

$$
\begin{equation*}
\beta(\vec{w}, \vec{D})=\cos (\vec{w}, \vec{D})=\frac{\vec{w}}{\|\vec{w}\|} \cdot \vec{D} \tag{3.2}
\end{equation*}
$$

where $\beta(\vec{w}, \vec{D})$ indicates the looked-for engagement, $\|\vec{w}\|$ is the Euclidean norm of the word-vector $\vec{w}, \frac{\vec{w}}{\|\vec{w}\|} \cdot \vec{D}$ is the standard dot product between the two vectors, and it is assumed that $\|\vec{D}\|=1$ to simplify the notation - as we shall see, the norm of $\vec{D}$ can be arbitrarily changed without changing the substantial conclusions from a projection task. A key property of equation (3.2) is that the use of cosine similarity bounds $\beta(\vec{w}, \vec{D})$ between -1 and 1 , which makes it easy to compare different associations.

Two observations are in order. First, this methodology is independent of the word embedding model used. The authors used a skipgram model, but they may have used the same methodology with other embedding models, such as GloVe (Pennington et al., 2014) or matrix factorization (Levy and Goldberg, 2014b). This shows that the projection task is truly a separate process from the creation of the embeddings. Second, Kozlowski et al. (2019) divide the projection task into two different sub-tasks. In the first sub-task, they use a list of seed words and a simple mean to calculate a semantic dimension - equation (3.1). In the second sub-task, they use cosine similarity to calculate the engagement of a word with the calculated semantic dimension - equation (3.2). The literature has used both sub-tasks frequently. In general, taking the mean of the differences between paired seed words is the most common way to estimate a semantic dimension (Garg et al.,

[^31]2018; Arseniev-Koehler and Foster, 2020; Jones et al., 2020; Taylor and Stoltz, 2021; Boutyline et al., 2020). ${ }^{2}$ As for the second sub-task, cosine similarity is substantially ubiquitous in social sciences' uses of embeddings (Bolukbasi et al., 2016; Stoltz and Taylor, 2019; Arseniev-Koehler and Foster, 2020; Joseph and Morgan, 2020; Ash et al., 2020; Boutyline et al., 2020; Jones et al., 2020).

### 3.2.2. The semantic-geometric Model of the Projection Task

The strategy laid out by Kozlowsky and colleagues is a de facto standard for the use of embeddings in the social sciences. However, its popularity and achievements should not naturalize it. It implicitly relies on a semantic-geometric model - a model of how words' meaning is translated into the positions of word-vectors in the embedding space and vice versa. From this perspective, the projection task relies on two key assumptions, conveniently fleshed out in equations (3.1) and (3.2): semantic dimensions such as gender or affluence are represented as directions in the embedding space - equation (3.1); semantics is isomorphic to the relative positions of word-vectors in the embedding space - equation (3.2).

The first assumption comes from formal models of analogical reasoning through the seminal paper by Mikolov, Chen and colleagues (2013). These authors supposedly use the parallelogram model of analogical reasoning to solve the analogy task within embedding space. This model was first proposed by in the context of cognitive psychology to explain analogical reasoning of the kind "Paris is to France what Berlin is to Germany" (Rumelhart and Abrahamson, 1973; Peterson

[^32]Figure 3.1 A two-dimensional visualization of the analogy "Paris is to France what Berlin is to Germany" according to the parallelogram model (Rumelhart and Abrahamson, 1973).

et al., 2020). It can be summed up in the simple equation: France - Paris $\approx$ Germany - Berrlin (see Figure 3.1). Yet, Mikolov and co-authors do not actually use a parallelogram model to solve their analogies, as Levy and Goldberg (2014a) clarify. Rather, they use what we may name as a "trapezoidal" model of analogical reasoning. The difference with respect to the parallelogram model is that the parallelogram model assumes that semantic dimensions are represented by fixedlength line-segments in the embedding space. On the contrary, the trapezoidal model makes no reference to the length of the line-segments, only to a direction. In the analogy example above, the vectors France - Paris and Germany - Berlin would identify the direction representing the

Figure 3.2 A two dimensional visualization of the analogy "Paris is to France what Berlin is to Germany" according to the trapezoidal model (Mikolov et al., 2013; Levy and Goldberg, 2014a)

relationship country-capital. Therefore, Germany and Berlin will be the same distance as France and Paris in the parallelogram model (see Figure 3.1). However, in the trapezoidal model, the segment between Paris and France may be considerably shorter than the segment between Berlin and Germany, despite the two segments being parallel (see Figure 3.2). The trapezoidal model can be summed up as France-Paris $\approx \beta($ Germany - Berlin $)$, with the addition of a coefficient $\beta$ regulating the length of the segment.

Notice that the trapezoidal and parallelogram models only imply that those words entering the same analogical relations would be joint by parallel line-segments ${ }^{3}$. For example, the vectors

[^33]France - Paris, Germany-Berlin, It $\vec{a} l y-R \overrightarrow{o m e}$, China - Bei $\overrightarrow{j i n g}$, etc. will all be parallel because they join two word-vectors entering the country-capital analogy. Therefore, semantic relations are represented as directions in space. Yet, beware of the orientation of the inference in analogical models: if two words enter in an analogy together, then we know their positions relative to one another. Crucially, the projection task reverses the inference direction: not only is it possible to infer embeddings' positions from the words' meaning, but it is also possible to infer words' meaning from their embeddings' positions. This is the second assumption of the projection task and it makes it possible to translate embeddings into semantics. More specifically, the use of cosine similarity (Equation 3.2) dictates the exact way in which semantic relations are encoded into embeddings' positions and vice versa. Effectively, the use of cosine similarity transforms analogical models into a full-fledged semantic-geometric model, where the meaning of words can be reconstructed from the decomposition of their word-vectors into basic semantic dimensions.

We can clarify this point with an example. Consider the question which sport is mostly associated with affluence among camping and golf - a question that Kozlowski et al. (2019) consider. Assume we have already calculated the direction representing affluence per equation (3.1); we indicate this direction with $\vec{A}$. Equation (3.3) answers the question by ranking the sports based on their cosine with the $\vec{A}$. From a geometric perspective, the cosine measures the (normalized) length of the projection of camping and galff onto the semantic dimension affluence - from here, the name "projection task". We can write this geometric intuition into two simple equations:

$$
\begin{aligned}
& \text { camping }=\beta(\text { camping }, \vec{A}) \cdot \vec{A}+\alpha_{C} \cdot \vec{\varepsilon} \\
& \text { gol } f=\beta(\overrightarrow{\text { ol } f}, \vec{A}) \cdot \vec{A}+\alpha_{G} \cdot \vec{\varepsilon}
\end{aligned}
$$

The vector $\vec{\varepsilon}$ represents the mixture of all semantic dimensions that are not $\vec{A}$, which we ignore at the moment. The cosines between the words and the dimension $\vec{A}$ are precisely (normalized) estimates of the coefficients $\beta($ camping,$\vec{A})$ and $\beta(G \overrightarrow{\text { l }} f, \vec{A})$, as shown below. Therefore, the ranking between golf and camping depends on which coefficient $\beta$ is the highest.

More in general, the projection task decomposes word-vectors into a weighted sum of a semantic dimension plus everything else. The projection task assumes that the magnitude and direction of the decomposition of each word-vectors represents the engagement of that word with the semantic dimension. In the example, a higher value of $\beta(g \overrightarrow{o l} f, \vec{A})$ with respect to $\beta(c a \overrightarrow{m p i n g}, \vec{A})$ can justify the statement "golf is more associated with affluence than camping"4 ${ }^{4}$ The semantic interpretation of the $\beta$ coefficients (equivalent to the cosines) justifies the final result of the projection task.

The geometric-semantic model of the projection task supersedes analogical models ${ }^{5}$, but the legacy of analogies is still present. The pair words used to estimate semantic dimensions - equation (3.1) - are those that may enter an analogy. For example, we can form the following analogy using seed words for the affluence dimension: "rich is to poor what opulent is to indigent." (Kozlowski et al., 2019, p. 935) Yet, analogical reasoning unnecessarily constricts the projection task. Since analogies are structured around pairs of words, they necessarily focus on binary concepts - that is, concepts with two poles. However, binarism limits the kind of meaning structure we can explore and it forces us to only analyze those kinds of concepts that have opposites. Second, analogies necessarily focus on one concept at the time - affluence in the previous example - whereas social scientists often focus on more than one concept and on their intersection (Nelson, 2021). Finally, analogies traditionally involves words, but social scientists may want to explore the meaning of

[^34]whole documents (Taylor and Stoltz, 2020). However, these limitations of analogical reasoning are not intrinsic to embedding models. Embedding models and their results can be used for more general analyses than the traditional projection task.

### 3.3. The Simple Algebra of Meaning

The remaining of the paper generalizes the semantic-geometric assumptions of the projection task, moving beyond analogical reasoning. As a theoretical justification of this generalization we formulate a new semantic-geometric model which we name the "simple algebra of meaning". This model subsumes the model used so far in the projection task and, therefore, the trapezoidal model of analogies as well. Importantly, we are not claiming that this model universally regulates the geometry and meaning of word-vectors. At a minimum, co-appearences of words correlates with their syntactic, morphological and semantic similarities. Therefore, the positions of word-vectors cannot depend exclusively on their meaning: the embeddings of words must depend on a mixture of different linguistic features even in the unfeasible ideal case where embeddings perfectly encode word co-appearences (Levy and Goldberg, 2014b; Pennington et al., 2014). However, in those cases where the projection task actually captures meaning, the simple algebra of meaning (or similar models) must be effective in capturing the relation between meaning and geometry of word-vectors. Therefore, this model is a helpful tool to devise new methodologies, as shown below. Consequently, even if the simple algebra of meaning is certainly wrong, it is at least useful - and this is what we can ask to a model.

Like the projection task, the simple algebra of meaning assumes that the overall meaning of an embedded object (e.g. a word) is represented in the embedding space as a weighted sums of linear semantic dimensions. That is, a semantic dimension is a dimension (direction) of the Euclidean embedding space with a clear semantic meaning attached, such as the affluence dimension used
in the example above. We can formalize this intuition into an equation:

$$
\begin{equation*}
\vec{w}_{i}=\sum_{j=1}^{N} \beta\left(\vec{w}_{i}, \vec{D}_{j}\right) \cdot \vec{D}_{j}+\vec{\varepsilon} \tag{3.3}
\end{equation*}
$$

where $\vec{w}_{i}$ is the embedding of the object $w_{i}, \vec{D}_{j}$ is the $j^{t h}$ semantic dimension in the embedding space and the semantic dimensions $\vec{D}_{1}, \cdots, \vec{D}_{N}$ are linearly independent (but not necessarily orthogonal) semantic dimensions. Finally, $\vec{\varepsilon}$ is interpreted as a random error term, orthogonal to all semantic dimensions $\vec{D}_{1}, \cdots, \vec{D}_{N}$ - we discuss the random component of the model in a bit.

From a mathematical perspective, equation (3.3) is not an assumption: we can write any vector in an Euclidean space as a weighted sum of linearly independent bases. Similarly, the simple algebra of meaning is not a wholly new conception from a semantic perspective neither. The decomposition of words' semantics into semantic features is the linchpin of structural semantics (Hjelmslev, 1961; Greimas, 1983; Lyons, 1995). The new assumption is of a semantic-geometric nature: every human-readable semantic feature corresponds to a direction (base) in the semantic space and the meaning of embedded objects can be decomposed as a weighted sum of such semantic bases. The key point of Equation (3.3) is truly about the translation of embeddings into meaning and vice versa. It also worth noticing that equation (3.3) does not assume that there are primitive semantic dimensions exhausting the semantic need of the entire embedding space. That is, no specific set of semantic dimensions $\left(\vec{D}_{1}, \vec{D}_{2} \ldots \vec{D}_{n}\right)$ is intrinsically more relevant than the others. Mathematically, there are infinitely many alternative sets of bases that can satisfy equation (3.3) and none of these sets is more noteworthy than the others. Therefore, the same exact embeddings can be analyzed from different, equally-valid perspectives.

Equation (3.3) provides theoretical ground to justify the current way that the task projection is carried out in the social sciences. Specifically, we can frame the projection task as an estimation problem - where the estimand is the meaning of the embedded object.

Let us consider the two sub-parts of the projection task orderly - equations (3.1) and (3.2). The goal of equation (3.1) is to pinpoint semantic dimensions as precisely as possible given the embeddings. Now, consider how two coupled seed words would differ under equation (3.3), say the words rich and poor. Whatever their full meaning, we can assume with Kozlowski and colleagues (2019) that these two words only differ along the semantic dimension of affluence. Therefore, their word-vectors will be in the following relationship:

$$
\text { rich }=p \overrightarrow{o o r}+\beta_{A} \vec{A}+\vec{\varepsilon}
$$

where $\vec{A}$ represents the unknown affluence dimension, $\beta_{A}=\beta(r i \overrightarrow{c h}, \vec{A})-\beta(p \overrightarrow{o o r}, \vec{A})$ is a simple scalar and $\vec{\varepsilon}$ is a random error from equation (3.3), which accounts for imprecision in the algorithm creating the embeddings. Therefore, rich $-p \overrightarrow{o o r}$ is an (un-normalized) estimation of the semantic dimension $\vec{A}$. Moreover, if we can conjure two or more word-couples that we believe to differ only along the dimension of interest, we may want to combine the information derived from all word-couples to obtain a better estimate. For example, we may believe that the word-couple opulent and indigent only differ along the affluence dimension, exactly as the word-couple rich and poor. To combine the word-couples, we can assume that the random error in equation (3.3) has an expectation of 0 :

$$
\begin{equation*}
E[\vec{\varepsilon}]=0 \tag{3.4}
\end{equation*}
$$

Under this assumption, the mean of the word-pairs differences - equation (3.1) - is an unbiased, non-normalized estimator of the semantic dimension of interest $\vec{A}$, justifying its use in empirical research.

Consider now the second part of the projection task, where cosine similarity quantifies the engagement of a concept/word with a semantic dimension $\vec{D}_{i}$, as in equation (3.2). According to equation (3.3), the word-vector meaning can be decomposed in a weighted sum of different semantic dimensions encompassing the semantic dimension of interest, $\vec{D}_{i}$. The key observation is that the cosine between a word $\vec{w}$ and the dimension $\vec{D}_{i}$ is an estimate of the weight $\beta\left(\vec{w}, \vec{D}_{i}\right)$ associated with $\vec{D}_{i}$ in equation (3.3). Specifically, the cosine is proportional to the Ordinary Least Square (OLS) estimate of this weight, implying that the projection task is intrinsically linked to the estimation of linear models. This means that the projection task quantifies how much a given semantic dimension is relevant for the meaning of a word by estimating its decomposition from equation (3.3) with just one dimension $\vec{D}_{i}$ of interest.

To see this, consider again the word camping and its engagement with the concept of affluence. We indicate the affluence semantic dimension with $\vec{A}$. We assume we have already estimated a set of semantic bases containing the dimension $\vec{A}$ and that all bases have norm equal to 1 . Now, consider the decomposition of the word-vector camping:

$$
\text { camping }=\sum_{\vec{D}_{i} \in \mathscr{B}} \beta\left(\text { camping }, \vec{D}_{i}\right) \cdot \vec{D}_{i}+\beta(\text { camping }, \vec{A}) \cdot \vec{A}+\vec{\varepsilon}
$$

where the set $\mathscr{B}$ contains all the semantic bases except for $\vec{A}$. If we make the key assumption that the semantic dimension of affluence is orthogonal to all other dimensions:

$$
\begin{equation*}
\vec{A} \perp \vec{D}_{i}, \forall \vec{D}_{i} \in \mathscr{B} \tag{3.5}
\end{equation*}
$$

then the OLS estimate of $\beta_{A}$ will be:

$$
\begin{equation*}
\hat{\beta}(\text { camping }, \vec{A})=\| \text { camping } \| \cdot \cos (\text { camping }, \vec{A}) \tag{3.6}
\end{equation*}
$$

Therefore $\cos ($ camping,$\vec{G})$ can be interpreted as a normalization between -1 and 1 of the OLS estimate. Even more clearly, if the word-vectors are normalized to have norm 1 (as is often the case, Garg et al., 2018; Kozlowski et al., 2019; Jones et al., 2020), then the cosine precisely coincides the OLS estimation of the coefficient. Importantly, even if the cosine is substantially an OLS estimate, the usual statistical framework of linear regression model does not apply here. For example, the use of OLS standard errors to calculate a confidence interval for $\beta(\vec{w}, \vec{A})$ would be baseless alternative procedures, such as bootstrap and subsampling, are appropriate (Antoniak and Mimno, 2018; Kozlowski et al., 2019).

Incidentally, equation (3.6) shows why we can assume that the norm of semantic dimension is 1 . Changing the norm of $\vec{A}$ would proportionally change the estimated coefficient $\hat{\beta}(\vec{w}, \vec{A})$ for all word-vector in the embedding space. As long as we are interested in knowing which concept is more (less) engaged with a certain pole of the dimension (see for example Garg et al., 2018; Caliskan et al., 2017; Kozlowski et al., 2019; Jones et al., 2020), changing the norm of $\vec{A}$ would not change any substantial conclusion.

### 3.4. Expanding the Projection Task

The previous section frames the projection task as an estimation of equation (3.3). In fact, we can change our estimation strategies to be less restrictive: we can consider new ways of conceptualizing opposition and we can consider multiple semantic dimensions at the same time. These goals can be achieved by changing how we estimate semantic dimensions - equation (3.7) - and how we
estimate semantic coefficients - equation (3.6). Furthermore, if we accept the compositional semantic hypothesis (following Arora et al., 2017; Stoltz and Taylor, 2019), we will be able to apply the projection task to entire documents (as opposed to single words) and decompose the projection of a document word by word. The following paragraphs show how to achieve such expansions of the projection task and apply the new techniques to the estimation of a non-binary semantic dimensions (the Lovecraftian dimensions) and to the analysis of a corpus of 30,228 scientific abstracts (Nanni and Fallin, 2021).

### 3.4.1. Different Kinds of Oppositions

Semantic dimensions assign opposite concepts to opposite directions in the embedding space. For example, when Kozlowski et al. (2019) estimate the gender dimension through antonyms such as he and she, they assign one end of the gender dimension to the masculine pole and the other end to the feminine pole. Under this construction, the statement "engineer is more associated with the masculine pole than nurse" is equivalent to "engineer is less associated with the feminine pole than nurse", which implies a strictly-binary gender system. This kind of logical binarism is intrinsic to the estimation of semantic dimensions as the (mean) difference of two opposite poles - equation (3.1). More deeply, binary logic is intrinsic in the geometric shape of semantic dimensions, which are nothing but lines - and lines are defined as a connection of two opposites.

Now, it is difficult to abandon lines altogether because they are extremely convenient from a geometric perspective to decompose spaces: this is the essential intuition of linear algebra, linear models, and equation (3.3). However, it is still possible to escape this strict binarism by using lines along with a different concept of opposition. Specifically, we can use semiotic theory, which suggests that there are two different ways in which terms can be in opposition. On the one hand, there is the contrary relation, where two terms are perceived as opposite alternatives. This is
the masculine-feminine relationship. On the other hand, there is the relation of contradiction, where a term directly negate another. In this case, the two opposites would be masculine and antimasculine. Importantly, the equivalence of anti-masculine with feminine does not hold in general (see for example Trumbach, 1998).

Jointly, the two different relations of opposition form the semiotic square (Greimas and Courtés, 1982) and map onto different estimation strategies for semantic dimensions. The estimation of a semantic dimension through equation (3.1) corresponds to the contrary relation, where a semantic dimension connects two polarities with their own positive meaning. However, we may not want or not know how to specify a well-defined opposite for a concept of interest. Banally, what is the opposite of red? In those cases where we only have one positive polarity, we can still estimate a semantic dimension, but we are exploring a relation of contradiction.

As an example, consider the horror writer H. P. Lovecraft. In his most famous short stories, Lovecraft creates a typical ominous atmosphere populated with ill-intentioned ancient demigods such as Cthulhu. The narrative legacy of this author still permeates current popular culture (Campbell and Miéville, 2016) and one can wonder if word embedding models are able to capture the Lovecraftian aura of words. We have a clear idea about the positive side of the Lovecraftian semantic dimension, but there is no clear opposite. In this case, we can characterize the two polarities of the semantic dimension through contradiction as Lovecraftian and anti-Lovecraftian.

In practice, how can we estimate the Lovecraftian semantic dimension? We can start from few seed words whose Lovecraftian aura is clear, such as Cthulhu, and take their mean to estimate the Lovecraftian semantic dimension:

$$
\begin{equation*}
\vec{L}=\frac{\sum_{\vec{w}_{i} \in \mathscr{S}} \vec{w}_{i}}{n} \tag{3.7}
\end{equation*}
$$

| Most Lovecraftian | Coefficient | Least Lovecraftian | Coefficient |
| :--- | :---: | :--- | :---: |
| Cthulu | 0.676 | boosted | -0.135 |
| HP Lovecraft | 0.675 | reiterated | -0.128 |
| Lovecraft | 0.663 | withdrew | -0.119 |
| Cthulhu Mythos | 0.662 | cited | -0.113 |
| Drizzt | 0.657 | highest | -0.11 |
| Xenogears | 0.652 | helped | -0.108 |
| Planescape Torment | 0.645 | consistent | -0.108 |
| Soul Reaver | 0.634 | citing | -0.107 |
| Shadow Over Innsmouth | 0.632 | consistently | -0.107 |
| Saint Seiya | 0.631 | helping | -0.106 |

Table 3.1. The most and least Lovecraftian words in the Google News 300dimensional embedding model and their coefficients.
where $\mathscr{S}$ represents the set of seed words considered - see Appendix G for the complete list of seed words for this example.

Doing this, we are making the new assumption that non-Lovecraftian semantic dimensions are uniformly scattered around the Lovecraftian dimension in the seed words. For example, consider the decomposition of the word-vector Cthulhu:

$$
\begin{align*}
& \text { Cthulhu }=\beta(\text { Cth } \overrightarrow{h u l u, \vec{L})} \cdot \vec{L}+\vec{\xi}+\vec{\varepsilon}  \tag{3.8}\\
& E[\vec{\xi}]=0 ; E[\vec{\varepsilon}]=0
\end{align*}
$$

where $\vec{L}$ represents the Lovecraftian dimension and $\vec{\xi}$ represents the semantic contribution of all other dimensions. Assuming that $E[\vec{\xi}]=0$ among the seed words $\mathscr{S}$, the mean of the seed words will be an unbiased estimate of $\vec{L}$. Even if this assumption may be difficult to meet (and check), it is practically sufficient that the Lovecraftian dimension is preponderant over all other dimensions in the seed words - that is, that the Lovecraftian aura is very clear in the seed words. In symbols, $\|\beta(C t \vec{h} u l u, \vec{L}) \cdot \vec{L}\| \approx\|C t \vec{h} u l u\|$. When this is the case, small deviations from the assumptions in equation (3.8) will still result in a reasonable estimate.

To validate the strategy of equation (3.7), we estimate the Lovecraftian dimension on the Google News 300-dimensional embedding model (Mikolov et al., 2013), which is a publiclyavailable skipgram model estimated on a bilion words from the news. We estimate the Lovecraftian dimension as the mean embedding of seven Lovecraftian seed words (see Appendix G). After estimating the Lovecraftian dimension, we can check if the words mostly engaged with the estimated dimension appear to be attuned to the Lovecraftian aura we are looking for. We are using cosine similarity for this check, following equation (3.2). Table 3.1 reports the ten words with highest projection on the Lovecraftian dimension, excluding seed words. These words are either directly related to Lovecraft and his narrative world or refer to modern-day cultural products (video-games or manga) with an ominous atmosphere.

After this encouraging result, one may wonder which words are least associated with the Lovecraftian dimension. Table 3.1 reports the 10 words least associated with the Lovecraftian semantic dimension, alongside their coefficients. ${ }^{6}$ On an intuitive level, these words are neither especially opposed nor attuned to a Lovecraftian atmosphere. In fact, the table shows that the magnitude of the coefficients of the words are not particularly high compared to the magnitude of the coefficients for the positively associated words. We conclude that some words are clearly associated with the positive pole of the Lovecraftian dimensions (having a coefficient higher than 0.6 ), but no word is clearly associated with its negative pole, since the most negative coefficient is a modest -0.135 .

This is not completely unexpected. On the one hand, if there had been a clear opposite of the Lovecraftian dimension, our intuition would probably have guided us there. From this perspective, the results reflect our intuition. On the other hand, Word2Vec and the other word embedding models are trained exclusively to find positive association. Thus, they are unable to find antonyms

[^35]even when they clearly exist - for example, cold and hot. Rather, antonyms are likely to have positive cosine similarity since antonyms often appear in the same contexts. This is another reason why indicating both poles of a semantic dimension is necessary when the dimension is clearly binary.

Overall, these tests suggest that it is possible to estimate a semantic dimension using only a positive pole, based on the contradiction relation of opposition. This option is relevant when the semantic dimension of interest does not have a clear opposite - arguably, this is the case for most semantic dimensions. However, the projection task will produce different results with respect to the case where a semantic dimension has two contrary poles. Using only a positive pole to estimate a semantic dimension - as in Equation (3.7) - will result in meaningful positive association, but the negative pole of the dimension is unlikely to be particularly poignant. That is, the projection task appears to simply distinguish words that are relevant for a dimension from those that are not. On the other hand, using the relation of contrary as in Equation (3.1), the projection task can distinguish the association of words with either of the contrary poles.

### 3.4.2. Beyond Words: Representing Text Embedding

Social scientists often analyze collections of documents and are interested in extracting meaning from them (Mohr and Bogdanov, 2013) - as opposed to simple word meaning. In their original formulation, word embedding models focus on the meaning of single words, as the name suggests. However, the same models can also be used to analyze whole documents. In this paragraph, we generalize the algebra of meaning to documents - or, more in general, textual passages. To do this, the key assumption is the compositional semantic hypothesis. On a semantic level, this hypothesis suggests that the meaning of a text is a function of the meaning of the words composing it (Frege, 1948; Baroni et al., 2014). Translating compositionality in the embedding geometry, the

Figure 3.3 A two-dimensional example of the document generative model by (Arora et al., 2017). The vector $\vec{D}$ represents the document. The selection of the next word in the document depends on the cosines (i.e. angles) between the document-vector and the word-vectors. In this toy example, only the word-vectors policy, has, Paris, the and their angles with $\vec{D}(\alpha, \beta, \gamma$ and $\delta)$ are considered.

hypothesis suggests that we can represent a document (and consequently its meaning) as a function of the word-vectors in the document. The final result of this function of word-vectors will be a document-vector inhabiting the same embedding space where word-vectors live. Therefore, the simple algebra of meaning applies to the document-vectors as well: we can measure the engagement of a document with a semantic dimension exactly as we do for words (see for example Taylor and Stoltz, 2021; Stoltz and Taylor, 2021).

Some techniques already exist to calculate the embeddings of documents starting from their words. In particular, Arora et al. (2017) propose an interesting generative model of document composition. Each document is represented as a document-vector in the embedding space. Once the document-vector is placed in the space, it selects words sequentially and independently. The probability of a word to be selected is proportional to the norm of its corresponding word-vector and the cosine similarity of the word-vector with the document-vector (Figure 3.3) - see Arora et al. (2017) and Arseniev-Koehler et al. (2022) for more details on the model. To be more precise, Arora and colleagues also account for the fact that stop words are much more likely to be selected in comparison to all other words. They net-out the influence of such words from the documentvector representation by subtracting from document-vectors' matrix its first principal component. All in all, the document-vectors can be estimated as:

$$
\begin{align*}
& \vec{T}_{i}=\sum_{j=1}^{L_{i}} \frac{c_{j}}{L_{i}} \cdot \vec{w}_{j}=\mathbf{W}_{i} \cdot \frac{\vec{c}}{L_{i}}  \tag{3.9}\\
& \mathbf{T}_{d}=\mathbf{T}-\mathbf{T} \cdot\left(\vec{u} \cdot \vec{u}^{T}\right) \tag{3.10}
\end{align*}
$$

where $\vec{T}_{i}$, is the representation of the $i^{t h}$ document, $L_{i}$ is the number of words in the $i^{t h}$ document, $\vec{w}_{j}$ is the $j^{t h}$ word-vector in the $i^{t h}$ document, $\mathbf{W}_{i}$ is a matrix having all such word-vectors as its columns, $c_{j}$ is a weight associated with $\vec{w}_{j}, \vec{c}$ is a vector containing such weights, $\mathbf{T}$ is the matrix containing $\vec{T}_{i}$ as its $i^{t h}$ row and $\vec{u}$ is the first principal component of $\mathbf{T}$. Notice that the final estimate for the documents' vectors are the rows of the $\mathbf{T}_{d}$ matrix, not $\mathbf{T}$.

The most important important part of the previous calculation is the weight vector $\vec{c}$, which represents "what is being talked about" (Arora et al., 2017, p. 3) as a vector in the embedding space. This vector contains the weight associated with each word in the document. Substantially, it represents how much each word is important for the overall meaning of the document. Based on
their generative model, Arora and colleagues derive as the Maximum a Posteriori (MAP) estimate for this vector. For any word $\vec{w}_{j}$, its weight for the document is:

$$
\begin{equation*}
c_{j}=\frac{a}{a+p\left(\vec{w}_{j}\right)} \tag{3.11}
\end{equation*}
$$

where $c_{j}$ is the weight associated with word $w_{j}, p\left(\vec{w}_{j}\right)$ is the frequency of the word $w_{j}$ in the corpus of documents and $a$ is essentially a free parameter, which the authors originally fix at 0.0001. Importantly, the weight penalizes frequent words according to the principle that common words are less likely to convey important information (Manning et al., 2008).

However, this is not the only possible document representation. We can change the generative model slightly to obtain that the document-vector estimate is a simple mean of the word-vectors composing the document (see Appendix I). In this case, however, stop words are as important as more rare words, which may not be the most efficient strategy. Finally, it is worth noticing that we can retrieve the Concept Mover Distance (CMD) proposed by Stoltz and Taylor (2019) with another slight modification of the generative model (see Appendix I). The CMD implicitly uses a document-vector representation that is a weighted sum of the word-vectors in the document, where the document-specific weight for the word $w_{j}$ is calculated as:

$$
\begin{equation*}
c_{j}=\frac{m_{i}}{L_{i}\left\|\vec{w}_{j}\right\|} \tag{3.12}
\end{equation*}
$$

In the equation, $L_{i}$ is the number of words in the document, $m_{i}$ is the number of time a word appears in the document and $\left\|\vec{w}_{j}\right\|$ is the norm of the word-vector $\vec{w}_{j}$ (see Appendix H for the full derivation). Importantly, the norm of a word usually contains information about its frequency, with more frequent words having larger norms (Ethayarajh et al., 2019). Therefore, the CMD weighting scheme implicitly penalizes the weights of the most frequent words.

Overall, the generative models discussed above represents a document as a weighted sum of the word-vectors in the document. ${ }^{7}$ Arora et al. (2017), Stoltz and Taylor (2019) and Taylor and Stoltz (2021) show that the weighting strategies in equations (3.11) and (3.12) produce highly effective representations of short documents, with the ability to uncover non-trivial meaning. It should be noticed, however, that alternative data-driven approaches to the creation of documentvectors exist. In particular, it is possible to mix word embedding with topic models to create data-driven estimation of the basic topics composing the document-vectors (Arora et al., 2018; Dieng et al., 2019). In this case, semantic dimensions are automatically estimated and documents are represented as a mixture of the automatically-generated dimensions (Arseniev-Koehler et al., 2022). This alternative data-driven strategies are powerful data-exploration tools, but their results do not generally align with the theoretical questions of the analyst (Chang et al., 2009). Since we focus on the theory-driven projection task, we ignore these data-driven techniques in this context, even if we emphasize that they are valid techniques for exploratory analysis of textual corpora.

As an application, we can calculate the document-vectors for a corpus of 30,228 abstracts collected from 15 journals and representing the last 20 years of research about climate science. The corpus has been collected and analyzed by Nanni and Fallin (2021), who estimate a 300dimensional skip-gram embedding model from the corpus. Starting from the estimated word embeddings, we use equations (3.9) and (3.10) to produce a document-vector for each one of the abstracts. The result is visualized in Figure 3.4, where the embeddings of the abstracts are visualized in a 2-dimensional image through to the dimensionality-reduction technique UMAP (McInnes et al., 2018). As the figure shows, the abstracts tend to form three main clusters, which correspond

[^36]Figure 3.4 Document-vectors for abstracts about climate change from 2000 to 2019 Nanni and Fallin (2021) The document-vectors are calculated following equations (3.9), (3.10) and (3.11) (Arora et al., 2017). The original embedding space is 300 -dimensional and the image is produced by reducing the original dimensions to two through the uniform manifold approximation algorithm (McInnes et al., 2018). The rightmost cluster contains abstracts from the social sciences, the top cluster contains abstracts from biological sciences, the lower-left cluster contains abstract from meteorological sciences and climatology.

to meteorological sciences, biological sciences and social sciences. Moreover, abstracts from the same journal tend to cluster together. Since, journals are not part of the input for the embedding model, Figure 3.4 shows that the document-vectors are capturing actual semantic properties of the abstracts.

### 3.4.3. Multi-dimensional Projection

Through cosine similarity - equation 3.2 - we can estimate the engagement of a word (document) with a semantic dimension. Yet, social scientists are often interested in more than one dimension

Figure 3.5 Projection of each abstract onto the semantic dimension of the historical methods. The $100^{\text {th }}$ percentile contains the abstracts that are most engaged with historical methods. The rightmost cluster contains abstracts from the social sciences, the top cluster contains abstracts from biological sciences, the lower-left cluster contains abstract from meteorological sciences and climatology.

at the time, such as multiple conceptualizations of social class (Kozlowski et al., 2019) or intersectional identities (Nelson, 2021). The use of cosine similarity only allows the analysis of one dimension at the time, which is unsatisfactory at best and statistically improper at worst. However, the simple algebra of meaning easily shows how to move beyond this limitation.

Indeed, the connection between OLS regressions and the projection task clarifies when cosine similarity is appropriate as an estimator. If we have more than one semantic dimensions of interest, it is clear from equation (3.5) that cosine similarity assumes that all semantic dimensions are mutually independent (that is, orthogonal), as shown in equation (3.5). Under this assumption,
the cosine will be an unbiased estimator of the coefficients from equation (3.3). However, if this assumption does not hold, the cosine estimator will be subject to an omitted variable bias.

It is important to discuss what omitted variables mean in the context of the projection task. In the usual linear model setting, there is a hypothetical model governing the process under analysis: the relevant variables and their relationships (observed or not) are a given. Starting from such variables and a causality structure, one may legitimately argue that all possibly-relevant variables were observed and accounted for or that experimental randomization guarantees that unobserved variables do not bias the estimation. For example, causality models may test the fixed relation between two variables - such as smoking and cancer. From an algebraic perspective, we have fixed coefficients corresponding to the real-world effects to be estimated.

The estimation of linear models in the context of the projection task works in an opposite fashion. Semantic dimensions of interest are not given a priori, but are chosen by the analyst depending on the research question. From an algebraic perspective, there are infinitely many sets of bases that can produce the observed embedding of words. As we mentioned above, none such set of bases is special in any way. Therefore, there is no underlying causality structure to be inquired - not even on a modeling level. This means that there is no set of primitive semantic dimensions defining all others - only a circle of infinitely many dimensions mutually defining each others (Eco, 1986). It is up to the analyst to pick (and estimate) those dimensions that are relevant for the research question. Effectively, this means that the existence of omitted variables in the context of semantic projection is a matter of debate: it depends on the specific research question. For example, if a research only focuses on gender, ignoring other social dimension (say, class) arguably does not introduce bias in the estimation (see for example Jones et al., 2020). In this case, the analyst assumes that all remaining semantic dimensions are orthogonal to the gender
dimension. This is not entirely different from an experimental setup, where the treatment variable is orthogonal to all others by experimental construction.

Yet, there are situations where omitted variable bias is clearly introduced in the estimation of coefficients. For example, consider the work by Kozlwoski and coauthors (2019) once again. The authors contemplate the relation between the different class dimensions they estimate: "The angle between these dimensions can be calculated to capture the similarity between axes of cultural meaning, and it can be evaluated at multiple time points to trace shifts in categorical relations." (Kozlowski et al., 2019, p. 912) In this case, the semantic dimensions of interest are not assumed to be mutually orthogonal and the use of cosine as an estimator will introduce omitted variable bias.

Fortunately, the solution to this problem is clear. Rather than using cosine similarity to estimate only one of the weights of equation (3.3), we should estimate all weights at the same time. This is equivalent to estimating a linear regression model with more than one explanatory variable, which is a trivial task with modern-day computing power. Given a set of semantic dimensions of interest $\mathscr{D}$, we estimate them independently following either equation (3.1) or equation (3.7). Then, we collect their vector representations in the matrix $\mathbf{D}$, where the $j^{\text {th }}$ column of $\mathbf{D}$ is the vector representing the $j^{t h}$ dimension. From here, we can estimate the projection of a word $\vec{w}$ onto the each of the semantic dimension through the standard OLS model:

$$
\begin{equation*}
\vec{w}=\mathbf{D} \cdot \vec{\beta}+\vec{\varepsilon} \tag{3.13}
\end{equation*}
$$

where the estimated vector $\vec{\beta}$ will contain the coefficients associated with each dimension of interest. Geometrically, this corresponds to projecting a word-vector (or a document-vector) onto the multi-dimensional space created by the semantic dimensions. Therefore, we refer to this OLS
model as a "multi-dimensional projection". This is a straightforward generalization of the projection task to multiple dimensions and it naturally deals with the presence of more than one semantic dimension of interest. Moreover, the multi-dimensional projection assigns to each dimension a unique coefficient. Previous solutions to deal with more than two polarities relied on the contrast of one poles against the grand-mean of all others. In this way, they implicitly assigned multiple coefficients to all poles for each words (see for example Garg et al., 2018; Swinger et al., 2019).

To test multi-dimensional projection, we can use the corpus of climate change abstracts introduced above. Nanni and Fallin (2021) specifically analyze the coupling of methodologies and substantive issues in climate change research over time. They distinguish four methodological macrofamilies: simulation (prediction of future outcomes based on computational models), historical methods (paleoclimatological methodologies looking at the distant pas, such as dendrochronology), document analysis (especially, regarding policies) and field methods (the collection and analysis of data on the field). Similarly, they distinguish four substantive issues: earth (earth and soil sciences), water (oceanography and marine sciences), air (atmospheric and meteorological sciences), and fire (fire science). Following the authors, we can estimate a semantic dimension per methodology/substantive issues using equation (3.7); the seed words for each dimension are listed in Appendices J.

As a test of the difference between multi-dimensional and uni-dimensiona projections, let us consider the historical methods family. We can use cosine similarity with the abstracts' documentvectors to quantify the level of engagement with Historical Methods. In this case, the sheer magnitude of the cosine for each abstract is not relevant: we are interested in which abstracts are more (less) engaged with the methodology and their positions in the embedding space. Therefore, we concentrate on the percentile of the coefficient distribution. That is, we focus on the abstracts' engagement with historical methods compared to all other abstracts. Figure 3.5 shows the percentile

Figure 3.6 Multi-dimensional projection of each abstract onto the semantic dimension of the Historical Methods. The $100^{t h}$ percentile contains the abstracts that are most engaged with Historical Methods. The rightmost cluster contains abstracts from the social sciences, the top cluster contains abstracts from biological sciences, the lower-left cluster contains abstract from meteorological sciences and climatology.

of engagement of each abstract with historical methods through a 2-dimensional UMAP reduction of the embedding. To be clear, the analysis was conducted on the full 300-dimensional embedding space and the 2-dimensional reduction is only a way to visualize the results. From the figure, we can see that the abstracts engaging the most with historical methodologies tend to group around two different points within the metereology cluster. However, some abstracts in biology and the social sciences also appear to use historical methodologies - a surprising result further explored below.

Since we are explicitly considering four different macro-methodological families (Simulation, Field Methods, Historical Methods and Document Analysis), the cosine similarity will likely introduce omitted variable bias in our analysis, since the methodological dimensions are not mutually orthogonal. To get more reliable results, we can swap the cosine similarity with a full OLS model per each abstract, as in equation (3.13). In this way, we account for all methodological dimensions at the same time. The models can be estimated by any software that can estimate standard OLS regressions. As above, we are only interested in the historical dimension and in the relative engagement of abstracts with it. Thus, we construct the coefficient distribution for the historical dimension and transform it in the percentile distribution. Figure 3.6 shows the results of these operations and it is directly comparable to Figure 3.5.

| ID | Title | DOI | Projection |
| :---: | :---: | :---: | :---: |
| 1 | The Continuum of hydroclimate variability in Western North America during the last millennium | 10.1175/JCLI-D-11-00732.1 | Multi-dimensional |
| 2 | Leap frog in slow motion | 10.1111/gcb. 13881 | Multi-dimensional |
| 3 | Tree-ring estimates of Pacific decadal climate variability | 10.1007/s003820100177 | Multi-dimensional |
| 4 | Early Last Interglacial Greenland Ice Sheet melting | 10.1007/s00382-013-1935-1 | Multi-dimensional |
| 5 | Eigen analysis of tree-ring records | 10.1007/s00704-011-0468-y | Multi-dimensional |
| 6 | Reconstructing the NH mean temperature | 10.1175/2010JCLI3646.1 | Uni-dimensiona |
| 7 | On the sensitivity of field reconstruction and prediction using empirical orthogonal functions | 10.1175/JCLI-D-13-00089.1 | Uni-dimensiona |
| 8 | Sensitivity of satellite-derived tropospheric temperature trends | 10.1175/JCLI-D-15-0744.1 | Uni-dimensiona |
| 9 | Intercomparison of machine learning methods for statistical downscaling | 10.1007/s00704-018-2613-3 | Uni-dimensiona |
| 10 | Updated precipitation reconstruction (AD 1482-2012) for Huashan, north-central China | 10.1007/s00704-015-1387-0 | Uni-dimensiona |
| Table 3.2. The 5 abstracts closest to the $99^{t h}$ percentile for the uni-dimensiona and multi-dimensional projection models. |  |  |  |

From the figure, it appears that the multi-dimensional projection of the abstracts onto the historical dimension is only partially consistent with the uni-dimensional projection shown in Figure 3.5. Indeed, the two projections have a Spearman rank correlation of roughly 0.5 . This implies that the multi-dimensional projection use textual information differently. In particular, abstracts from the social science cluster do not engage with historical methods according to the multi-dimensional projection.

It is not easy to validate semantic projections in this case, since there is no clear ground-truth that can be used. A possible validation strategy is to manually assess whether high-percentile abstracts from either projection methods engage with historical methodologies. For example, Table 3.2 reports the titles of the five abstracts from the $99.008^{\text {th }}$ percentile to the $98.994^{\text {th }}$ percentile for both projections: these ten abstracts should be highly engaged with historical methodologies. At first sight, the multi-dimensional projection appear more reliable overall. To a human reader, only abstracts 6 and 10 appear relevant in this context among those singled out by the uni-dimensional projection. On the other hand, all abstracts found by the multi-dimensional projection appear relevant. Yet, the uni-dimensiona projection still classifies the five abstracts found by the multidimensional projection as highly relevant (from the $92^{\text {th }}$ percentile to the $99.5^{\text {th }}$ percentile), while the multi-dimensional projection agree with the uni-dimensiona projection in classifying the irrelevant abstracts 7 and 9 from the table as highly topical for historical methods (both abstracts are over the $90^{\text {th }}$ percentile in the multi-dimensional distribution). Therefore, multi-dimensional projections appear only marginally more precise than uni-dimensiona projections in this very small sample. In general, both methods appear to pick up on highly relevant abstracts, even if with some imprecisions.

However, it is worth exploring the main difference between the two results: the possible engagement of social sciences with historical methodologies. According to uni-dimensiona projections, a sizeable number of abstracts from the social science clusters appear to engage with such methodologies (Figure 3.5); multi-dimensional projections show no signs of such engagement (see Figure 3.6). We can examine this difference by manually checking those abstracts from the social sciences clusters that are above the $90^{\text {th }}$ percentile in the uni-dimensiona distribution. There are 178 such abstracts, amounting to roughly $5 \%$ of the abstracts in the social sciences cluster. After a manual check, very few of these abstracts appear relevant for paleoclimatological methods: most of them appear to study policy implications (for example, "Linguistic analysis of IPCC summaries for policymakers and associated coverage") or public perception (for example, "Public microblogging on climate change: One year of Twitter worldwide"). ${ }^{8}$ Noticeably, the two projection methods disagree on this set of abstracts. On the multi-dimensional distribution, such abstracts have a median percentile of 11.4: they are among the least relevant abstracts for historical methods. This analysis confirms that multi-dimensional projections are more precise in this case. Importantly, the multidimensional projection prevents the analyst from drawing the apparently-erroneous conclusion that the social sciences sizably engage with paleoclimate methods.
3.4.3.1. Application: The Institutionalization of Climate Change Research. On a more substantive level, we can use the multi-dimensional projections of each abstracts onto the methodological and substantial dimensions to analyze the change of climate change research over time. The coupling of methodology and substantial issues is the linchpin of disciplinary scientific identity

[^37]Figure 3.7 Spearman correlation coefficient for each methodology/substantial issue combination for the abstracts from the year 2000. Asterisks indicate statistical significance at the 0.9 alpha-level as estimated through the bootstrap procedure. A cross indicates that the coefficient is not robust in the bootstrap repetitions.


Figure 3.8 Spearman correlation coefficient for each methodology/substantial issue combination for the abstracts from the year 2019. Asterisks indicate statistical significance at the 0.9 alphalevel as estimated through the bootstrap procedure. A cross indicates that the coefficient may is not robust in the bootstrap repetitions.

(Breslau, 2003; Camic and Xie, 1994). Therefore, we can analyze the coupling of methodological and substantial dimensions in the abstracts collected by Nanni and Fallin (2021) to observe the formation of climate change scientific identity from 2000 to 2019 . These were very important years for climate change research, with a remarkable increase of journals, conferences and funding opportunities centered around this topic (Haunschild et al., 2016; Stanhill, 2001). We suspect that alongside the increased interest in the topic, the field also experienced a substantial institutionalization of research practices, which limits the space of possible (and probable) research (Bourdieu, 1975).

To analyze this issue, we first project each abstract onto the methodological dimensions; then, we project the abstracts onto the substantive dimensions. We analyze the Spearman correlation of the methodological and substantive projections of each abstract. This way, we can quantitatively address how typical is the coupling of specific methodologies and issue - say, the coupling of Fire with Simulation. Figures 3.7 and 3.8 show the correlation of each method-issue in the year 2000 and 2019, respectively. In both years, we see similar patterns in research strategies: Field and Document methods are used to study Water and Fire, while Air is studied through Simulation, and Earth is studied through Historical methods. On the flip side, the analysis also shows which method-issue couplings are rare: Document is rarely paired with Earth or Air, while Simulation is rarely paired Water or Fire. As suspected, the coupling between methodologies and issues is becoming tighter during time. Correlations with magnitude above 0.1 (both positive and negative directions) in year 2000, increased in magnitude in 2019 - with one exception being the Air-Historical correlation. The coupling between methodologies and substantial issues became overall more predictable, at least at this high level, signaling an institutionalization of the field and a consequent restriction of probable research practices. This analysis benefits greatly from the greatest precision that multi-dimensional projection technique allows.

|  | Strength | Fine | Problem | Mathematical | Authority | Sociability | Coding | Housekeeping |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mean | 0.055 | 0.014 | -0.023 | 0.089 | 0.060 | -0.022 | -0.044 | 0.034 |
| St. Dev. | 0.529 | 0.330 | 0.377 | 0.431 | 0.516 | 0.371 | 0.511 | 0.497 |
| Min | -6.774 | -4.739 | -5.005 | -4.954 | -5.032 | -4.752 | -4.633 | -7.434 |
| $25 \%$ | -0.154 | -0.141 | -0.167 | -0.138 | -0.193 | -0.198 | -0.293 | -0.210 |
| $50 \%$ | -0.022 | -0.005 | 0.017 | -0.005 | 0.018 | -0.001 | -0.118 | -0.014 |
| $75 \%$ | 0.150 | 0.143 | 0.165 | 0.241 | 0.304 | 0.143 | 0.059 | 0.206 |
| Max | 11.225 | 7.652 | 3.674 | 6.482 | 7.311 | 6.738 | 7.262 | 11.605 |

Table 3.3. Summary statistics for the projections of the 2010 Burning Glass job ads embeddings onto 8 skill-semantic dimensions
3.4.3.2. Application: Gendered Skills. To show the flexibility of the projection task, we will embed job ads data to track down the different kind of skills required in occupations that have disproportional amount of women (men). Stereotypically, women and men have different kinds of skills: women are supposedly more sociable and caring whereas men are more technicallygifted and authoritative (Ridgeway, 2011). These stereotypes emerge in occupational segregation: women are disproportionately represented in occupations that require workers to use stereotypical female skills, such as sociability or finger dexterity. At the same time, the presence of men in an occupation is associated with manual labor and technical skills (Levanon and Grusky, 2016). Besides the workplace, women and men frame themselves following such stereotypes (Cech, 2013) and are under-rewarded when going against the stereotypes (Correll et al., 2007).

In this application, we analyze a dataset of more than 6 million job openings advertisements in the U.S. from the year 2010. The data analyzed here have been collected and structured by Burning Glass Technologies (BG), which elaborate raw job post texts into structured data containing occupation, location, skill requirements, and more. The objective is to determine what kind of skills are required in the advertisements of those positions that have a disproportionate amount of female (male) workers. While Levanon and Grusky (2016) have analyzed the actual skills used on the job using $\mathrm{O}^{*}$ NET data, we analyze the skills required for a position according to its own
advertisement. Regardless of the actual contents of a job, the requirement of highly-gendered skills in the job advertisement can result into a gate-keeping effect against gender desegregation.

Technically, we examine each job openings as a "bag-of-skills", that is a collection of required skills. For example, a job opening may require "team-work, Python programming, statistical modeling". The skills have the traditional Zipf distribution of words in natural language: few skills are very popular and many appear only rarely. We substitute skills that appear 5 or less times with the token RARE SKILL, for a total of 12,965 unique skills. We use a 300 -dimensional Word2Vec model (Mikolov et al., 2013) to embed each skill, considering every ads as one sentence. ${ }^{9}$ Starting from the embedding of each skill, we use the technique by Arora et al. (2017) to create the embedding of each job advertisement in the data, where the job advertisement are considered as documents.

After producing the embedding for each job advertisement, we build 8 semantic/skill dimensions that we believe to be relevant for the gender composition of occupations based on the rich literature about stereotypically-female or stereotypically-male skills (Ridgeway, 2011). In particular, we draw upon Levanon and Grusky (2016) to build the Upper-Body Strength, Fine Motor Skill, Problem Solving, Mathematical Skills, Authority, Sociability and Technical Coding Skill dimensions. We also create a Housekeeping dimension that represents the extension of housekeeping duties in the workplace - for example, the skill of Laundry, or Bathing. All of the seed words are listed in Appendix K.

We project the job advertisements on the 8 skill dimensions using multi-dimensional projections. Table 3.3 provides the summary statistics for the projections of the job advertisements. Validating the results is easier than in the previous application because we can use federal US data

[^38]|  | Coefficient | $[\mathbf{0 . 0 2 5}$ | $\mathbf{0 . 9 7 5}]$ |  |  |  |
| :--- | :---: | :---: | :---: | :--- | ---: | ---: |
| Upper-Body Strength | -0.9691 | -0.971 | -0.967 |  |  |  |
| Fine Motor Skill | 0.6531 | 0.650 | 0.656 |  | No |  |
| Problem Solving | -0.5096 | -0.513 | -0.507 | Fixed Effects: | 0.320 |  |
| Mathematical Skills | -0.4613 | -0.464 | -0.459 | $R^{2}:$ | $6,195,940$ |  |
| Authority | -0.0191 | -0.021 | -0.017 | N: |  |  |
| Sociability | 0.3977 | 0.395 | 0.400 |  |  |  |
| Technical Coding Skills | -0.3434 | -0.345 | -0.341 |  |  |  |
| Housekeeping | 0.6033 | 0.601 | 0.605 |  |  |  |

Table 3.4. OLS Regression of the log-odds ratio of women to men on the projections of the 2010 Burning Glass job ads embeddings onto 8 skill-semantic dimensions. Each job ads is mapped onto a SOC occupational category, whose women-to-men proportion is taken from the 2010 American Community Survey data.
to assess the gender composition of the job openings. In particular, BG maps each advertisement to a 6-digit Standard Occupational Classification (SOC) occupations - a code used in federal surveys. Using this code, we can obtain the gender proportion for each advertised occupation from the 2010 American Community Survey (ACS) data. Naturally, ACS provides a national-level gender proportion for each SOC code, which will not correspond to the organization-level gender proportion for the advertised jobs. However, ACS data still provides strong guidance on the gender proportion we expect on average for each opening.

Therefore, as a validation, we assess the association of each dimensions' projections with women proportion in the advertised occupation (according to ACS). First, we transform women proportion into an unbounded variable by applying a log-odds ratio transformation to the proportion. Then, we estimate two simple OLS regressions where the dependent variable is the log-odds ratio of women proportion. In the first regression model, we simply regress the dependent variable on the skill-dimensions' projections of the advertisements (and an intercept):

$$
\operatorname{LOR}\left(w_{i}\right)=\alpha+\sum_{j=1}^{8} \beta_{i} \cdot \text { Skill }_{i, j}
$$

|  | Coefficient | $[\mathbf{0 . 0 2 5}$ | $\mathbf{0 . 9 7 5}]$ |  |  |  |
| :--- | :---: | :---: | :---: | :--- | ---: | ---: |
| Upper-Body Strength | -0.1288 | -0.130 | -0.127 |  |  |  |
| Fine Motor Skill | 0.1921 | 0.190 | 0.194 |  | Yes |  |
| Problem Solving | -0.0470 | -0.049 | -0.045 | Fixed Effects: | 0.779 |  |
| Mathematical Skills | -0.1387 | -0.140 | -0.137 | $R^{2}:$ | $6,195,940$ |  |
| Authority | 0.0383 | -0.037 | -0.039 | N: |  |  |
| Sociability | 0.1233 | 0.122 | 0.125 |  |  |  |
| Technical Coding Skills | -0.1114 | -0.113 | -0.110 |  |  |  |
| Housekeeping | 0.1378 | 0.136 | 0.139 |  |  |  |

Table 3.5. OLS Regression of the log-odds ratio of women to men on the projections of the 2010 Burning Glass job ads embeddings onto 8 skill-semantic dimensions. Each job ads is mapped onto a SOC occupational category, whose women-to-men proportion is taken from the 2010 American Community Survey data. The model contains fixed-effects controls for the effects of 22 major SOC occupational categories.
where $\operatorname{LOR}\left(w_{i}\right)$ is the log-odds ratio of women proportion for the occupation of the $i^{\text {th }}$ job advertisement, $S k i l l_{i, j}$ is the projection of the $i^{\text {th }}$ job advertisement onto the $j^{\text {th }}$ skill dimension. Table 3.4 shows the resulting coefficients for each skill dimension. As expected, Upper-Body Strength, Problem Solving, and Mathematical Skills are strongly associated with an under-representation of women. On the other hand, Fine Motor Skill, Housekeeping, and Sociability are strongly associated with an over-representation of women. Finally, Authority has a negative association with women's representation, but the magnitude of its effect is an order of magnitude smaller than any other effect. These results are in line with our expectations as well as the analysis by Levanon and Grusky (2016) using O*NET data.

In the second regression model, we add fixed effects to account for unobserved heterogeneity within macro-occupational categories. That is, the first two digits of the SOC codes represent the occupational macro-family of each 6-digit, detailed occupation. For example, the General Dentist detailed occupation is nested within the Healthcare Practitioner macro-occupation. In the second
model, we add a fixed-effect control to account for the effect of 2-digit macro-occupations:

$$
\operatorname{LOR}\left(w_{i}\right)=\alpha_{k}+\sum_{j=1}^{8} \beta_{i} \cdot \text { Skill }_{i, j}
$$

where $\alpha_{k}$ is an intercept specific to the $k^{t h}$ macro-occupation. Table 3.5 shows the coefficients for the 8 skill dimensions in this fixed-effects specification. The coefficients follow the same general pattern as the coefficients in the first model, even if the magnitude of the effects is generally hampered down. Therefore, within macro-occupational categories, those detailed occupations that require more steroretypically-male (-female) skills have a lower proportion of women (men). That is, the association of skills with gender is reproduced within each macro-occupation in a fractal manner (Levanon and Grusky, 2016). The only partial exception is the Authority dimension, which is now positively associated with women representation. However, the magnitude of this effect is still considerably smaller than all other effects.

Overall, this application of the projection task to the analysis of job advertisements shows the flexibility and robustness of embedding techniques to analyze social scientific questions. This application is simply a confirmation that the proposed techniques capture actual trends in the data. For this reason, we stress that the results substantially replicate our expectations and previous results obtained with totally different methods and data (Levanon and Grusky, 2016). Yet, the use of the projection task on this kind of data can produce new, interesting results. It can be used to explore the time- and spatial-variation in skill requirements for the same occupation and its implication for gender segregation. On a practical level, these techniques can also be used to set up experiments on skill perception and reward (Correll et al., 2007) as well as actually creating job advertisements that are perceived as more welcoming for groups that are under-represented in an occupation.

### 3.4.4. Decomposing Textual Projections

One of the assumption behind the document representations discussed in section 3.4.2 is that the represented document engages with semantic dimensions persistently throughout its length. Naturally, this assumption may be problematic for longer documents, which often engage with different topics through their length. When that is the case, a document is best analyzed by splitting it into sub-sections. Fortunately, it is possible check the engagement persistence of a document: it is possible to decompose a document's engagement with a dimension as a sum of the engagement of its words. This is possible because both the creation of a document-vector - equations (3.9) and (3.10) or (3.12) - and the OLS estimation of a linear model - equations (3.13) - are linear functions. Through this decomposition, it is possible to check the evolution of the engagement of a document with a semantic dimension as the document progresses from its beginning to its end.
policy
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Let us consider the document representation shown in equations (3.9). Let $\vec{T}_{d}$ be the vector representing a document; that is, a row in the matrix $T_{d}$ from equations (3.10). We are interested in the projection of $\vec{T}_{d}$ on the semantic dimensions $\vec{D}_{1}, \vec{D}_{2} \ldots \vec{D}_{n}$. Following equation (3.13), we estimate such projection through the OLS regression:

$$
\vec{T}_{d}=\mathbf{D} \cdot \vec{\beta}+\vec{\varepsilon}
$$

where $\mathbf{D}$ is a matrix containing the $n$ semantic dimensions as columns while $\vec{\beta}$ is a $n \times 1$ vector containing the $n$ projection coefficients as its elements. Following the standard OLS estimation, we estimate the coefficients of the model as:

$$
\begin{align*}
\hat{\vec{\beta}}= & \left(\mathbf{D}^{T} \mathbf{D}\right)^{-1} \mathbf{D} \cdot \vec{T}_{d}=\mathbf{M} \cdot \vec{T}_{d}= \\
& \mathbf{M} \cdot\left(\mathbf{W}_{i} \cdot \vec{c}-\left(\vec{u} \cdot \vec{u}^{T}\right) \cdot \mathbf{W}_{i} \cdot \vec{c}\right)= \\
& \mathbf{M} \cdot\left(\mathbf{I}-\vec{u} \cdot \vec{u}^{T}\right) \cdot \mathbf{W}_{i} \cdot \vec{c}=\mathbf{M}^{\prime} \cdot \mathbf{W}_{i} \cdot \vec{c} \tag{3.14}
\end{align*}
$$

where $\mathbf{M}=\left(\mathbf{D}^{T} \mathbf{D}\right)^{-1} \mathbf{D}$, I is the identity matrix, and $\mathbf{M}^{\prime}=\mathbf{M} \cdot\left(\mathbf{I}-\vec{u} \cdot \vec{u}^{T}\right)$. Notice that in we use $\vec{T}_{d}=\mathbf{W}_{i} \cdot \vec{c}-\left(\vec{u} \cdot \vec{u}^{T}\right) \cdot \mathbf{W}_{i} \cdot \vec{c}$ from equations (3.11) and (3.10) ${ }^{10}$, where $\mathbf{W}_{i}$ is a matrix containing the word-vectors of the words composing the document as columns and $\vec{c}$ is the vectors of weights associated with such word-vectors, from equation (3.11).

In short, equation (3.14) shows that the coefficients of a documents are the weighted sum of the coefficients of its words, $\mathbf{M}^{\prime} \cdot \mathbf{W}_{i}$ in the equation. Specifically, the equation shows this is the case for the document representation proposed by Arora and colleagues (2017), but it is simple to show that a similar decomposition hold when the document representation is a simpler weighted

[^39]sum of the word-vectors composing it, such as the CMD representation proposed by (Stoltz and Taylor, 2019). ${ }^{11}$ As a result, we can examine which words and sentences mostly influence the the overall projection of a document and how the projections on different semantic dimensions change through the document.

As an example, we will consider the abstract Climate Clubs and the Macro-Economic Benefits of International Cooperation on Climate Policy (Paroussos et al., 2019), from the corpus of abstracts introduced above. As a first step, we estimate model (3.13) for this abstract, where the semantic dimensions of interest are the four methodological dimensions discussed above (Simulation, Historical Methods, Field Methods and Document Analysis). Since this research analyzes the Paris agreement from a macro-economic perspective, it is a clear case of policy analysis and the multi-dimensional projection should indicate that the abstract mostly engage with the Document semantic dimension. This is indeed the case. The multi-dimensional projection of the abstract suggests that the abstract mostly engage with the Document Analysis methodology ( $\beta=0.17$ ). The second most relevant methodology is Simulation $(\beta=0.04)$, while the coefficients for the remaining methodological families (Historical Methods and Field Methods) are negative. Importantly, all semantic dimensions must have the same norm to make coefficient comparisons meaningful: the norms work as a scale factor and we must ensure that all compared coefficients are on the same scale. In this case, we fix the dimensions' norm to 1 for all dimensions.

As a first step in the decomposition of the projection, let us analyzes which words are most influential for the overall projection of the abstract. Consider for example, the first sentence of the abstract. This sentence contains 12 words, whose weights and projection are shown in Table 3.4.4. Following equation (3.14), we can calculate the contribution of this sentence to the overall abstract projections as a weighted sum of its words' projections on each dimension. Both the

[^40]Figure 3.9 Sentence by sentence decomposition of the projections of the abstracts Climate Clubs and the Macro-Economic Benefits of International Cooperation on Climate Policy (Paroussos et al., 2019). The top panel shows the projections of each sentence treating the sentences as separate documents. The bottom panel shows the projections of each sentence within the abstract: the sum of these projections equals the overall projections of the entire abstract.

weights and the words' projections are shown in Table 3.4.4. From this calculation, the coefficient of this sentence for the Document dimension is the highest (0.01) and all other coefficients are either negative or negligible. Specifically, Table 3.4 .4 shows that two words (Paris and policy) mainly determine this result: both words have relatively high weights and are strongly associated with the Document dimension, making the Document projection of this portion of text higher than the other projections.

In fact, equation (3.14) shows that we can decompose the overall coefficients of an abstract as a sum of the projections of its individual sentences. The bottom panel of Figure 3.9 shows the coefficients of each sentence on all semantic dimensions of interest. Once again, the overall coefficients of the abstract is simply a sum of the sentences' coefficients shown in the plot - so that this is a proper decomposition of the overall coefficients. However, using equations (3.11) and (3.10), the coefficients of a sentence implicitly depends on how long the sentence is vis-à-vis the
length of the entire document. Ultimately, the coefficients we see on the bottom panel of Figure 3.9 are weighted by the length of the sentence. ${ }^{12}$ We can avoid this issue by treating each sentence as a separate document and recalculating the coefficients - it is sufficient to rescale the weights to do such calculation. The top panel of Figure 3.9 shows the resulting coefficients for each sentence, independent of their length. Overall, we can see that the Document dimension is the most important dimension in each single sentence and that the relative importance of each dimensions is roughly constant through the document.

The decomposition can be even more granular by analyzing at the projections of a moving window of words. Figure 3.10 shows the coefficients of a 10 -words-long moving window on the same abstract. As before, the overall coefficients of the abstract can be retrieved by summing the points along the plot ${ }^{13}$. The figure shows that the coefficients values for all dimensions of interest have peaks and depressions along the abstracts, revealing more variability than Figure 3.9. However, the relative importance of the coefficients still remains consistent through the abstract, with the Document dimension clearly being the dimension with which the abstract mostly engages.

In general, this decomposition exercise emphasizes some features of document representation and the projection task. From Table 3.4.4, we can appreciate the importance of down-weighting common words. For example, the word-vector $\vec{a}$ appears positively associated with Historical methodologies (0.25), but negatively associated with the Field Data methodologies ( -0.2 ). To a human reader, this is hardly convincing since the article $a$ is a stopword that is not associated with any specific topic. However, this is ultimately irrelevant in the current example due to the

[^41]Figure 3.10 Projections of a 10-words window through the abstract Climate Clubs and the MacroEconomic Benefits of International Cooperation on Climate Policy (Paroussos et al., 2019)

exiguous weight associated with $a$. Therefore, corpus-specific weighting schemes make document representation more robust (Arora et al., 2017). Second, Table 3.4.4 shows that the Document coefficients for Paris and policy are higher than 1. Unlike cosine projections, multi-dimensional projections are not normalized between -1 and 1. Indeed, we show in Appendix L that it is impossible to normalize the coefficients of a multi-dimensional projection. Finally, beyond locating the most important words or passages in a document, the decomposition of the overall projection can reveal change of topics within the document. In case the topic of a document changes through its length, it would be ultimately convenient for the analysis to split the document into separate, mono-thematic sub-documents.

### 3.5. Conclusions

This paper has examined the use of word embedding in the social sciences to extract cultural schemas and associations from textual corpora. The paper has examined the previous uses of word embedding models in the social sciences and shown that they follow a simple semantic-geometric
model of meaning, which directly descends from previous formal models of analogical reasoning. In the second part, the paper has formulated a more general semantic-geometric model - the simple algebra of meaning. This new model represents the meaning of words as a weighted sum of elementary semantic dimensions in the embedding space. The simple algebra of meaning generalizes the current use of embeddings in the social sciences beyond the constraints imposed by analogical reasoning. First, the paper has shown how to create semantic dimensions with only one positive pole, reaching beyond the binary logic that previous works have mostly used. Second, the paper has shown how to represent documents in the embedding space, generalizing the models by Arora and colleagues (2017) and by Stoltz and Taylor (2019). Third, the paper has shown how to calculate the engagement of words and documents with more than one semantic dimension at the same time, which can be achieved using standard OLS estimation of a multiple linear regression. Finally, the paper has shown how to decompose the projection of a document using the projections of the words composing it. This decomposition can be used to check the semantic ductus of the document. Overall, the new techniques we propose expand the current practices greatly: from analyzing the engagement of a word with one binary semantic dimension to analyzing (and decomposing) the engagement of an entire document with an arbitrary number of non-binary dimensions. We believe this generalization will be helpful to social scientists who wish to use embedding models to study culture and its evolution.

On a deeper level, formulating the semantic-geometric model governing the projection task makes it possible to question it. First, we could simply use other ways to decompose meaning or other estimation strategies. The current semantic-geoemtric model used in the social sciences is a simple linear decomposition - see equation (3.3). There is ample room for innovating this model even in the context of linear decomposition. Indeed, the estimation of linear models is a well studied issue and we can take advantage of a century of study about the topic. For example,
we could regularize coefficient estimation through LASSO regressions (Hastie et al., 2001), use an instrumental variable approach to estimation, or change altogether to a more general semiparametric additive models (Hastie and Tibshirani, 1990). Second, we could adopt a more datadriven approach to modeling. Whereas theoretical priors drive the the estimation of semantic dimensions in the projection task, we could wonder which dimensions would better explain the variation we observe in the embedding space and how the word-vectors and document-vectors decompose along these dimensions (Arseniev-Koehler et al., 2022). This would amount to choose semantic dimensions starting from the data. Depending on the constraints we impose on such datadriven decomposition of meaning, we may be dealing with a principal component analysis (Osgood et al., 1957), a semi non-negative matrix factorization (Ding et al., 2010; Arora et al., 2018), or a non-negative matrix factorization (Lee and Seung, 1999). Finally, formalizing the projection task will help introducing more advanced embedding models in the social sciences. Indeed, computer science research on word embedding has moved from fixed to contextual embeddings (Devlin et al., 2019) and has incorporated non-Euclidean curved spaces as embedding spaces (Nickel and Kiela, 2017; Li et al., 2020). A precise formulation of the semantic-geometric model governing the projection task can help adapting it to the new embedding techniques - substantially, we are looking for projection techniques in a different geometric settings or with moving embeddings.

In conclusion, word embedding models are rising in popularity in the social sciences (Stoltz and Taylor, 2021). The theoretical and methodological discussion in this paper systematizes and generalizes the current use of these models with a formal model of meaning and how meaning is translated into word-vectors' positions. The present discussion will help social scientists to refine current practices and to find new uses of word embedding models.

## Conclusion

This dissertation has engaged with decades-long questions about segregation and its quantification as well as more recent development of computational model to extract cultural schemas from unstructured corpora of textual data.In both cases, key questions regard the precise mathematical definition of the associative patterns in the data as well as concrete methodological strategies to measure these patterns robustly.

Social sciences have provided multiple, discrepant answers to these theoretical and methodological questions. Results presented here provide new answers and systematize previous works. All of the chapters have a methodological core centering around new techniques, but they also provide new theoretical frameworks for the issues raised in the literature. From this perspective, the dissertation advance both our practical and theoretical understanding of segregation.

Chapter 1 focuses on the issue of statistical inference for segregation indices. It formulates new estimators for segregation indices based on non-parametric Bayesian models. On a theoretical level, the chapter defines segregation indices formally and provides mild sufficient conditions for segregation indices to be positively biased. Doing this, it proves empirical observations starting from the Seventies (Winship, 1977; Cortese et al., 1976). Methodologically, the chapter benchmarks the performance of the new estimators for the popular D and Theil indices in extensive Monte Carlo simulations. The simulations show that the Bayesian estimators appear to be more reliable than the others, especially in small samples and interval estimation.

The results in the chapter show that the common practice of simply applying the segregation index to the sample (the plug-in estimator) is sub-optimal and possibly troublesome. It will lead to positive bias, skewed comparisons and wrong conclusions, especially in small samples. The

Bayesian techniques as well as the bootstrap estimator by Allen et al. (2015) amend part of the bias and provide much more reliable estimates. The techniques are available in the SISeg R package.

Chapter 2 analyzes the issue of interpreting change in segregation. It formulates the idea of interpretable segregation indices and creates new indices that are easier to interpret on a substantial level. The chapter proposes the structural-decomposition of an index: the decomposition of total segregation as the sum of structural and marginal effects on segregation. Using structuraldecomposition, it is possible to understand what factors are driving the change in segregation: it provides a direct assessment of the marginal/structural contributions and their evolution over time. The chapter formulates a new index, $Q$, that is structural-decomposable, but also partitiondecomposable - that is, decomposable in the traditional sense in which the Theil index is decomposable (Frankel and Volij, 2011). Doing this, the chapter provides a deeper discussion about the possible sources of segregation in the data, between marginal and structural segregation. This theoretical discussion also offers further clarification on so-called margin-free indices, whose properties are characterized in Appendix F. Based on the characterization, the chapter formulates an entire family of margin-free indices. Particularly, it formulates $Q^{*}$, which is the first partitiondecomposable margin free index.

Finally, Chapter 3 provides a theoretical discussion about semantics for social scientific purposes. The chapter analyzes the theoretical foundation of the social scientific uses of word embedding models. It formulates a geometric-semantic model, "the simple algebra of meaning". This is a model of how meaning is translated into geometrical features of the embedding space. It justifies previous uses of word embeddings in the social sciences and implies further methodological development. Based on the simple algebra of meaning, the chapter shows how to create semantic dimensions with only one positive pole, how to represent documents in the embedding space, how to calculate the engagement of words and documents with more than one semantic dimension at
the same time, and how to decompose the projection of a document using the projections of the words composing it. Overall, the new techniques allow the researcher to analyze (and decomposing) the engagement of an entire document with an arbitrary number of non-binary dimensions. On a more theoretical level, the chapter invites theoretical thinking about the kind of meaning that word embedding models can capture - and the kind of meaning that they cannot capture (ArsenievKoehler et al., 2022). For example, the use of Euclidean metrics constrain the kind of semantic relationships that word embedding can grasp (Tversky, 1977; Peterson et al., 2020).

Future Research. Taken together, the findings in this dissertation pave the way for future methodological research and empirical applications. On a methodological note, all chapters invite further refinement. The first chapter has not fully explored the consequences of the hyper-parameter settings for the DP, C-DP methodologies. More in general, the chapter suggests that new inferential techniques for segregation indices can be devised that start from the assumption that segregation indices in sample will be positively biased and we should counter-balance such bias. The second chapter invites the formulation and analysis of new margin-free and structural-decomposable indices besides $Q^{*}$ and $Q$, formulated in the chapter. The zero problem should also be further explored, as it is likely to appear in empirical applications (Jerby et al., 2005). Finally, the third chapter focused thoroughly on previous-generation word embedding models, based on fixed embeddings; current generation word embedding models do not map words to one point in space, but change the geometrical representation of words depending on the context. The re-formulation of the projection task (and the simple algebra of meaning) for this new generation of models should be a high priority for social scientists - since new generation models shows increased accuracy in capturing semantic relations (Devlin et al., 2019).

Empirically, the techniques in the first chapter allow robust inference about segregation in samples that were too small to analyze with previously available techniques (see for example Bielby
and Baron, 1986; Martin-Caughey, 2021). The new segregation indices proposed in the second chapter invite a new analysis of historical macro-segregation trends with the objective of isolating the source of change in the trend. For example, is the decline in gender segregation observed from 1950 to 1980 (England et al., 2020; Jacobs, 1989) due to marginal or structural change? What specific occupational categories are driving it? Finally, the third chapter allows researchers to explore with word embedding questions that have been previously impossible to address, such as the salience of non-binary concepts in a document (see for example Nanni and Fallin, 2021).
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## Appendix to Chapter 1

## A. Delta Method

The plug-in interval estimator uses the delta method to calculate the standard deviation. This paragraph shows how to construct delta-method-based variances for the indices considered in the main text.

In general, every variance from the delta method is the result of a quadratic form:

$$
\begin{equation*}
\sigma^{2}[S(T)]=\vec{\lambda}^{T} \cdot N \cdot \Omega \cdot \vec{\lambda} \tag{A1}
\end{equation*}
$$

where $\sigma^{2}[S(T)]$ is the approximate variance of $S(T), \vec{\lambda}$ is a $(G \cdot O) \times 1$ vector of first order partial derivative of the index of interest, $\Omega$ is a $(G \cdot O) \times(G \cdot O)$ symmetric variance-covariance matrix and $N$ is a $(G \cdot O) \times(G \cdot O)$ diagonal matrix representing the effect of sample size on variance so that variance diminishes as sample size increases. The contents of $\Omega$ and $N$ depend exclusively on the sampling schema or statistical model used, whereas the contents of the $\vec{\lambda}$ vector are unique for each index. As usual in these cases, $\Omega$ and $\vec{\lambda}$ can only be estimated from the data. Therefore, this section should distinguish between the theoretical quantities (based on the parameters of the different frameworks) and the estimates of such quantities (derived from the data). For the sake of brevity and simplicity, we will only describe the data-based estimates (see Agresti, 2013, chap. 16), which are the only relevant estimates in this case.

In all that follows, let $T_{g(i)}\left(T_{o(j)}\right)$ be the sum of the $i^{\text {th }}\left(j^{t h}\right)$ row (column) of table $T$. We also "vectorize" the table $T$ so that it transforms from a matrix in $\mathbb{R}^{G \times O}$ to a vector in $\mathbb{R}^{v}$ where $v=G \cdot O$. We use the notation $T(i)$ to refer to the $i^{\text {th }}$ position in this vectorized form of $T$. Specifically, we vectorize by row. So, $T(1)$ corresponds to the first row, first column element of the original table; $T(2)$ corresponds to the first row, second column element of the original table; etc. We indicate
with $\pi_{T(i)}$ the $T(i)^{t h}$ proportion in the original table. That is, if $\Sigma T$ is the total number of individual in the sample table $T$, then $\pi_{T(i)}=\frac{T(i)}{\Sigma T}$.

## A.1. Variance-Covariance Matrices, $\Omega$ and Sample Size

The variance-covariance matrix $\Omega$ can be derived by considering the independence assumptions of the sampling schema. Here we consider the general case for any number of different groups $G$. The case of $G=2$ - used in the simulations - is a special case of the following equations.

For the simple random sample used in the main text:

$$
\Omega=\left[\begin{array}{ccccc}
\pi_{T(1)}\left(1-\pi_{T(1)}\right) & -\pi_{T(1)} \pi_{T(2)} & -\pi_{T(1)} \pi_{T(3)} & \cdots & -\pi_{T(1)} \pi_{T(O \cdot G)}  \tag{A2}\\
-\pi_{T(1)} \pi_{T(2)} & \pi_{T(1)}\left(1-\pi_{T(1)}\right) & -\pi_{T(1)} \pi_{T(2)} & \cdots & -\pi_{T(2)} \pi_{T(O \cdot G)} \\
\vdots & & \ddots & & \vdots \\
-\pi_{T(1)} \pi_{T(O \cdot G)} & -\pi_{T(2)} \pi_{T(O \cdot G)} & \cdots & & -\pi_{T(O \cdot G)}\left(1-\pi_{T(O \cdot G)}\right)
\end{array}\right]
$$

In this case, the $N$ matrix is an appropriately-sized diagonal matrix in the form:

$$
N=\left[\begin{array}{cccc}
\frac{1}{N} & 0 & \cdots & 0  \tag{A3}\\
0 & \frac{1}{N} & \cdots & 0 \\
\vdots & & \ddots & \vdots \\
0 & 0 & \cdots & \frac{1}{N}
\end{array}\right]
$$

## A.2. Derivative Vectors, $\vec{\lambda}$

The vector $\vec{\lambda}$ depends both on the sampling schema and the segregation index. Unlike the previous paragraph, here we will focus on the $G=2$ special case.

We provide the derivative for the Theil index and its non-normalized version, the mutual information index (Mora and Ruiz-Castillo, 2011) - which we will indicate with MI - see equation
(A15). Providing both expression is convenient. First, the derivative of the mutual information index is used in the expression of the derivative of the Theil index. Second, the derivative vectors of the mutual information index can be used to produce inference on this index, which some scholars prefer (Frankel and Volij, 2011; Mora and Ruiz-Castillo, 2011).

For simple random sampling, the derivatives are taken with respect to all possible table proportion, $\pi_{T(i)}$. In the equations below, let $q$ be the group (row) of $\pi_{T(i)}$ - for example, $q=1$ if $\pi_{T(i)}$ is from the first group (row) of $T$; let $r$ be the occupation (column) of $\pi_{T(i)}$ - for example, $r=3$ if $\pi_{T(i)}$ is in the third occupation (column) of $T$. Since we only deal with with two groups (rows) in the following equations, we will also use $\not q$ to indicate the row to which $\pi_{T(i)}$ does not belong.

The $\vec{\lambda}$ vector for the D , mutual information, and Theil indices

$$
\begin{align*}
\frac{\partial D(T)}{\partial \pi_{T(i)}}= & \frac{1}{2} \frac{1}{\pi_{g(q)}}\left[(-1)^{q+1} \operatorname{sgn}\left(\pi_{o(r) \mid g(q)}-\pi_{o(r) \mid g(q)}\right)\right. \\
& \left.+(-1)^{q} \sum_{j=1}^{o} \pi_{o(j) \mid g(q)} \operatorname{sgn}\left(\pi_{o(j) \mid g(1)}-\pi_{o(j) \mid g(2)}\right)\right]  \tag{A4}\\
\frac{\partial M I(T)}{\partial \pi_{T(i)}}= & \log \left(\frac{\pi_{T(i)}}{\pi_{o(r)} \pi_{g(q)}}\right)-1  \tag{A5}\\
\frac{\partial T h(T)}{\partial \pi_{T(i)}}= & \frac{1}{H\left(\pi_{G}\right)}\left[\left(\log \pi_{g(q)}+1\right) \cdot T h(T)+\frac{\partial M I(T)}{\partial \pi_{T(i)}}\right] \tag{A6}
\end{align*}
$$

where $\operatorname{sgn}(x)$ is the sign function, which is 1 when $x$ is positive, -1 when $x$ is negative and 0 when $x=0 ; H\left(\pi_{G}\right)$ is the entropy function defined in equation (1.3). Equation (A4) coincides with Equations (4a) and (4b) in Ransom (2000)

## B. Gibbs Sampler for the DP(C) and C-DP(C) Method

In this Appendix, we document the Gibbs sampler for the Dirichlet Process Mixture Model used both in the $\mathrm{DP}(\mathrm{C})$ and the C-DP(C) methods. In general, we will follow Algorithm 2 by Neal (2000) for the clustering part, adapting it to our specific mixture model. Notice that we are drawing upon the conjugacy of the beta-binomial model.

The hyper-parameters $C, \alpha_{0}$ and $\beta_{0}$ are positive known scalar. Let the Markov state be represented as

1: A vector $\vec{c}$, where $c(i)$ is the cluster assigned to the $i^{t h}$ occupation. The length of this vector is fixed at $O$.

2: A vector $\vec{\Phi}$, where $\Phi_{j}$ is the minority/majority proportion associated with each cluster. This vector has a variable length, since the number of clusters may change from one iteration of the loop to the next. In general, $\vec{\Phi}$ will have length from 1 to $O$.

3: A vector $\vec{\Pi}$ where $\Pi_{i}=\Phi_{c(i)}$. That is, $\vec{\Pi}$ maps each occupation with the proportion in its cluster. This vector has fixed length equal to $O$. Quite clearly, $\vec{\Pi}$ does not add any new information to $\vec{c}$ and $\vec{\Phi}$, but it is notationally convenient to single out this vector.

We use the following notation: $O\left(k_{-i}\right)$ is the number of occupations in cluster $k$ excluding the $i^{\text {th }}$ occupation from consideration, $K$ is the number of clusters containing at least one occupations (notice $K$ may change across iterations), $K(-i)$ is the number of clusters containing at least one occupation not considering the $i^{t h}$ occupation (also changing during iterations), $G(k)$ is the total number of individuals belonging to group 1 among the occupations in cluster $k$, similarly $N(k)$ is the total number of individuals among the occupations in cluster $k . T_{\sum, j}$ is the $j^{t h}$ element of the row-sum of $T$; that is, $T_{\Sigma, j}=\sum_{i=1}^{G} T_{i, j}$. For convenience, we assume that clusters are labelled
with integers starting from 1 to $K$ with no gaps between them - they can be re-labelled after each iteration to enforce this is true.

We will calculate the posterior for an arbitrary function of $m$ independent segregation indices, $f\left(S\left(\tau_{1}\right) \ldots S\left(\tau_{m}\right)\right)$, with $m \geq 1$. For each environment $\tau_{[r]}$, with $r=1 \ldots m$, we observe an independent sample $T_{[r]}$ from the environment. Each environment will have its own parameters and Markov chain. One may also assign different hyper-parameters to the different environments, but we do not consider this possibility here. We will change notation accordingly to indicate which environment we are referring to. For example, $O_{r}$ indicates the number of occupations in the $r^{\text {th }}$ environment.

I: For each occupation $i=1 \ldots O_{r}$, assign the occupation to a cluster based on the following probability:

$$
P\left(c(i)=k \mid \vec{c}_{r}, \vec{\Phi}_{r}, \vec{\Pi}_{r}\right) \propto \begin{cases}\frac{O\left(k_{-i}\right)}{O_{r}-1+C} \cdot d \operatorname{Bin}\left(T_{1, i,[r]} ; \Phi_{k,[r]}, T_{\sum, i,[r]}\right) & \text { for } k \leq K_{r}(-i)  \tag{A7}\\ \frac{C}{O_{r}-1+C} \cdot d \operatorname{BBin}\left(T_{1, i,[r]} ; \alpha_{0}, \beta_{0}, T_{\sum, i,[r]}\right) & \text { for } k=K_{r}(-i)+1\end{cases}
$$

where $d \operatorname{Bin}\left(T_{1, i,[r]} ; \Phi_{k,[r]}, T_{\sum, i,[r]}\right)\left[\operatorname{dBBin}\left(T_{1, i,[r]} ; \alpha_{0}, \beta_{0}, T_{\sum, i,[r]}\right)\right]$ is the probability (density) distribution of the binomial (beta-binomial) distribution at $T_{1, i}$ with parameters $P=$ $\Phi_{k,[r]}, n=T_{\sum, i,[r]}\left(\alpha=\alpha_{0}, \beta=\beta_{0}, n=T_{\sum, i,[r]}\right)$. If the occupation is assigned to a new cluster, immediately draw a proportion from the posterior, as described in the next passage. Otherwise, continue with the assignment loop.

II: For each cluster, $j=1 \ldots K$ draw a proportion from the posterior distribution:

$$
\begin{equation*}
\phi_{k, r} \mid \vec{c}_{r}, \vec{\Phi}_{r}, \vec{\Pi}_{r} \sim \operatorname{Beta}\left(\alpha_{0}+G_{r}(k), \beta_{0}+N_{r}(k)-G_{r}(k)\right) \tag{A8}
\end{equation*}
$$

III: Build a variate from the posterior environment $\tau_{r}^{*}$. In this variate, the $i^{t h}$ occupation column is represented as $\pi_{o(i)} \cdot\left[\Pi_{c(i), r},\left(1-\Pi_{c(i), r}\right)\right]$.
IV: For each occupation $i=1 \ldots O$, sample $T_{1, i,[r]}^{*}$ and $T_{2, i,[r]}^{*}$ as:

$$
\begin{align*}
& T_{1, i,[r]}^{*} \mid \vec{c}_{r}, \vec{\Phi}_{r}, \vec{\Pi}_{r} \sim \operatorname{Bin}\left(\Pi_{c(i), r}, T_{\sum, i,[r]}\right)  \tag{A9}\\
& T_{2, i,[r]}^{*}=T_{\sum, i,[r]}-T_{1, i,[r]}^{*} \tag{A10}
\end{align*}
$$

$\mathbf{V}$ : Build a new sample table $T_{r}^{*}$ by assembling the columns $T_{, i,[r]}^{*}=\left[T_{1, i,[r]}^{*}, T_{2, i,[r]}^{*}\right]$ in one marix.
After these passages are complete for all $m$ environments:
VI: Calculate a variate from the posterior of $f\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(\tau_{m}\right)\right)$ :

$$
\begin{equation*}
f\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(\tau_{m}\right)\right) \mid \vec{c}_{1}, \vec{\Phi}_{1}, \vec{\Pi}_{1} \ldots \vec{c}_{m}, \vec{\Phi}_{m}, \vec{\Pi}_{m}=f\left(S\left(\tau_{1}^{*}\right), S\left(\tau_{2}^{*}\right) \ldots S\left(\tau_{m}^{*}\right)\right) \tag{A11}
\end{equation*}
$$

VII: Calculate a variate from the posterior of $f\left(S\left(T_{1}\right), S\left(T_{2}\right) \ldots S\left(T_{m}\right)\right)$ :

$$
\begin{equation*}
f\left(S\left(T_{1}\right), S\left(T_{2}\right) \ldots S\left(T_{m}\right)\right) \mid \vec{c}_{1}, \vec{\Phi}_{1}, \vec{\Pi}_{1} \ldots \vec{c}_{m}, \vec{\Phi}_{m}, \vec{\Pi}_{m}=f\left(S\left(T_{1}^{*}\right), S\left(T_{2}^{*}\right) \ldots S\left(T_{m}^{*}\right)\right) \tag{A12}
\end{equation*}
$$

This iteration can be repeated $B$ times to produce $B$ samples from the posterior distributions of $f\left(S\left(T_{1}\right), S\left(T_{2}\right) \ldots S\left(T_{m}\right)\right)$ and $f\left(S\left(\tau_{1}\right), S\left(\tau_{2}\right) \ldots S\left(\tau_{m}\right)\right)$. Notice that this sampling procedure can be used to produce inference for the value of a segregation index in one environment; in that case, $m=1$ and $f\left(S\left(\tau_{1}\right)\right)$ is simply the identity function. As is always the case, the sampler needs time to mix and start sampling from the posterior distribution of interest. In the experiment of section 1.6, we generally fix this time by taking extra 500 burn-in samples at the beginning. In applied cases, the user can utilize any of the available tests for convergence (Gelman and Rubin, 1992; Vehtari et al., 2021). Finally, the sampler above does not focus on the clustering structure of the
data as a final product. While the clustering structure is certainly used in the estimation, inferring clusters is not the real goal of this sampler. Therefore, this procedure does not suffer from the label-switching problems afflicting the use of mixture models for clustering (Stephens, 2000).

## C. The Influence of the $C$ Parameter

The results from the Monte Carlo simulations in section 1.6 and section 1.7 show that the Bayesian estimators generally perform better than the others, especially in those small-sample situations where it is most critical to have an alternative to the plug-in estimator. However, the Bayesian techniques depend on the choice of a hyper-parameter, $C$ : we may have been particularly lucky in getting a $C$ value that was particularly convenient for the tests we performed. In fact, if the performances of the Bayesian techniques are very sensitive to the choice of a good $C$ parameter, the Bayesian techniques may actually perform worst than the alternatives besides a short interval of the parameter's value. Therefore, it is important to assess the influence of the $C$ parameter on the inferential performances of the $\mathrm{DP}(\mathrm{C})$ and $\mathrm{C}-\mathrm{DP}(\mathrm{C})$. For this purpose, we replicated the tests of section 1.6 and section 1.7 with two further values for $C, C=0.5$ and $C=2$.

To set expectation, notice that equation (A7) shows specifically how $C$ influences the final inferential results. In general, a lower value of $C$ will result in fewer clusters, which in turn should result in a reduced estimate of a segregation index. That is, the estimated segregation monotonically decreases with $C$. For this reasons, we expect the performance metrics (e.g. RMSE or coverage) of $\mathrm{DP}(\mathrm{C})$ and $\mathrm{C}-\mathrm{DP}(\mathrm{C})$ to generally be convex in $C$. In other words, there must be one optimal amount of correction given the sample strategy and population characteristics: a reasonable performance metrics will get monotonically worst as we get farther away from that optimal value. In addition, the influence of $C$ should decrease as the the sample size augments. In fact, $C$ becomes irrelevant when the sample sizes grows to infinity. Finally, DP(C) will be more sensible to $C$ than C-DP(C). Consider equation (1.22). The value of $C$ will influence both the $S\left(T_{j}^{*}\right)$ and $S\left(\tau^{*}\right)$ terms in the equation, but the influence will conceivably be in the same direction. Therefore,
any change in $S\left(T_{j}^{*}\right)$ will be partially compensated by the change in $S\left(\tau^{*}\right)$ and vice versa. On the contrary, the $\mathrm{DP}(\mathrm{C})$ will be fully influenced by any change in $S\left(\tau^{*}\right)$.

Tables .7 to .10 show the results of these Monte Carlo tests. In practice, the tables mostly confirm the expectation. The influence of $C$ diminishes substantially as soon as we leave the small-sample regime. In small samples, the influence of $C$ is still not so great as to change any of the conclusions from the main text: the Bayesian estimators are substantially more reliable than the others for $C$ in the interval from 0.5 to 2 . Moreover, changes in the $C$ parameter do not appear to produce estimators that dominate the default estimators used in the main text - i.e. $\operatorname{DP}(1)$ and C-DP(1). That is to say, a value of $C$ is more or less convenient depending on the underlying segregation of an environment, which is not something we can address in actual samples. This indicates that there is no always-best choice for $C$ in the range tested - even if, to be precise, there are few bigger samples where a different choice of $C$ would actually produce a dominant estimator for the D index (see Table .7). For both $\mathrm{DP}(\mathrm{C})$ and $\mathrm{C}-\mathrm{DP}(\mathrm{C})$, the D index appears more sensible to the influence of $C$. As for the Theil index, both estimators appear to be quite robust to the choice of $C$. Finally, we anticipated that the C-DP(C) estimator will be less responsive to $C$ than $\mathrm{DP}(\mathrm{C})$. This is correct: for both indices, the $\mathrm{C}-\mathrm{DP}(\mathrm{C})$ estimator shows little sensitivity as soon as we leave the smallest sample size considered in the experiments. For the Theil index in particular, different values of $C$ barely influence the C-DP(C) estimator, even in the smallest sample.

We conclude that both $\mathrm{DP}(\mathrm{C})$ and $\mathrm{C}-\mathrm{DP}(\mathrm{C})$ appear robust to the influence of $C$, with the C $\mathrm{DP}(\mathrm{C})$ appearing especially robust. Given that C-DP(C) usually shows better or similar performances with respect to the $\mathrm{DP}(\mathrm{C})$ estimator, its greater robustness to $C$ is possibly a good reason to prefer it over $\mathrm{DP}(\mathrm{C})$.

The results of this section are certainly re-assuring, but they do not provide any definitive answer about how to set $C$. It is clear that we can chooses values of $C$ that will produce very bad

| Method | Bias |  |  |  | RMSE |  |  |  | Confidence Interval |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Median | Range | $\geq$ | Mean | Median | Range | $\geq$ | Mean | Median | Range | $\geq$ |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| C-DP(0.5) | -0.005 | -0.019 | -0.066-0.089 |  | 0.103 | 0.095 | 0.066-0.145 |  | 0.941 | 0.918 | 0.912-0.986 |  |
| C-DP(1) | 0.023 | -0.015 | -0.031-0.142 |  | 0.104 | 0.099 | 0.063-0.165 |  | 0.929 | 0.924 | 0.862-0.974 |  |
| C-DP(2) | 0.051 | 0.004 | -0.016-0.197 |  | 0.112 | 0.097 | 0.059-0.212 |  | 0.877 | 0.926 | 0.626-0.956 |  |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| C-DP(0.5) | -0.010 | -0.002 | -0.044-0.015 |  | 0.056 | 0.054 | 0.033-0.085 |  | 0.902 | 0.912 | 0.824-0.960 |  |
| C-DP(1) | -0.003 | -0.002 | -0.031-0.037 |  | 0.054 | 0.057 | 0.033-0.073 |  | 0.908 | 0.908 | 0.866-0.952 |  |
| C-DP(2) | 0.005 | -0.002 | -0.016-0.060 |  | 0.053 | 0.055 | 0.033-0.077 |  | 0.897 | 0.908 | 0.826-0.934 |  |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.3$ |  |  |  |  |  |  |  |
| C-DP(0.5) | -0.009 | -0.001 | -0.034-0.007 |  | 0.050 | 0.047 | 0.031-0.074 |  | 0.884 | 0.884 | 0.838-0.962 |  |
| C-DP(1) | -0.004 | -0.002 | -0.025-0.024 |  | 0.048 | 0.053 | 0.031-0.065 |  | 0.888 | 0.892 | 0.854-0.920 |  |
| C-DP(2) | 0.002 | -0.001 | -0.016-0.044 |  | 0.047 | 0.051 | 0.031-0.063 |  | 0.882 | 0.886 | 0.844-0.910 |  |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| C-DP(0.5) | -0.009 | -0.003 | -0.042-0.025 |  | 0.060 | 0.063 | 0.037-0.090 |  | 0.909 | 0.914 | 0.838-0.956 |  |
| C-DP(1) | 0.000 | -0.002 | -0.025-0.049 |  | 0.058 | 0.060 | 0.036-0.077 |  | 0.906 | 0.904 | 0.874-0.944 |  |
| C-DP(2) | 0.009 | -0.002 | -0.015-0.074 |  | 0.058 | 0.060 | 0.036-0.092 |  | 0.887 | 0.902 | 0.764-0.934 |  |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| C-DP(0.5) | -0.006 | -0.001 | -0.029-0.003 |  | 0.033 | 0.033 | 0.019-0.052 |  | 0.894 | 0.904 | 0.806-0.950 |  |
| C-DP(1) | -0.004 | 0.000 | -0.021-0.003 |  | 0.031 | 0.033 | 0.019-0.044 |  | 0.899 | 0.902 | 0.848-0.944 |  |
| C-DP(2) | -0.001 | 0.000 | -0.012-0.015 |  | 0.030 | 0.032 | 0.019-0.039 |  | 0.905 | 0.902 | 0.870-0.942 |  |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.3$ |  |  |  |  |  |  |  |
| C-DP(0.5) | -0.006 | -0.001 | -0.024-0.000 |  | 0.029 | 0.028 | 0.017-0.046 |  | 0.892 | 0.904 | 0.804-0.926 |  |
| C-DP(1) | -0.004 | -0.002 | -0.019-0.000 |  | 0.027 | 0.028 | 0.017-0.040 |  | 0.902 | 0.910 | 0.836-0.944 |  |
| C-DP(2) | -0.002 | -0.001 | -0.012-0.008 |  | 0.026 | 0.028 | 0.017-0.034 | 1 | 0.904 | 0.906 | 0.874-0.944 |  |
|  |  |  |  |  | $\mathrm{N}=2,500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| C-DP(0.5) | -0.008 | -0.001 | -0.031-0.008 |  | 0.047 | 0.046 | 0.027-0.071 |  | 0.907 | 0.910 | 0.840-0.962 |  |
| C-DP(1) | -0.003 | -0.001 | -0.024-0.025 |  | 0.045 | 0.050 | 0.027-0.063 |  | 0.911 | 0.916 | 0.872-0.936 |  |
| C-DP(2) | 0.003 | -0.001 | -0.016-0.043 |  | 0.044 | 0.045 | 0.026-0.061 |  | 0.902 | 0.914 | 0.850-0.946 |  |
|  |  |  |  |  | $\mathrm{N}=2,500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| C-DP(0.5) | -0.005 | -0.001 | -0.018-0.002 |  | 0.025 | 0.025 | 0.015-0.040 |  | 0.900 | 0.918 | 0.826-0.924 |  |
| C-DP(1) | -0.003 | -0.003 | -0.015-0.002 |  | 0.024 | 0.025 | 0.015-0.036 |  | 0.909 | 0.918 | 0.850-0.932 |  |
| C-DP(2) | -0.001 | 0.000 | -0.011-0.006 |  | 0.023 | 0.024 | 0.015-0.031 | 1 | 0.914 | 0.918 | 0.878-0.932 |  |
|  |  |  |  |  |  | $\mathrm{N}=2,5$ | , $\mathrm{P}=0.3$ |  |  |  |  |  |
| C-DP(0.5) | -0.003 | 0.000 | -0.013-0.001 |  | 0.022 | 0.022 | 0.013-0.032 |  | 0.901 | 0.918 | 0.844-0.920 |  |
| C-DP(1) | -0.002 | 0.000 | -0.008-0.001 |  | 0.021 | 0.021 | 0.013-0.029 |  | 0.911 | 0.914 | 0.860-0.938 |  |
| C-DP(2) | -0.001 | 0.000 | -0.006-0.003 |  | 0.020 | 0.021 | 0.013-0.026 | 1 | 0.912 | 0.912 | 0.866-0.948 |  |

Table .7. Monte Carlo comparison of different concentration values of the C-DP(C) method applied to the D index. The $\geq$ signals whether an estimator dominates C-DP(1) in a simulation setting. Bolded values represent the best metric in each situation; estimators have their ranges bolded when they have the best metrics from a min-max perspective.

| Method | Bias |  |  |  | RMSE |  |  |  | Confidence Interval |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Median | Range | $\geq$ | Mean | Median | Range | $\geq$ | Mean | Median | Range | $\geq$ |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| $\mathrm{DP}(0.5)$ | -0.004 | -0.028 | -0.071-0.108 |  | 0.098 | 0.090 | 0.068-0.138 |  | 0.964 | 0.966 | 0.910-0.992 |  |
| DP(1) | 0.027 | -0.025 | -0.031-0.168 |  | 0.103 | 0.085 | 0.066-0.179 |  | 0.959 | 0.968 | 0.888-0.984 |  |
| DP(2) | 0.058 | 0.013 | -0.039-0.229 |  | 0.116 | 0.082 | 0.064-0.236 |  | 0.847 | 0.970 | 0.280-0.984 |  |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| $\mathrm{DP}(0.5)$ | -0.008 | -0.009 | -0.043-0.037 |  | 0.052 | 0.048 | 0.033-0.079 |  | 0.953 | 0.954 | 0.896-0.998 |  |
| DP(1) | 0.005 | -0.006 | -0.018-0.069 |  | 0.052 | 0.047 | 0.033-0.078 |  | 0.958 | 0.958 | 0.936-0.988 |  |
| DP(2) | 0.020 | -0.006 | $-0.015-0.106$ |  | 0.057 | 0.050 | 0.033-0.111 |  | 0.909 | 0.956 | 0.638-0.974 |  |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.3$ |  |  |  |  |  |  |  |
| DP(0.5) | -0.009 | -0.007 | -0.037-0.025 |  | 0.047 | 0.042 | 0.031-0.071 |  | 0.947 | 0.946 | 0.902-0.992 |  |
| DP(1) | 0.002 | -0.008 | -0.019-0.053 |  | 0.046 | 0.043 | 0.031-0.063 |  | 0.950 | 0.948 | 0.930-0.984 |  |
| DP(2) | 0.014 | -0.003 | -0.011-0.086 |  | 0.049 | 0.045 | 0.031-0.091 |  | 0.919 | 0.950 | 0.712-0.986 |  |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| DP(0.5) | -0.007 | -0.009 | -0.040-0.045 |  | 0.056 | 0.050 | 0.036-0.082 |  | 0.949 | 0.950 | 0.882-0.988 |  |
| DP(1) | 0.008 | -0.008 | -0.016-0.080 |  | 0.056 | 0.053 | 0.035-0.089 |  | 0.954 | 0.956 | 0.926-0.986 |  |
| DP(2) | 0.024 | -0.005 | -0.012-0.119 |  | 0.062 | 0.055 | 0.035-0.125 |  | 0.889 | 0.956 | 0.518-0.966 |  |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| $\mathrm{DP}(0.5)$ | -0.006 | -0.001 | -0.029-0.001 |  | 0.031 | 0.026 | 0.018-0.048 |  | 0.937 | 0.930 | 0.884-0.990 |  |
| DP(1) | 0.000 | -0.001 | -0.013-0.020 |  | 0.030 | 0.032 | 0.018-0.041 |  | 0.951 | 0.948 | 0.930-0.982 |  |
| DP(2) | 0.007 | 0.000 | -0.004-0.042 |  | 0.030 | 0.030 | 0.018-0.048 |  | 0.943 | 0.944 | 0.906-0.974 |  |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.3$ |  |  |  |  |  |  |  |
| DP(0.5) | -0.006 | -0.003 | -0.026--0.001 |  | 0.027 | 0.023 | 0.017-0.045 |  | 0.937 | 0.934 | 0.856-0.996 |  |
| DP(1) | -0.001 | -0.002 | -0.014-0.012 |  | 0.026 | 0.024 | 0.016-0.035 |  | 0.947 | 0.940 | 0.928-0.990 |  |
| DP(2) | 0.004 | 0.001 | -0.003-0.031 |  | 0.026 | 0.027 | 0.016-0.037 |  | 0.945 | 0.938 | 0.930-0.980 |  |
|  |  |  |  |  | $\mathrm{N}=2,500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| DP(0.5) | -0.007 | -0.004 | -0.033-0.024 |  | 0.043 | 0.041 | 0.026-0.069 |  | 0.948 | 0.948 | 0.894-0.982 |  |
| DP(1) | 0.003 | -0.004 | -0.018-0.050 |  | 0.042 | 0.039 | 0.026-0.060 |  | 0.956 | 0.954 | 0.940-0.990 |  |
| DP(2) | 0.015 | 0.001 | -0.007-0.081 |  | 0.045 | 0.044 | 0.026-0.086 |  | 0.919 | 0.954 | 0.700-0.966 |  |
|  |  |  |  |  | $\mathrm{N}=2,500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| DP(0.5) | -0.005 | -0.002 | -0.020-0.002 |  | 0.024 | 0.023 | 0.014-0.040 |  | 0.942 | 0.942 | 0.874-0.990 |  |
| DP(1) | -0.001 | -0.001 | -0.012-0.008 |  | 0.022 | 0.022 | 0.014-0.032 |  | 0.950 | 0.940 | 0.930-0.994 |  |
| DP(2) | 0.004 | 0.002 | -0.001-0.025 |  | 0.022 | 0.023 | 0.014-0.031 |  | 0.949 | 0.946 | 0.934-0.974 |  |
|  |  |  |  |  |  | $\mathrm{N}=2,5$ | , $\mathrm{P}=0.3$ |  |  |  |  |  |
| $\mathrm{DP}(0.5)$ | -0.003 | -0.001 | -0.011-0.001 |  | 0.021 | 0.021 | 0.013-0.032 |  | 0.947 | 0.946 | 0.916-0.982 |  |
| DP(1) | 0.000 | 0.001 | -0.006-0.003 |  | 0.019 | 0.019 | 0.013-0.028 |  | 0.951 | 0.946 | 0.932-0.992 |  |
| DP(2) | 0.004 | 0.001 | -0.002-0.018 |  | 0.019 | 0.021 | 0.013-0.025 |  | 0.948 | 0.942 | 0.932-0.974 |  |

Table .8. Monte Carlo comparison of different concentration values of the DP(C) method applied to the D index. The $\geq$ signals whether an estimator dominates $\mathrm{DP}(1)$ in a simulation setting. Bolded values represent the best metric in each situation; estimators have their ranges bolded when they have the best metrics from a min-max perspective.

| Method | Bias |  |  |  | RMSE |  |  |  | Confidence Interval |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Median | Range | $\geq$ | Mean | Median | Range | $\geq$ | Mean | Median | Range | $\geq$ |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| C-DP(0.5) | 0.003 | -0.003 | -0.012-0.023 |  | 0.056 | 0.058 | 0.036-0.076 |  | 0.933 | 0.914 | 0.880-0.984 |  |
| C-DP(1) | 0.009 | 0.006 | -0.010-0.031 |  | 0.058 | 0.057 | 0.042-0.074 |  | 0.933 | 0.942 | 0.882-0.974 |  |
| C-DP(2) | 0.016 | 0.016 | -0.010-0.042 |  | 0.060 | 0.057 | 0.051-0.072 |  | 0.919 | 0.930 | 0.888-0.940 |  |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| C-DP(0.5) | 0.003 | 0.003 | -0.003-0.007 |  | 0.034 | 0.036 | 0.016-0.047 |  | 0.933 | 0.922 | 0.894-0.984 |  |
| C-DP(1) | 0.004 | 0.004 | -0.002-0.008 |  | 0.034 | 0.037 | 0.017-0.047 |  | 0.938 | 0.922 | 0.902-0.986 |  |
| C-DP(2) | 0.005 | 0.006 | -0.001-0.008 |  | 0.034 | 0.037 | 0.017-0.047 |  | 0.936 | 0.916 | 0.890-0.986 |  |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.3$ |  |  |  |  |  |  |  |
| C-DP(0.5) | 0.002 | 0.002 | 0.000-0.006 | 1 | 0.031 | 0.034 | 0.014-0.044 |  | 0.930 | 0.920 | 0.898-0.984 |  |
| C-DP(1) | 0.003 | 0.003 | 0.001-0.007 |  | 0.032 | 0.034 | 0.014-0.044 |  | 0.928 | 0.928 | 0.894-0.980 |  |
| C-DP(2) | 0.004 | 0.003 | 0.002-0.008 |  | 0.032 | 0.035 | 0.014-0.044 |  | 0.929 | 0.934 | 0.884-0.984 |  |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| C-DP(0.5) | 0.002 | 0.001 | -0.002-0.007 |  | 0.030 | 0.029 | 0.015-0.043 |  | 0.935 | 0.930 | 0.892-0.974 |  |
| C-DP(1) | 0.003 | 0.003 | 0.000-0.008 |  | 0.030 | 0.029 | 0.016-0.043 |  | 0.935 | 0.926 | 0.898-0.976 |  |
| C-DP(2) | 0.005 | 0.005 | 0.000-0.010 |  | 0.030 | 0.029 | 0.017-0.043 |  | 0.939 | 0.932 | 0.900-0.976 |  |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| C-DP(0.5) | 0.001 | 0.001 | 0.000-0.002 |  | 0.018 | 0.019 | 0.006-0.028 |  | 0.934 | 0.934 | 0.906-0.976 |  |
| C-DP(1) | 0.001 | 0.001 | 0.000-0.002 |  | 0.018 | 0.019 | 0.006-0.028 |  | 0.937 | 0.936 | 0.908-0.978 |  |
| C-DP(2) | 0.001 | 0.001 | 0.000-0.002 |  | 0.018 | 0.019 | 0.006-0.028 |  | 0.938 | 0.930 | 0.902-0.986 |  |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.3$ |  |  |  |  |  |  |  |
| C-DP(0.5) | 0.000 | 0.000 | -0.001-0.002 |  | 0.016 | 0.017 | 0.005-0.025 |  | 0.937 | 0.934 | 0.918-0.968 |  |
| C-DP(1) | 0.000 | 0.000 | -0.001-0.002 |  | 0.016 | 0.017 | 0.005-0.025 |  | 0.939 | 0.938 | 0.914-0.978 |  |
| C-DP(2) | 0.000 | 0.000 | -0.001-0.002 |  | 0.016 | 0.017 | 0.005-0.025 |  | 0.942 | 0.936 | 0.914-0.978 |  |
|  |  |  |  |  | $\mathrm{N}=2,500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| C-DP(0.5) | 0.001 | 0.001 | -0.002-0.004 |  | 0.022 | 0.022 | 0.009-0.033 |  | 0.940 | 0.930 | 0.918-0.980 |  |
| C-DP(1) | 0.002 | 0.001 | -0.001-0.004 |  | 0.022 | 0.022 | 0.009-0.033 |  | 0.943 | 0.932 | 0.918-0.978 |  |
| C-DP(2) | 0.003 | 0.002 | 0.000-0.005 |  | 0.022 | 0.022 | 0.010-0.032 |  | 0.943 | 0.930 | 0.918-0.980 |  |
|  |  |  |  |  | $\mathrm{N}=2,500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| C-DP(0.5) | 0.000 | 0.000 | -0.002-0.002 |  | 0.013 | 0.014 | 0.004-0.021 |  | 0.939 | 0.934 | 0.918-0.966 |  |
| C-DP(1) | 0.000 | 0.000 | -0.002-0.003 |  | 0.013 | 0.014 | 0.004-0.021 |  | 0.943 | 0.940 | 0.918-0.976 |  |
| C-DP(2) | 0.001 | 0.000 | -0.002-0.003 |  | 0.013 | 0.014 | 0.004-0.021 |  | 0.943 | 0.942 | 0.906-0.982 |  |
|  |  |  |  |  |  | $\mathrm{N}=2,5$ | , $\mathrm{P}=0.3$ |  |  |  |  |  |
| C-DP(0.5) | 0.000 | 0.000 | -0.002-0.002 |  | 0.012 | 0.013 | 0.003-0.019 |  | 0.945 | 0.944 | 0.932-0.968 |  |
| C-DP(1) | 0.000 | 0.000 | -0.002-0.002 |  | 0.012 | 0.013 | 0.003-0.019 |  | 0.947 | 0.942 | 0.924-0.976 |  |
| C-DP(2) | 0.000 | 0.000 | -0.002-0.002 |  | 0.012 | 0.013 | 0.003-0.019 |  | 0.947 | 0.944 | 0.922-0.984 |  |

Table .9. Monte Carlo comparison of different concentration values of the C-DP(C) method applied to the Theil index. The $\geq$ signals whether an estimator dominates C-DP(1) in a simulation setting. Bolded values represent the best metric in each situation; estimators have their ranges bolded when they have the best metrics from a min-max perspective.

| Method | Bias |  |  |  | RMSE |  |  |  | Confidence Interval |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Median | Range | $\geq$ | Mean | Median | Range | $\geq$ | Mean | Median | Range | $\geq$ |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| DP(0.5) | 0.006 | 0.001 | -0.025-0.038 |  | 0.056 | 0.053 | 0.039-0.075 |  | 0.962 | 0.952 | 0.928-0.990 |  |
| DP(1) | 0.019 | 0.020 | -0.023-0.057 |  | 0.061 | 0.062 | 0.053-0.072 |  | 0.952 | 0.960 | 0.926-0.962 |  |
| DP(2) | 0.034 | 0.040 | -0.025-0.080 |  | 0.069 | 0.069 | 0.060-0.084 |  | 0.804 | 0.944 | 0.286-0.972 |  |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| DP(0.5) | 0.003 | 0.004 | -0.016-0.018 |  | 0.034 | 0.035 | 0.021-0.047 |  | 0.953 | 0.948 | 0.934-0.980 |  |
| DP(1) | 0.010 | 0.012 | -0.014-0.027 |  | 0.037 | 0.036 | 0.029-0.046 |  | 0.920 | 0.924 | 0.856-0.956 |  |
| DP(2) | 0.018 | 0.023 | -0.014-0.039 |  | 0.042 | 0.042 | 0.038-0.044 |  | 0.783 | 0.886 | 0.274-0.952 |  |
|  |  |  |  |  | $\mathrm{N}=500, \mathrm{P}=0.3$ |  |  |  |  |  |  |  |
| DP(0.5) | 0.002 | 0.005 | -0.013-0.015 |  | 0.032 | 0.033 | 0.018-0.044 |  | 0.937 | 0.932 | 0.920-0.966 |  |
| DP(1) | 0.008 | 0.012 | -0.011-0.023 |  | 0.034 | 0.035 | 0.024-0.043 |  | 0.910 | 0.930 | 0.808-0.936 |  |
| DP(2) | 0.015 | 0.021 | -0.012-0.033 |  | 0.038 | 0.039 | 0.033-0.042 |  | 0.794 | 0.878 | 0.352-0.934 |  |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| DP(0.5) | 0.003 | 0.002 | -0.006-0.015 |  | 0.030 | 0.028 | 0.017-0.043 |  | 0.953 | 0.944 | 0.938-0.978 |  |
| DP(1) | 0.009 | 0.009 | -0.005-0.023 |  | 0.032 | 0.029 | 0.023-0.042 |  | 0.933 | 0.940 | 0.888-0.960 |  |
| DP(2) | 0.015 | 0.018 | -0.006-0.033 |  | 0.035 | 0.035 | 0.031-0.041 |  | 0.791 | 0.910 | 0.274-0.952 |  |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| DP(0.5) | 0.001 | 0.002 | -0.003-0.005 |  | 0.018 | 0.018 | 0.007-0.028 |  | 0.940 | 0.946 | 0.910-0.966 |  |
| DP(1) | 0.004 | 0.006 | -0.002-0.009 |  | 0.019 | 0.019 | 0.010-0.027 |  | 0.921 | 0.928 | 0.876-0.948 |  |
| DP(2) | 0.008 | 0.010 | -0.001-0.013 |  | 0.021 | 0.021 | 0.014-0.027 |  | 0.857 | 0.898 | 0.596-0.950 |  |
|  |  |  |  |  | $\mathrm{N}=1,500, \mathrm{P}=0.3$ |  |  |  |  |  |  |  |
| DP(0.5) | 0.000 | 0.001 | -0.003-0.004 |  | 0.016 | 0.017 | 0.006-0.024 |  | 0.935 | 0.936 | 0.914-0.968 |  |
| DP(1) | 0.003 | 0.004 | -0.002-0.007 |  | 0.017 | 0.017 | 0.008-0.024 |  | 0.926 | 0.932 | 0.904-0.942 |  |
| DP(2) | 0.006 | 0.009 | -0.002-0.010 |  | 0.018 | 0.019 | 0.011-0.024 |  | 0.873 | 0.908 | 0.654-0.936 |  |
|  |  |  |  |  | $\mathrm{N}=2,500, \mathrm{P}=0.05$ |  |  |  |  |  |  |  |
| DP(0.5) | 0.003 | 0.003 | -0.004-0.009 |  | 0.022 | 0.021 | 0.011-0.033 |  | 0.946 | 0.946 | 0.908-0.972 |  |
| DP(1) | 0.007 | 0.006 | -0.003-0.014 |  | 0.023 | 0.021 | 0.015-0.032 |  | 0.917 | 0.942 | 0.842-0.952 |  |
| DP(2) | 0.011 | 0.012 | -0.004-0.021 |  | 0.026 | 0.023 | 0.021-0.031 |  | 0.814 | 0.918 | 0.392-0.952 |  |
|  |  |  |  |  | $\mathrm{N}=2,500, \mathrm{P}=0.2$ |  |  |  |  |  |  |  |
| DP(0.5) | 0.001 | 0.001 | -0.001-0.003 |  | 0.013 | 0.014 | 0.004-0.021 |  | 0.942 | 0.944 | 0.910-0.972 |  |
| DP(1) | 0.003 | 0.003 | 0.001-0.005 |  | 0.014 | 0.014 | 0.006-0.021 |  | 0.937 | 0.940 | 0.926-0.946 |  |
| DP(2) | 0.005 | 0.006 | 0.001-0.008 |  | 0.015 | 0.015 | 0.008-0.020 |  | 0.880 | 0.912 | 0.664-0.936 |  |
|  |  |  |  |  |  | $\mathrm{N}=2,5$ | , $\mathrm{P}=0.3$ |  |  |  |  |  |
| DP(0.5) | 0.000 | 0.001 | -0.003-0.002 |  | 0.012 | 0.013 | 0.004-0.018 |  | 0.944 | 0.944 | 0.926-0.972 |  |
| DP(1) | 0.002 | 0.003 | -0.001-0.004 |  | 0.013 | 0.014 | 0.005-0.018 |  | 0.937 | 0.938 | 0.918-0.950 |  |
| DP(2) | 0.004 | 0.006 | 0.000-0.006 |  | 0.013 | 0.015 | 0.007-0.019 |  | 0.888 | 0.916 | 0.732-0.948 |  |

Table .10. Monte Carlo comparison of different concentration values of the DP(C) method applied to the Theil index. The $\geq$ signals whether an estimator dominates $\mathrm{DP}(1)$ in a simulation setting. Bolded values represent the best metric in each situation; estimators have their ranges bolded when they have the best metrics from a min-max perspective.
estimates. Banally, for $C=0$, the $\mathrm{DP}(0)$ point estimate will always be 0 , regardless of the data notice that we do not consider this boundary case when we prove consistency. Yet, even in this boundary case, the $\mathrm{C}-\mathrm{DP}(\mathrm{C})$ technique will produce a better estimate than the $\mathrm{DP}(\mathrm{C})$ estimator because it will still change with the data. What we can say for sure is that the influence of $C$ results mild in the previous tests. Moreover, the default value of $C=1$ appears to provide very good results in all tests.

Concluding, further research about the $C$ parameter is warranted. For example, by equation (A7) the actual influence of $C$ depends on the number of units $(O)$ in an environment: as $O$ augments, the same value of $C$ will result in a smaller probability of a new cluster. Perhaps, the best way to choose $C$ would be to calculate it proportionally to $O$ - whatever $O$ may be. Empirically, for fixed values of $T_{, i}, T_{\sum, i}, \alpha_{0}$, and $\beta_{0}$, setting $C=1$ will result in a much higher probability of a new cluster in the artificial data of section 1.6 (where $O=50$ ) than in the Chicago data of section 1.7 (where $O=901$ ). Likely, this means that the tests in the two sections implicitly used quite different settings for the Bayesian techniques, even if the $C$ values were formally identical. Considering that in both sections the Bayesian techniques performed better than the others, this is a further reassurance about the robustness of these techniques. From this perspective, a meaningful diagnostic is the mean probability of being assigned to a new cluster during the Gibbs sampling the second case in equation (A7). This is ultimately the relevant quantity that $C$ influences. How does this probability changes as $C$ changes? If it is quite robust to changes in $C$, Bayesian estimates will not be much influenced by this parameter. However, studying $C$ is not only a way to insure robustness for the Bayesian estimators, but also a potential way to get even better estimates. This is a promising venue for future research to further increases the performances of the Bayesian estimators.

## D. The Statistical Behavior of the Plug-in Estimator

Previous studies (Cortese et al., 1976; Winship, 1977; Carrington and Troske, 1997) have repeatedly observed bias issues with the plug-in estimator of segregation indices, or used its asymptotic normality to build confidence intervals (Ransom, 2000). In this section we generalize previous results about the statistical behavior of the plug-in estimator, expanding empirical observations through theoretical results.

As a highlight, we show that the plug-in estimator is consistent and we provide sufficient conditions for the plug-in estimators of the D , mutual information, Theil and Atkinson indices to be positively biased. These conditions are very mild and should be most often verified in actual applications, with the possible exception of the conditions for the Theil index. This means that the plug-in estimator is most likely upwardly biased for these indices. To the best of our knowledge, these are the the most general results about the plug-in estimators of segregation indices up-to-date.

## D.1. Definition of an Environment, a Sample and a Segregation Index

We start with a statistical definition of an environment whose segregation is to be measured:

Definition D.1. An environment $\tau \in \mathbb{R}_{+}^{G \times O}$ is a matrix such that
1: $\sum_{i=1}^{G} \sum_{j=1}^{O} \tau_{i, j}=1$
2: $O \geq 2$ and $G \geq 2$
3: $\tau_{i, \Sigma}:=\sum_{j=1}^{O} \tau_{i, j}>0$ for $i=1 \ldots G$ and $\tau_{\Sigma, j}:=\sum_{i=1}^{G} \tau_{i, j}>0$ for $j=1 \ldots O$
4: $\tau_{i, j} \geq 0$ for $j=1 \ldots O$ and $i=1 \ldots G$
We indicate with $\mathbb{R}_{\tau}$ the subset of $\mathbb{R}_{+}^{G \times O}$ such $\tau \in \mathbb{R}_{\tau}$ iff $\tau$ satisfies all of the properties above for any $O \geq 2$ and any $G \geq 2$

Notice that we consider only the case where $\tau_{i, j} \geq 0$, in line with Hutchens (1991). We also assume the dimension $G$ and $O$ as fixed and given. This is not a restrictive assumption. When analyzing segregation from a sample, we most often know what groups we will consider and what the occupations (units) are present in the environment. We use $\tau_{i, \Sigma}\left(\tau_{\Sigma, j}\right)$ to indicate the $i^{\text {th }}\left(j^{t h}\right)$ element of the column-sum (row-sum) of $\tau$.

Moreover, notice that we do not consider the case of $\tau$ being a random process, like Rathelot (2012) or D'Haultfouille and Rathelot (2017) do. Considering $\tau$ a constant appears more natural in the context considered here, where the objective is to estimate a population (fixed) value from a sample. On a substantial level, considering $\tau$ a process entails the assumption that the social process we are examining is constant (stationary) over time. This may be plausible when, for example, we examine school segregation. The student distribution we see today is determined by the students' assignment to schools in the last few years: students usually stay in the same educational institution for less than five years. Therefore, we may assume that the process creating school segregation has been stationary in the last five years. However, the same assumption is questionable in other cases. The occupational segregation we observe from nationally representative surveys is the result of the occupational segregation of many cohorts of workers: it is rather unlikely that the process assigning workers to occupation has remained unchanged in the last 30 years (England et al., 2020). Therefore, while the estimation of a fixed quantity from a population is always a concern as long as we have a sample, estimating the parameters of a random process may be the wrong target in some cases. Thus, we consider $\tau$ a constant matrix. As a bonus, this also simplifies (slightly) some of the proofs in Appendix E.

We define two sets of environments that are of interest in the study of segregation indices:

Definition D.2. A matrix $\tau$ is said to be minimally-segregated if $\tau_{i, j}=\tau_{i, \Sigma} \cdot \tau_{\Sigma, j}$ for $i=1 \ldots G$, $j=1 \ldots O$. We indicate the set of minimally-segregated matrices with $\mathbb{R}_{\tau_{0}}$

Definition D.3. A matrix $\tau$ is said to be maximally-segregated if $\tau_{i, j}>0 \Rightarrow \tau_{k, j}=0, k \neq i$ for $i=1 \ldots G, j=1 \ldots O$. We indicate the set of maximally-segregated environments with $\mathbb{R}_{\tau_{1}}$

Simply put, in a minimally-segregated matrix knowing the group to which an individual belongs does not tell us anything about its occupation (unit). On the other hand, in a maximallysegregated matrix, knowing the occupation (unit) of an individual completely reveals her group because no couple of individuals from different groups share the same occupation (unit).

Definition D.4. A consistent sample is a sequence of random variables $T_{1}(\tau), T_{2}(\tau) \ldots T_{N}(\tau)$ with support in $\mathbb{R}_{+}^{G \times O}$ such that:

1: $\sum_{i=1}^{G} \sum_{j=1}^{O} T_{i, j, n}(\tau)=n$ for $n=1 \ldots N$
2: $\tau_{i, j}=0 \Rightarrow T_{i, j, n}(\tau)=0$ for $i=1 \ldots G, j=1 \ldots O, n=1 \ldots N$
3: $\Pi_{n}(\tau):=\frac{T_{n}(\tau)}{n} \xrightarrow{P} \tau$

Property 2. simply states that we cannot sample non-existing individuals.
To simplify notation, we write $T_{n}$ and $\Pi_{n}$ instead of $T_{n}(\tau)$ resp. $\Pi_{n}(\tau)$ when the reference environment is clear from the context. All of the notation introduced in Section 1.2 will still be used to refer to various components of $T_{n}$ and $\Pi_{n}$.

In some of the results below, we focus our attention on a sub-set of consistent samples. We explicitly define them:

Definition D.5. An unbiased sample is a consistent sample such that:
5: $E\left[T_{n}(\tau)\right]=\tau$ for $n=1 \ldots N$

```
Algorithm 1 Row Reduction
    \(R(T)=0\)
    for \(i=1 \ldots G\) do
        if \(T_{i, \Sigma} \neq 0\) then
            if \(R(T)=0\) then
                \(R(T) \leftarrow T_{i}\),
            else
                    Append \(T_{i}\), to \(R(T)\)
            end if
        end if
    end for
    return \(R(T)\)
```

6: $E\left[\Pi_{o(j) \mid g(i)}(\tau)\right]=\frac{\tau_{i, j}}{\tau_{i, \Sigma}}$ for all $i=1 \ldots G, j=1 \ldots O, n=1 \ldots N$

Less formally, a consistent sample is a sampling strategy that eventually converges to the environment being sampled. An unbiased sample further ensures that the sample being drawn is an unbiased sample of the environment for any finite sample size. In particular, the sample in unbiased in the following two senses: the proportion of individuals within each cell of the sample is unbiased; considering only individuals from a specific group, the proportion of individuals in any occupation is unbiased. Most of the sampling schemas used in practice are unbiased (or strive to be) in the sense above. For example, the simple random sampling schema used in the Monte Carlo simulations of sections 1.6 is an unbiased sample.

```
Algorithm 2 Column Reduction
    \(C(T)=0\)
    for \(j=1 \ldots O\) do
        if \(T_{, \Sigma j} \neq 0\) then
            if \(R(T)=0\) then
                \(R(T) \leftarrow T_{, j}\)
            else
                    Append \(T_{, j}\) to \(C(T)\)
            end if
        end if
    end for
    return \(C(T)\)
```

However, we need to be careful here. There is no guarantee that $\Pi_{n}(\tau) \in \mathbb{R}_{\tau}$ because $\Pi_{n}(\tau)$ may not satisfy property 2 . of the definition of an environment. That is, we may only sample one group or one occupation from the population. Banally, if a sample contains one individual, we will never observe more than one group - assuming an individual belongs to one and only one group. This has implication for the behavior of maximally and minimally segregated environment. Notice that an environment cannot be both maximally and minimally segregated by property 3 . of the definition of environment. Yet, outside $\mathbb{R}_{\tau}$, a maximally segregated matrix can also be a minimally segregated matrix - think, for example, of a $2 \times O$ table where the second row only contains 0 s. We need to handle this issue with some care, since we need to define segregation indices for the
different $T_{n}$ that may be observed in real applications. Now, for a matrix $\tau$, let $\tau_{i}$, be its $i^{\text {th }}$ row and $\tau_{, j}$ be its $j^{\text {th }}$ column. We define the following:

Definition D.6. A row reduction is a function $\mathbb{R}_{+}^{G \times O} \rightarrow \mathbb{R}_{+}^{r \times O}, r \leq G$ described in the Row Reduction algorithm

Definition D.7. A column reduction is a function $\mathbb{R}_{+}^{G \times O} \rightarrow \mathbb{R}_{+}^{r \times O}$, with $l \leq O$, described in the Column Reduction algorithm

Definition D.8. A matrix to which the Row Reduction and Column Reduction algorithms have been applied will be referred to as a "reduced matrix". We will indicate such matrix with $\rho\left(T_{n}\right)$. We say that a reduced matrix is "degenerate" if $\rho\left(T_{n}\right) \in \mathbb{R}_{+}^{r \times l}$, with $r=1$ or $l=1$, possibly both. If $\rho\left(T_{n}\right)$ is degenerate, we write $\rho\left(T_{n}\right) \in \mathbb{R}^{D}$

A reduced matrix has no column or row whose sum is zero: in few words, it ignores those rows and columns. Notice an important property of the reduction algorithms above: $\rho(k \cdot T)=k \cdot \rho(T)$ for $k \neq 0$, implying $\rho\left(T_{n}\right)=n \rho\left(\Pi_{n}\right)$. Therefore, $\rho\left(T_{n}\right) \in \mathbb{R}^{D}$ iff $\rho\left(\Pi_{n}\right) \in \mathbb{R}^{D}$.

A reduced table $\rho\left(T_{n}\right)$ is not guaranteed to be in $\mathbb{R}_{\tau}$ since there is no guarantee that it will have at least 2 rows and 2 columns. However, it is quite clear how to define a segregation index on a matrix with only one row or column: there is no possible segregation in such cases. Moreover, notice that by property 3 . of its definition, the probability that a consistent sample draws a degenerate table must diminish for larger samples, since the sample get closer to the (non-degenerate) environment. In other words, we will eventually sample individuals from more than one group and one occupation in an environment with more than one group/occupation.

We are now ready to define a segregation index:

Definition D.9. A segregation index $S(\tau)$ is a function $\mathbb{R}_{+}^{G \times O} \rightarrow \mathbb{R}$ such that:

1: $S(\tau)$ is continuous
2: $m \leq S(\tau) \leq M$ for some $m<M \in \mathbb{R}$
3: $S(\tau)=m$ iff $\tau \in \mathbb{R}_{\tau_{0}}$ or $\rho(\tau) \in \mathbb{R}^{D}$
4: If $S(\tau)=M$ then $\tau \in \mathbb{R}_{\tau_{1}}$
5: $S(k \cdot \tau)=S(\tau), k>0$
6: $S(\rho(\tau))=S(\tau)$ unless $\rho(\tau) \in \mathbb{R}^{D}$

Property 5. implies that it is sufficient to examine what happens in $\mathbb{R}_{\tau}$ to understand the behavior of a segregation index. These properties follow a long-established tradition (Williams, 1948; Jahn et al., 1947; James and Taeuber, 1985; Frankel and Volij, 2011) and, to the best of our knowledge, all popular segregation indices follow this definition. Certainly, the D and Theil indices considered in the main text (as well as the Mutual Information and Atkinson indices, defined below) have the properties in the definition.

## D.2. Consistency and Bias of the Plug-in Estimator

Lemma D.1. The plug-in estimator of a segregation index from a consistent sample, $\hat{S}_{P I}(\tau):=$ $S\left(T_{n}(\tau)\right)$, is consistent in the sense that $\hat{S}_{P I}(\tau) \xrightarrow{P} S(\tau)$

Proof. Since $\Pi_{n} \xrightarrow{P} \tau$, the continuous mapping theorem implies $S\left(\Pi_{n}\right) \xrightarrow{P} S(\tau)$. From property 5 . of the definition of $S(\cdot)$ and property 3 . of the definition of a consistent sample, $S\left(T_{n}\right)=$ $S\left(\Pi_{n}\right)$.

While the consistency of the plug-in estimator is important, in any finite sample the plug-in estimator appears to be biased, as discussed in the main text. For the D, Mutual information indices and Atkinson indices, we will prove results that show that, under very mild conditions
regarding the sampling schema, this is indeed the case. To specify those conditions, we need a technical results about Jensen inequality.

Theorem D.2. Let $X$ be a random variable with support within the convex set $\mathscr{X}$. Let $f(x)$ be a convex function defined on $\mathscr{X}$. If a subset $\mathscr{X}_{\text {s }}$ of $\mathscr{X}$ exists where Jensen inequality applies strictly - that is, $f\left(E\left[X \mid X \in \mathscr{X}_{s}\right]\right)>E\left[f\left(X \mid X \in \mathscr{X}_{s}\right)\right]$ - and $P\left(X \in \mathscr{X}_{s}\right)>0$, then Jensen inequality is strict for $X$ : $f(E[X])<E[f(X)]$

## Proof.

$$
\begin{array}{ll}
f(E[X])= & \text { L.T.E. } \\
f\left(P(X \notin \mathscr{X}) \cdot E\left[X \mid X \notin \mathscr{X}_{s}\right]+P\left(X \in \mathscr{X}_{s}\right) \cdot E\left[X \mid X \in \mathscr{X}_{s}\right]\right) \leq & \text { Convexity of } \mathrm{f}(\mathrm{x}) \\
P\left(X \notin \mathscr{X}_{s}\right) \cdot f\left(E\left[X \mid X \notin \mathscr{X}_{s}\right]\right)+P\left(X \in \mathscr{X}_{s}\right) \cdot f\left(E\left[X \mid X \in \mathscr{X}_{s}\right]\right)< & \text { Hypothesis } \\
P\left(X \notin \mathscr{X}_{s}\right) \cdot f\left(E\left[X \mid X \notin \mathscr{X}_{s}\right]\right)+P\left(X \in \mathscr{X}_{s}\right) \cdot E\left[f(X) \mid X \in \mathscr{X}_{s}\right] \leq & \text { Jensen ineq. } \\
P\left(X \notin \mathscr{X}_{s}\right) \cdot E\left[f(X) \mid X \notin \mathscr{X}_{s}\right]+P\left(X \in \mathscr{X}_{s}\right) \cdot E\left[f(X) \mid X \in \mathscr{X}_{s}\right]= & \text { L.T.E. } \\
E[f(X)] &
\end{array}
$$

L.T.E. is the law of total expectation; "Jensen ineq." stands for Jensen inequality.

When the previous result applies, we will say that "Jensen inequality is anywhere strict" under a certain distribution $X$. Now we can formulate the main theorem of this section:

Theorem D.3. Let $S(\tau)$ be a segregation index in the form $S(\tau)=c+\sum_{j=1}^{O} f_{j}\left(\Pi_{o(i) \mid g(1)}\right.$ $\left.\ldots \Pi_{o(i) \mid g(G)}\right)$, where $c$ is a constant and $f_{j}(\cdot)$ are convex functions for $j=1 \ldots O$. Let $T_{n}(\tau)$ be a
finite sample from an unbiased sampling, with n fixed. If Jensen inequality is anywhere strict for any of the summands $f_{j}\left(\Pi_{o(j) \mid g(1)} \ldots \Pi_{o(i) \mid g(G)}\right)$, then $\hat{S}_{P I}(\tau)$ is positively biased.

Proof. We have to prove $E\left[\hat{S}_{P I}(\tau)\right]>S(\tau)$. This is equivalent to $E\left[S\left(T_{n}\right)\right]>S(\tau)$ by the definition of the plug-in estimator.

Now:

$$
\begin{array}{lr}
E\left[S\left(T_{n}\right)\right]= & \text { Form of } S(T) \\
E\left[c+\sum_{j=1}^{O} f_{j}\left(\Pi_{o(j) \mid g(1)} \ldots \Pi_{o(i) \mid g(G)}\right)\right]= & \text { Linearity } \\
c+\sum_{i=1}^{o} E\left[f_{j}\left(\Pi_{o(j) \mid g(1)} \ldots \Pi_{o(i) \mid g(G)}\right)\right]> & \text { Strict Jensen ineq. } \\
c+\sum_{i=1}^{O} f_{j}\left(E\left[\Pi_{o(j) \mid g(1)} \ldots \Pi_{o(i) \mid g(G)}\right)\right)= & T_{n} \text { is unbiased } \\
S(\tau) &
\end{array}
$$

Corollary D.3.1. Let $S(\tau)$ be a segregation index in the form $S(\tau)=c+\sum_{j=1}^{O} f_{j}\left(\Pi_{o(j) \mid g(1)} \ldots\right.$ $\left.\Pi_{o(j) \mid g(G)}\right)$, where $c$ is a constant and $f_{j}(\cdot)$ is a convex function for $j=1 \ldots O$. Let $T_{n}(\tau)$ be a finite sample from an unbiased sampling, with $n$ fixed. The plug-in estimator of $S(\tau)$ will not be negatively biased

Proof. This immediately follows from the proof of Claim D. 3 once we relax the condition that Jensen inequality is anywhere strict.

Given these results, it is now natural to wonder which segregation indices fit the functional form given in Claim D.3. To prove convexity (and, as a result, that an index fits the desired
functional form) we will use the following technical lemma. This is necessary because we need to demonstrate the convexity of the function $f_{j}\left(\Pi_{o(j) \mid g(1)} \ldots \Pi_{o(j) \mid g(G)}\right)$ in all variables, even when such function only depends on a sub-set of them.

Lemma D.4. Let $f(\cdot)$ be a function $\mathbb{R}^{m+n} \rightarrow \mathbb{R}$ such that $f\left(x_{1}, \ldots, x_{m}, q_{1}, \ldots, q_{n}\right)=$ $f\left(x_{1} \ldots x_{m}, r_{1} \ldots, r_{n}\right)$ for all $q_{1} \ldots q_{n}, r_{1} \ldots r_{n} \in \mathbb{R}$. If $F(\cdot)$ is convex in the first $m$ variables, then it is convex for all variables.

Proof. The Lemma follows from the definition of convexity. Let $\vec{x}_{1}$ and $\vec{x}_{2}$ be two $m \times 1$ vector in $\mathbb{R}^{m}$, let $\vec{q}_{1}$ and $\vec{q}_{2}$ be two $n \times 1$ vectors in $\mathbb{R}^{n}$, and let $t \in(0,1)$. Then, $f\left(t \cdot \vec{x}_{1}+(1-t)\right.$. $\left.\vec{x}_{2}, t \cdot \vec{q}_{1}+(1-t) \cdot \vec{q}_{2}\right)=f\left(t \cdot \vec{x}_{1}+(1-t) \cdot \vec{x}_{2}, \vec{q}_{1}\right) \leq t \cdot f\left(\vec{x}_{1}, \vec{q}_{1}\right)+(1-t) \cdot f\left(\vec{x}_{2}, \vec{q}_{1}\right)=t \cdot f\left(\vec{x}_{1}, \vec{q}_{1}\right)+$ $(1-t) \cdot f\left(\vec{x}_{2}, \vec{q}_{2}\right)$, where the inequality is due to convexity in $\vec{x}$.

As in the main text, we will focus on indices that are evenness-based indices following the taxonomy by Massey and Denton (1988). For this purpose, we will introduce two new indices not considered in the main text, but still relevant according to previous works (see for example Frankel and Volij, 2011; Mora and Ruiz-Castillo, 2011): the Atkinson index and the Mutual Information index.

Definition D.10. The Atkinson index ${ }^{14}$ is

$$
\begin{align*}
& \operatorname{Atk}(\tau)= \\
& 1-\sum_{j=1}^{O}\left(\prod_{i=1}^{G} \Pi_{o(j) \mid g(i)}\right)^{\frac{1}{G}}=  \tag{A13}\\
& 1-\sum_{j=1}^{O} \Pi_{\sum, j}\left(\prod_{i=1}^{G} \frac{\Pi_{g(i) \mid o(j)}}{\Pi_{g(i)}}\right)^{\frac{1}{G}} \tag{A14}
\end{align*}
$$

Definition D.11. The Mutual Information index is

$$
\begin{align*}
& M I(\tau)= \\
& \sum_{i=1}^{G} \Pi_{i, \Sigma}\left(H\left[\Pi_{\Sigma,}\right]-H\left[\frac{\Pi_{i,}}{\Pi_{i, \Sigma}}\right]\right)=  \tag{A15}\\
& \sum_{j=1}^{O} \Pi_{\Sigma, j}\left(H\left[\Pi_{, \Sigma}\right]-H\left[\frac{\Pi_{, j}}{\Pi_{\Sigma, j}}\right]\right)=  \tag{A16}\\
& H\left(\Pi_{, \Sigma}\right) \operatorname{Th}(\tau)
\end{align*}
$$

where the $H(\cdot)$ is the entropy function defined in equation (1.3) of the main text; $\Pi_{, \Sigma}\left(\Pi_{\Sigma},\right)$ is the vector having as its $i^{\text {th }}\left(j^{\text {th }}\right)$ element $\Pi_{\Sigma, i}\left(\Pi_{j, \Sigma}\right)$, and $\Pi_{i,( }\left(\Pi_{, j}\right)$ is simply the $i^{\text {th }}\left(j^{t h}\right)$ row (column) of $\Pi$

Notice that we do not limit our discussion to two groups, but consider the Atkinson and Mutual Information indices as multi-group indices. Given its strict relation with the Mutual Information index, we also consider the Theil index as a multi-group index (Reardon and O'Sullivan, 2004) -

[^42]this is a generalization of the simulations in the main text. We still consider the D index merely a two groups index, since it is not clear how to generalize it to more than two groups.

Lemma D.5. Let $T_{n}(\tau)$ be an unbiased sampling such that Jensen inequality is anywhere strict for $f_{j}(\cdot)=\left|\Pi_{o(j) \mid g(1)}-\Pi_{o(j) \mid g(2)}\right|+0 \cdot \sum_{i=1}^{2} \sum_{k \neq j} \Pi_{o(k) \mid g(i)}$. Then, $\hat{D}_{P I}(\tau)$ is positively biased.

Proof. Consider the function $g_{j}\left(\Pi_{o(j) \mid g(1)}, \Pi_{o(j) \mid g(2)}\right)=\left|\Pi_{o(j) \mid g(1)}-\Pi_{o(j) \mid g(2)}\right|$. All the elements of its Hessian $\mathbf{H}_{g_{j}}$ are zero. Therefore, $\mathbf{H}_{g_{j}}$ is positive semi-definite and $g_{j}$ is convex. By Lemma D. 4 this means that $f_{j}(\cdot)=\left|\Pi_{o(j) \mid g(1)}-\Pi_{o(j) \mid g(2)}\right|+0 \cdot \sum_{i=1}^{2} \sum_{k \neq j} \Pi_{o(k) \mid g(i)}$ is convex.

From here, the D index fits the mold of Claim D. 3 with $c=0, f_{j}(\cdot)=\left|\Pi_{o(j) \mid g(1)}-\Pi_{o(j) \mid g(2)}\right|+$ $0 \cdot \sum_{i=1}^{2} \sum_{k \neq j} \Pi_{o(k) \mid g(i)}$.

Lemma D.6. Let $T_{n}(\tau)$ be an unbiased sample such that $P\left(\operatorname{Atk}\left(T_{n}\right)=\operatorname{Atk}(\tau)\right) \neq 1$, then $\hat{\operatorname{At}} k_{P I}(\tau)$ is positively biased.

Proof. Consider the function, $-f_{j}(\cdot)=\left(\prod_{i=1}^{G} \Pi_{o(j) \mid g(i)}\right)^{\frac{1}{G}}$. For its Hessian, $\mathbf{H}_{f_{j}}$ we have:

$$
\begin{aligned}
& \vec{a}^{T} \mathbf{H}_{f_{j}} \vec{a}= \\
& \frac{1}{\prod_{i=1}^{G}\left(\Pi_{o(j) \mid g(i)}\right)^{2-\frac{1}{G}}} \cdot\left(-(G-1) \sum_{i=1}^{G} a_{i}^{2} \prod_{k \neq i} \Pi_{o(j) \mid g(k)}^{2}\right. \\
& \left.+2 \sum_{i=1}^{G-1} \sum_{k=i+1}^{G} a_{i} a_{k} \Pi_{o(j) \mid g(i)} \Pi_{o(j) \mid g(k)} \prod_{l \neq i, k}\left(\Pi_{o(j) \mid g(l)}\right)^{2}\right)= \\
& \frac{1}{\prod_{i=1}^{G}\left(\Pi_{o(j) \mid g(i)}\right)^{2-\frac{1}{G}}} \cdot\left(-\sum_{i=1}^{G-1} \sum_{k=i+1}^{G} \prod_{l \neq i, k} \Pi_{o(j) \mid g(l)}^{2}\left(a_{i} \Pi_{o(j) \mid g(k)}-a_{k} \Pi_{o(j) \mid g(i)}\right)^{2}\right)<0
\end{aligned}
$$

Notice that the last inequality is strict because at least one $\Pi_{o(j) \mid g(i)}$ will be greater than 0 . Therefore, $-f_{j}\left(\Pi_{o(j) \mid g(G)} \ldots \Pi_{o(j) \mid g(G)}\right)$ is strictly concave in the relevant domain and $f_{j}(\cdot)$ is strictly
convex in the same region. From here, the Atkinson index fits the mold of Claim $D .2$ with $c=1$ and $f_{j}\left(\Pi_{o(j) \mid g(1)} \ldots \Pi_{o(j) \mid g(G)}\right)=-\left(\Pi_{i=1}^{G} \Pi_{o(j) \mid g(i)}\right)^{\frac{1}{G}}$.

Since $f_{j}\left(\Pi_{o(j) \mid g(G)} \ldots \Pi_{o(j) \mid g(G)}\right)$ is strictly convex, Jensen inequality will always be strict as long as there will be variation in any of the $f_{j}$ functions. If there is no variation, then Jensen inequality will transform into an equality and $\operatorname{Atk}\left(T_{n}(\tau)\right)=\operatorname{Atk}(\tau)$ with probability 1.

The bias of the plug-in estimator of the Mutual Information index can also be proved using Jensen inequality as well, but we can take a more direct approach using results from information theory.

Lemma D.7. Let $T_{n}(\tau)$ be an unbiased sample such that Jensen inequality is anywhere strict for the Mutual Information between the "group" and the "occupation" variables, then $\hat{M I} I_{P I}(\tau)$ is positively biased.

Proof. The Mutual Information index is a direct transposition of Mutual Information from information theory (Theil and Finizza, 1971). Specifically, the Mutual Information index measures the information between the $\Pi_{\Sigma}$, and $\Pi_{, \Sigma}$, which we will indicate with $\Pi_{G}(\tau)$ and $\Pi_{O}(\tau)$, respectively. These are the "occupation" and "group" variables. We indicate the Mutual Information between the "group" and "occupation" variable from a sample with $I\left(\Pi_{G}\left(T_{n}\right) ; \Pi_{O}\left(T_{n}\right)\right)$, where $\Pi_{G}\left(T_{n}\right)$ and $\Pi_{O}\left(T_{n}\right)$ will be measured on the sample $T_{n}$. Thus, $\hat{M} I_{P I}(\tau)=M I\left(T_{n}\right)=$ $I\left(\Pi_{G}\left(T_{n}\right) ; \Pi_{O}\left(T_{n}\right)\right)$.

Now, let us indicate with $\tau_{0}\left(T_{n}\right)$ the table such that $\tau_{0, i, j}\left(T_{n}\right)=\Pi_{g(i)}\left(T_{n}\right) \cdot \Pi_{o(j)}\left(T_{n}\right)$. Notice that this table is minimally-segregated: $M I\left(\tau_{0}\left(T_{n}\right)\right)=0$. It is the case that $M I\left(T_{n}\right)=I\left(\Pi_{G}\left(T_{n}\right) ; \Pi_{O}\left(T_{n}\right)\right)$ $=K L\left(T_{n} \| \tau_{0}\left(T_{n}\right)\right)$, where $K L(\cdot)$ is the Kullback-Leibner divergence between two distributions (Cover and Thomas, 2006, Paragraph 2.3).

It is well known (Cover and Thomas, 2006, Theorem 2.7.2) that $K L(\cdot)$ is convex in the following sense: $K L\left(\lambda \cdot P_{1}+(1-\lambda) P_{2} \| \lambda \cdot Q_{1}+(1-\lambda) Q_{2}\right) \leq \lambda \cdot K L\left(P_{1} \| Q_{1}\right)+(1-\lambda) K L\left(P_{2} \| Q_{2}\right)$ with $0 \leq \lambda \leq 1$, where $P_{1}, P_{2}, Q_{1}$ and $Q_{2}$ are probability mass functions on identical support. Let us indicate with $t_{1}$ and $t_{2}$ two matrices with the same dimensions as $T_{n}$ summing to 1 , then the mutual information index is convex in the support of $T_{n}$ :

$$
\begin{aligned}
& M I\left(\lambda \cdot t_{1}+(1-\lambda) \cdot t_{2}\right)= \\
& K L\left(\lambda \cdot t_{1}+(1-\lambda) \cdot t_{2} \| \lambda \cdot \tau_{0}\left(t_{1}\right)+(1-\lambda) \cdot \tau_{0}\left(t_{2}\right)\right) \leq \\
& \lambda \cdot K L\left(t_{1} \| \tau_{0}\left(t_{1}\right)\right)+(1-\lambda) \cdot K L\left(t_{2} \| \tau_{0}\left(t_{2}\right)\right)= \\
& \lambda \cdot M I\left(t_{1}\right)+(1-\lambda) \cdot M I\left(t_{2}\right)
\end{aligned}
$$

From here, we can apply Jensen inequality:

$$
E\left[\hat{M I} I_{P I}\left(T_{n}\right)\right]=E\left[M I\left(T_{n}\right)\right] \geq M I\left(E\left[T_{n}\right]\right)=M I(\tau)
$$

The inequality will be tight when Jensen inequality is anywhere tight for $I\left(\Pi_{G}\left(T_{n}\right) ; \Pi_{O}\left(T_{n}\right)\right)$.

Lemma D.8. Let $T_{n}(\tau)$ be an unbiased sample such that $a$. Jensen inequality is anywhere strict for the Mutual Information between the "group" and the "occupation" variables and $b$. $\operatorname{Cov}\left(\frac{1}{H\left[\Pi_{G}\left(T_{n}\right)\right]}, I\left(\Pi_{G}\left(T_{n}\right), \Pi_{O}\left(T_{n}\right)\right)\right)>0$, then $\hat{T} h_{P I}(\tau)$ is positively biased.

Proof. Notice that $T h(\tau)=\frac{1}{H\left[\tau_{i, j}\right.} M I(\tau)$. We also notice that $\frac{1}{H(\cdot)}$ is a convex function since it is the composition of a concave function $(H(\cdot))$ with a convex non-increasing function, $\left(\frac{1}{x}\right)$. From
here:

$$
\begin{aligned}
& E\left[\operatorname{Th}\left(T_{n}\right)\right]=E\left[\frac{1}{H\left[\Pi_{G}\left(T_{n}\right)\right]} M I\left(T_{n}\right)\right]>\operatorname{Th}(\tau) \Leftrightarrow \\
& E\left[\frac{1}{H\left[\Pi_{G}\left(T_{n}\right)\right]} M I\left(T_{n}\right)\right]-E\left[\frac{1}{H\left[\Pi_{G}\left(T_{n}\right)\right]}\right] E\left[M I\left(T_{n}\right)\right]>\operatorname{Th}(\tau)-E\left[\frac{1}{H\left[\Pi_{G}\left(T_{n}\right)\right]}\right] E\left[M I\left(T_{n}\right)\right] \Leftrightarrow \\
& \operatorname{Cov}\left(\frac{1}{H\left[\Pi_{G}\left(T_{n}\right)\right]}, M I\left(T_{n}\right)\right)>\operatorname{Th}(\tau)-E\left[\frac{1}{H\left[\Pi_{G}\left(T_{n}\right)\right]}\right] E\left[M I\left(T_{n}\right)\right]
\end{aligned}
$$

From convexity and the hypotheses, we have

$$
\begin{aligned}
& E\left[\frac{1}{H\left[\Pi_{G}\left(T_{n}\right)\right]}\right] \geq \frac{1}{H\left[E\left[\Pi_{G}\left(T_{n}\right)\right]\right]}=\frac{1}{H\left[\tau_{i}\right]} \\
& E\left[M I\left(T_{n}\right)\right]>M I\left(E\left[T_{n}\right]\right)=M I(\tau)
\end{aligned}
$$

Indeed, for unbiased samples $E\left[\Pi_{g(i)}\left(T_{n}\right)\right]=\sum_{j=1}^{O} E\left[\Pi_{g(i), o(j)}\right]=\tau_{i, \text {. }}$. This implies

$$
E\left[\frac{1}{H\left[\Pi_{G}\left(T_{n}\right)\right]}\right] E\left[M I\left(T_{n}\right)\right]>\frac{1}{H\left[\tau_{i,}\right]} M I(\tau)=\operatorname{Th}(\tau)
$$

From the hypotheses

$$
\operatorname{Cov}\left(\frac{1}{H\left[\Pi_{G}\left(T_{n}\right)\right]}, M I\left(T_{n}\right)\right)>0>\operatorname{Th}(\tau)-E\left[\frac{1}{H\left[\Pi_{G}\left(T_{n}\right)\right]}\right] E\left[M I\left(T_{n}\right)\right]
$$

The previous Lemmas specify sufficient conditions for the plug-in estimator to be biased for the D, Theil, Atkinson and Mutual Information index. The next question is whether these sufficient conditions will be encountered in practice. The first condition is that the sample should be unbiased. This seems straightforward. Most complex and simple design schemas are designed to be unbiased. The condition that Jensen inequality is anywhere strict for the relevant function is very
mild. Consider for the example the $D$ index. This condition is satisfied if it is possible to sample two tables such, for any of $j=1 \ldots O$, in the first table $\Pi_{o(j) \mid g(1)}>\Pi_{o(j) \mid g(2)}$, while in the second table for the same $j \Pi_{o(j) \mid g(1)}<\Pi_{o(j) \mid g(2)}$. Most likely, this condition will be met if there is an occupation anywhere close to have an equal representation of both groups in the population. For the Mutual Information and Atkinson index, the possibility of sampling any two different tables will satisfy the condition.

Therefore, the sufficient conditions is very mild for the D , Atkinson and Mutual Information. However, this may not be the case for the Theil index, which requires a specific covariance to be positive - see Lemma D.8. In the simulations, we empirically observed that this covariance is very close to 0 , but still negative. This is not enough to make the Theil index unbiased, as should be clear from the empirical results (see Figure 1.2). However, it is an indication that the conditions given above to justify the bias of the Theil index may need further generalization and they appear to not cover the empirical results in the main text.

After these results about specific indices, let us consider what happens for any segregation index at the boundaries - that is, the estimation of $S(\tau)$ when $\tau \in \mathbb{R}_{\tau_{0}}$ or $\tau \in \mathbb{R}_{\tau_{1}}$. The next claim proves and generalizes the empirical observations of Cortese et al. (1976) and Winship (1977) about the positive bias of the plug-in estimator when there is no segregation in the environment. The claim states that the plug-in estimator of any index is positively biased when there is no segregation in the population, $\tau \in \mathbb{R}_{\tau_{0}}$, unless the segregation index in the sample is not really random - that is, unless $P\left(S\left(T_{n}\right)=m\right)=1$.

Theorem D.9. Let $T_{n}(\tau)$ be a consistent sample such that $P\left(\rho\left(T_{n}\right) \in \mathbb{R}_{\tau_{0}} \cup \mathbb{R}^{D}\right)<1$. If $\tau \in \mathbb{R} \tau_{0}$, the plug-in estimator is biased: $E\left[\hat{S}_{P I}(\tau)\right]>S(\tau)$

Proof. We define $\mathbb{R}_{m}=\mathbb{R}_{\tau_{0}} \cup \mathbb{R}^{D}$. Notice $S\left(T_{n}\right)=m$ iff $\rho\left(T_{n}\right) \in \mathbb{R}_{m}$ by property 6 . and 3 . of the definition of a segregation index.

Let $\mathbb{R}_{\tau_{>}}=\cup_{r=1}^{G} \cup_{l=1}^{O}\left[\mathbb{R}_{+}^{r \times l}-\mathbb{R}_{m}^{r \times l}\right]$. Let $I(x, Q)$ be the indicator function such that $I(x, Q)=1$ if $x \in Q$ and $I(x, Q)=0$ otherwise. Now, consider the two random variables $S\left(\Pi_{n,>}\right):=S\left(\rho\left(\Pi_{n}\right)\right)$. $I\left(\Pi_{n}, \mathbb{R}_{\tau_{>}}\right)$and $S\left(\Pi_{n, 0}\right):=S\left(\rho\left(\Pi_{n}\right)\right) \cdot I\left(\Pi_{n}, \mathbb{R}_{\tau_{m}}\right)$. Notice that $S\left(\Pi_{n,>}\right)>m$ when $\Pi_{n} \in \mathbb{R}_{\tau_{>}}$.

From here, we can write

$$
\begin{aligned}
& E\left[\hat{S}_{P I}(\tau)\right]=E\left[S\left(\Pi_{n}\right)\right]= \\
& E\left[S\left(\Pi_{n, 0}\right)\right]+E\left[S\left(\Pi_{n,>}\right)\right]= \\
& P\left(\Pi_{n} \in \mathbb{R}_{\tau_{m}}\right) \cdot\left(E\left[S\left(\Pi_{n, 0}\right) \mid \Pi_{n} \in \mathbb{R}_{\tau_{m}}\right]+E\left[S\left(\Pi_{n,>}\right) \mid \Pi_{n} \in \mathbb{R}_{\tau_{m}}\right]\right)+ \\
& P\left(\Pi_{n} \in \mathbb{R}_{\tau_{>}}\right) \cdot\left(E\left[\Pi_{n, 0} \mid \Pi_{n} \in \mathbb{R}_{\tau_{>}}\right]+E\left[S\left(\Pi_{n,>}\right) \mid \Pi_{n} \in \mathbb{R}_{\tau_{>}}\right]\right)= \\
& P\left(\Pi_{n} \in \mathbb{R}_{\tau_{m}}\right) \cdot(m+0)+P\left(\Pi_{n} \in \mathbb{R}_{\tau_{>}}\right) \cdot\left(0+E\left[S\left(\Pi_{n,>}\right) \mid \Pi_{n} \in \mathbb{R}_{\tau_{>}}\right]\right)> \\
& P\left(\Pi_{n} \in \mathbb{R}_{\tau_{m}}\right) \cdot m+P\left(\Pi_{n} \in \mathbb{R}_{\tau_{>}}\right) \cdot m=m=S\left(\tau_{0}\right)
\end{aligned}
$$

Therefore, $E\left[\hat{S}_{P I}(\tau)\right]>S\left(\tau_{0}\right)$.
Second, the following claim provides provides a counter-result when the sampled environment is maximally-segregated. For most indices, the plug-in estimate is likely to have no error for maximally-segregated environments - leaving aside matrices in $\mathbb{R}^{D}$.

Theorem D.10. Let $S(\cdot)$ be a segregation index such that $S(\tau)=M$ iff $\tau \in \mathbb{R}_{\tau_{1}}$. If $S(\tau)=M$ and $\rho\left(T_{n}(\tau)\right) \notin \mathbb{R}^{D}$, then $S\left(T_{n}(\tau)\right)=S(\tau)$

PROOF. Property 2. of the definition of a consistent sample implies that $\tau \in \mathbb{R}_{\tau_{1}} \Rightarrow \rho\left(T_{n}(\tau)\right) \in$ $\mathbb{R}_{\tau_{1}}$. Since $\rho\left(T_{n}\right) \notin \mathbb{R}^{D}$, the claim follows from the hypothesis.

When the lemma applies, it implies that the plug-in estimator will always be equal to $M$ if the environment is maximally segregated - naturally, the reverse is not true. However, the lemma does not always apply because not every segregation index is such that $\tau \in \mathbb{R}_{\tau_{1}}$ iff $S(\tau)=M$. Most noticeably, the lemma does not apply to the Mutual Information and Theil indices (Mora and RuizCastillo, 2011) where not every $\tau \in \mathbb{R}_{\tau_{1}}$ achieves the maximum the indices are sensible to change in the group margins. Yet, the lemma applies to other popular indices such as the D, Atkinson and Gini indices.

## E. Consistency of the DP(C) and C-DP(C) Methods

In this section, we will show that the $D P(C)$ and the $C-D P(C)$ are consistent estimator of a segregation index if the plug-in index is consistent. That is, if $T_{n}$ is a consistent sample following Definition D.4, $\operatorname{DP}(\mathrm{C})$ and $\mathrm{C}-\mathrm{DP}(\mathrm{C})$ will be consistent - like the plug-in estimator.

To do this, we will show that the Gibbs sampler of Appendix $B$ produces consistent posterior draws. We consider the case of two-groups tables that we analyze in the main text. We signal dependency on sample size $n$ by adding the subscript $n$ to notation when the domain of a variable depends on it - for example, $T_{h, k, n}$ is the $h^{\text {th }}$ row, $k^{\text {th }}$ column of the sample table $T$, dependent on sample size $n$. To simplify exposition, we assume that in the environment table $\tau$ no cell equals 0 - this is only relevant in the evaluation of the first limit. From property 2. of the definition of consistent sample, one can show that in case an occupation has a cell equal to 0 , its probability of being assigned to a new cluster is 1 . Therefore, this assumption is not relevant for the final conclusion.

## E.1. Consistency of $\operatorname{DP}(C)$

We will start by limit behavior of equation (A7), specifically for the creation of a new cluster, $k=K(-i)+1:$

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} P(c(i)=K(-i)+1 \mid \vec{c}, \vec{\Phi}, \vec{\Pi})= \\
& \lim _{N \rightarrow \infty} \frac{C}{\frac{C}{O-1+C} \cdot d B \operatorname{Bin}\left(T_{1, i} ; \alpha_{0}, \beta_{0}, T_{\sum, i}\right)+\sum_{h=1}^{K(-1)} \frac{O\left(k_{-i}\right)}{O-1+C} \cdot d \operatorname{Bin}\left(T_{1, i} ; \Phi_{h}, T_{\sum, i}\right)}= \\
& \lim _{N \rightarrow \infty} \frac{1}{1+\sum_{h=1}^{K(-1)} \frac{O\left(k_{-i}\right) \cdot d \operatorname{Bin}\left(T_{1, i} ; \Phi_{h}, T_{\sum, i}\right)}{C \cdot d B B i n\left(T_{1, i}, \dot{\alpha}_{0}, T_{\sum, i}\right)}}
\end{aligned}
$$

Let us focus on the addends in the denominator:

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \frac{O\left(k_{-i}\right) \cdot d \operatorname{Bin}\left(T_{, i} ; \Phi_{h}, T_{\sum, i}\right)}{C \cdot d \operatorname{Bin}\left(T_{, i} ; \alpha_{0}, \beta_{0}, T_{\sum, i}\right)} \propto \\
& \lim _{n \rightarrow \infty} \Gamma\left(T_{\sum, i, n}+\alpha_{0}+\beta_{0}\right) \frac{\left(\Phi_{h}^{T_{1, j, n}}\right)\left(1-\Phi_{h}\right)^{T_{2, j, n}}}{\Gamma\left(T_{1, i, n}+\alpha_{0}\right) \Gamma\left(T_{2, i, n}+\beta_{0}\right)}= \\
& \lim _{n \rightarrow \infty}\left(T_{\sum, i, n}+\alpha_{0}+\beta_{0}\right)^{T_{\sum, i, n}+\alpha_{0}+\beta_{0}-\frac{1}{2}} \prod_{g=1}^{G} \frac{\left(\Phi_{h}^{T_{1, j, n}}\right)\left(1-\Phi_{h}\right)^{T_{2, i, n}}}{\left(T_{1, i, n}+\alpha_{0}\right)^{T_{1, i, n}+\alpha_{0}-\frac{1}{2}} \cdot\left(T_{2, i, n}+\beta_{0}\right)^{T_{2, i, n}+\beta_{0}-\frac{1}{2}}}
\end{aligned}
$$

In the last passage, we apply the Stirling's formula to the Gamma function: $\Gamma(x)=\sqrt{2 \pi} x^{x-\frac{1}{2}} \exp (-x)$.
By the continuous mapping theorem, we can evaluate the previous limit using the $\tau$ table to which $\frac{T_{n}}{n}(\tau)$ is converging in probability - see Definition D.4. It is convenient to write $\tau_{1, i}=$ $v_{1, i} \cdot \tau_{\Sigma, i}$ and $\tau_{2, i}=\left(1-v_{1, i}\right) \cdot \tau_{\Sigma, i}$, where $0 \leq v_{1, i} \leq 1$. In words, $v_{1, i}$ is the proportion of individuals from group 1 among individuals in occupation $i$ in the sampled environment, $\tau$. From here, we may write $T_{\sum, i, n} \xrightarrow{P} n \cdot \tau_{\Sigma, i}, T_{1, i, n} \xrightarrow{P} n \tau_{1, i}=n \cdot v_{1, i} \cdot \tau_{\Sigma, i}$ and $T_{2, i, n} \xrightarrow{P} n \cdot\left(1-v_{1, i}\right) \cdot \tau_{\Sigma, i}$.

Therefore, we can evaluate:

$$
\begin{aligned}
& \lim _{n \rightarrow \infty}\left(n \cdot \tau_{\Sigma, i}+\alpha_{0}+\beta_{0}\right)^{n \cdot \tau_{\Sigma, i}+\alpha_{0}+\beta_{0}-\frac{1}{2}} \\
& \cdot \frac{\Phi_{h}^{n \cdot v_{1, i} \cdot \tau_{\Sigma, i}}\left(1-\Phi_{h}\right)^{n \cdot\left(1-v_{1, i}\right) \cdot \tau_{\Sigma, i}}}{\left(n \cdot v_{1, i} \cdot \tau_{\Sigma, i}+\alpha_{0}\right)^{n \cdot v_{1, i} \cdot \tau_{\Sigma, i}+\alpha_{0}-\frac{1}{2}} \cdot\left(n \cdot\left(1-v_{1, i}\right) \cdot \tau_{\Sigma, i}+\beta_{0}\right)^{n \cdot\left(1-v_{1, i}\right) \cdot \tau_{\Sigma, i}+\beta_{0}-\frac{1}{2}}}= \\
& \lim _{n \rightarrow \infty}\left(\frac{n \tau_{\sum, i}+\alpha_{0}+\beta_{0}}{n \cdot v_{1, i} \cdot \tau_{\Sigma, i}+\alpha_{0}}\right)^{\alpha_{0}}\left(\frac{n \tau_{\Sigma, i}+\alpha_{0}+\beta_{0}}{n \cdot\left(1-v_{1, i}\right) \cdot \tau_{\Sigma, i}+\beta_{0}}\right)^{\beta_{0}} \cdot \\
& \left(\frac{n \tau_{\Sigma, i}+\alpha_{0}+\beta_{0}}{\left(n \cdot v_{1, i} \cdot \tau_{\Sigma, i}+\alpha_{0}\right) \cdot\left(n \cdot\left(1-v_{1, i}\right) \cdot \tau_{\Sigma, i}+\beta_{0}\right)}\right)^{-\frac{1}{2}} \cdot \\
& \left(\left(n \cdot \tau_{\Sigma, i}+\alpha_{0}+\beta_{0}\right) \frac{\Phi_{h}^{v_{1, i}}\left(1-\Phi_{h}\right)^{1-v_{1, i}}}{\left(n \cdot v_{1, i} \cdot \tau_{\Sigma, i}+\alpha_{0}\right)^{v_{1, i}} \cdot\left(n \cdot\left(1-v_{1, i}\right) \cdot \tau_{\Sigma, i}+\beta_{0}\right)^{1-v_{1, i}}}\right)^{n \cdot \tau_{\Sigma, i}} \propto \\
& \lim _{n \rightarrow \infty}\left(\frac{n \tau_{\Sigma, i}+\alpha_{0}+\beta_{0}}{\left(n \cdot v_{1, i} \cdot \tau_{\Sigma, i}+\alpha_{0}\right) \cdot\left(n \cdot\left(1-v_{1, i}\right) \cdot \tau_{\Sigma, i}+\beta_{0}\right)}\right)^{-\frac{1}{2}} \cdot \\
& \left(\left(n \cdot \tau_{\Sigma, i}+\alpha_{0}+\beta_{0}\right) \frac{\Phi_{h}^{v_{1, i}}\left(1-\Phi_{h}\right)^{1-v_{1, i}}}{\left.\left(n \cdot v_{1, i} \cdot \tau_{\Sigma, i}+\alpha_{0}\right)^{v_{1, i} \cdot\left(n \cdot\left(1-v_{1, i}\right) \cdot \tau_{\Sigma, i}+\beta_{0}\right)^{1-v_{1, i}}}\right)^{n \cdot \tau_{\Sigma, i}}=}=\right. \\
& \lim _{n \rightarrow \infty}\left(\frac{n \tau_{\Sigma, i}+\alpha_{0}+\beta_{0}}{\left(n \cdot v_{1, i} \cdot \tau_{\Sigma, i}+\alpha_{0}\right) \cdot\left(n \cdot\left(1-v_{1, i}\right) \cdot \tau_{\Sigma, i}+\beta_{0}\right)}\right)^{-\frac{1}{2}} \cdot\left(\frac{\Phi_{h}^{v_{1, i}}\left(1-\Phi_{h}\right)^{1-v_{1, i}}}{v_{1, i, i}\left(1-v_{1, i}\right)^{1-v_{1, i}}}\right)^{n \cdot \tau_{\Sigma, i}}
\end{aligned}
$$

The last passage comes from repeatedly applying L'Hôpital's rule to the factor within the parenthesis.

Now, The factor $\frac{\Phi_{h}^{v_{1, i}}\left(1-\Phi_{h}\right)^{1-v_{1, i}}}{v_{1, i}^{v_{1, i}}\left(1-v_{1, i}\right)^{1-v_{1, i}}}$ is maximized when $\Phi_{1, h}=v_{1, i}$, in which case this factor is clearly 1 . In practice, this will happen when the $h^{t h}$ existing cluster have a minority proportion that is exactly equal to the minority proportion in the $i^{t h}$ column of $\tau$. This is an important distinction for what follows and it is worth creating an indicator function.

$$
I_{h_{i}}= \begin{cases}1 & \text { if } \Phi_{h}=v_{1, i}, \text { for any } h  \tag{A17}\\ 0 & \text { otherwise }\end{cases}
$$

If we assume $I_{h_{i}}=0$, we may write $\frac{\Phi_{h}^{v_{1, i}}\left(1-\Phi_{h}\right)^{1-v_{1, i}}}{v_{1, i}^{v_{1, i}}\left(1-v_{1, i}\right)^{1-v_{1, i}}}=r_{i}$, where $0<r_{i}<1$. From here, we can evaluate the logarithm of the limit, given that all factors are strictly positive:

$$
\begin{aligned}
& \lim _{n \rightarrow \infty}\left(-\frac{1}{2} \log \left(n \cdot \tau_{\Sigma, i}+\alpha_{0}+\beta_{0}\right)+\frac{1}{2} \log \left(n \cdot v_{g, i} \cdot \tau_{\Sigma, i}+\alpha_{0}\right)\right. \\
& \left.+\frac{1}{2} \log \left(n \cdot\left(1-v_{g, i}\right) \cdot \tau_{\Sigma, i}+\beta 0\right)+n \cdot \tau_{\Sigma, i} \log r_{i}\right)= \\
& -O(\log n)+O(\log n)+O(\log n)-O(n)= \\
& -O(n)=-\infty
\end{aligned}
$$

Thus, the limit is 0 when $\Phi_{1, h} \neq v_{1, i}$. On the other hand, when $\Phi_{1, h}=v_{1, i}$, the limit will go to infinity since $\frac{\Phi_{h}^{v_{1, i}}\left(1-\Phi_{h}\right)^{1-v_{1, i}}}{v_{1, i}^{1, i}\left(1-v_{1, i}\right)^{1-v_{1, i}}}=1$.

This implies that the probability of creating a new cluster behaves as follows:

$$
P(c(i)=K(-i)+1 \mid \vec{c}, \vec{\Phi}, \vec{\Pi}) \xrightarrow{P} \begin{cases}0 & \text { if } I_{h_{i}}=1  \tag{A18}\\ 1 & \text { otherwise }\end{cases}
$$

With a very similar derivation, one can show that

$$
P(c(i)=h \mid \vec{c}, \vec{\Phi}, \vec{\Pi}) \xrightarrow{P} \begin{cases}r_{h} & \text { if } I_{h_{i}}=1 \text { and } \Phi_{h}=v_{1, i}  \tag{A19}\\ 0 & \text { otherwise }\end{cases}
$$

where $0<r_{h} \leq 1$ is a scalar between 0 and 1 dependent on the number on the population table $\tau$ and the cluster assignment $\vec{\Phi}$. To simplify the proof, we will assume that at most one cluster $h$ exists such that $\phi_{1, h}=v_{1, i}$; under this assumption $r_{h}=1$ since probabilities must sum to 1 and the probability of occupation $i$ being assigned to any other cluster tends to 0 .

We indicate with $V_{i}$ the event that for the $i^{\text {th }}$ occupation (a) $c(i)=K(-1)+1$ when $I_{h_{i}}=0$ or (b) $c(i)=h$ when $I_{h_{i}}=1$, where $\Phi_{h}=v_{1, k}$ for all occupations in cluster $h$. We create another indicator variable $I_{V_{i}} . I_{V}(i)$ is one if $V_{i}$ is verified. Notice the distribution of $V_{i}$ :

$$
\begin{aligned}
& I_{V_{i}} \sim I_{h_{i}} \operatorname{Ber}\left(P\left(c(i)=h \mid \vec{c}, \vec{\Phi}, \vec{P} i, I_{h_{i}}=1\right)\right)+ \\
& \quad\left(1-I_{h_{i}}\right) \operatorname{Ber}\left(P\left(c(i)=K(-i)+1 \mid \vec{c}, \vec{\Phi}, \vec{P} i, I_{h_{i}}=0\right)\right) \xrightarrow{P} \\
& \quad I_{h_{i}} \operatorname{Ber}(1)+\left(1-I_{h_{i}}\right) \operatorname{Ber}(1)=\operatorname{Ber}(1)
\end{aligned}
$$

where $\operatorname{Ber}(\pi)$ is a Bernoulli variable with probability $\pi$. The variables in this series are uniformly bounded between 0 and 1, given the support of any Bernoulli distribution. Moreover, the square of the variables $\left(I_{V_{i}}^{2}=\left|I_{V_{i}}\right|^{2}\right)$ are bounded as well. Therefore, the variables and their squares are uniformly integrable. By the uniform integrability theorem, this implies that

$$
\begin{aligned}
& E\left[I_{V_{i}}\right]=E\left[\left|I_{V_{i}}\right|\right] \rightarrow E[\operatorname{Ber}(1)]=1 \\
& E\left[I_{V_{i}}^{2}\right]=E\left[\left|I_{V_{i}}\right|^{2}\right] \rightarrow E\left[\operatorname{Ber}(1)^{2}\right]=1
\end{aligned}
$$

From here, the variance

$$
\operatorname{Var}\left[I_{V_{i}}\right]=E\left[I_{V_{i}}^{2}\right]-E\left[I_{V_{i}}\right]^{2} \rightarrow 0
$$

We can apply the plug-in the previous results in Chebyshev inequality to directly obtain:

$$
\begin{equation*}
I_{V_{i}} \xrightarrow{P} 1 \tag{A20}
\end{equation*}
$$

Now consider the case where $I_{V_{i}}=1$ and $I_{h_{i}}=0$. The new cluster will draw a group proportion following equation (A8):

$$
\begin{aligned}
\Phi_{K(-i)+1} \sim & \operatorname{Beta}\left(\alpha_{0}+T_{1, i, n}, \beta_{0}+T_{\Sigma, i, n}-T_{1, i, n}\right) \xrightarrow{P} \\
& \operatorname{Beta}\left(n \cdot \tau_{\Sigma, i, n} \cdot\left(\frac{\alpha_{0}}{n \cdot \tau_{\Sigma, i}}+v_{1, i}\right), n \cdot \tau_{\Sigma, i} \cdot\left(\frac{\beta_{0}}{n \cdot \tau_{\sum, i}}+1-v_{1, i}\right)\right)
\end{aligned}
$$

Once again the variables in the series and their squares are uniformly bounded. Notice:

$$
\begin{aligned}
& E\left[\left|\Phi_{K(-i)+1}\right|\right]=E\left[\Phi_{K(-i)+1}\right] \rightarrow E\left[\operatorname{Beta}\left(n \cdot \tau_{\Sigma, i} \cdot\left(\frac{\alpha_{0}}{n \cdot \tau_{\Sigma, i}}+v_{1, i}\right), n \cdot \tau_{\Sigma, i} \cdot\left(\frac{\beta_{0}}{n \cdot \tau_{\Sigma, i}}+1-v_{1, i}\right)\right)\right]= \\
& \lim _{n \rightarrow \infty} \frac{\frac{\alpha}{n \cdot \tau_{\Sigma, i}}+v_{1, i}}{\frac{\beta_{0}}{n \cdot \tau_{\Sigma, i}}+1-v_{1, i}+\frac{\alpha_{0}}{n \cdot \tau_{\Sigma, i}}+v_{1, i}}=v_{1, i} \\
& E\left[\left|\Phi_{K(-i)+1}\right|^{2}\right]=E\left[\Phi_{K(-i)+1}^{2}\right] \rightarrow E\left[\operatorname{Beta}\left(n \cdot \tau_{\Sigma, i} \cdot\left(\frac{\alpha_{0}}{n \cdot \tau_{\Sigma, i}}+v_{1, i}\right), n \cdot \tau_{\Sigma, i} \cdot\left(\frac{\beta_{0}}{n \cdot \tau_{\Sigma, i}}+1-v_{1, i}\right)\right)^{2}\right]= \\
& \quad\left(\frac{\alpha_{0}}{n \cdot \tau_{\Sigma, i}}+v_{1, i}+\frac{1}{n \cdot \tau_{\Sigma, i}}\right)\left(\frac{\alpha_{0}}{n \cdot \tau_{\Sigma, i}}+v_{1, i}\right) \\
& \lim _{n \rightarrow \infty} \frac{\alpha_{0}}{\left(\frac{\beta_{0}}{n}+1-v_{1, i}+\frac{\alpha_{0}}{n \cdot \tau_{\Sigma, i}}+v_{1, i}\right)\left(\frac{\beta_{0}}{n \cdot \tau_{\Sigma, i, n}}+1-v_{1, i}+\frac{\alpha_{0}}{n \cdot \tau_{\Sigma, i}}+v_{1, i}+\frac{1}{n \cdot \tau_{\Sigma, i}}\right)}=v_{1, i}^{2}
\end{aligned}
$$

The two results together imply that:

$$
\operatorname{Var}\left[\Phi_{K(-i)+1}\right]=E\left[\Phi_{K(-i)+1}^{2}\right]-E\left[\Phi_{K(-i)+1}\right]^{2} \rightarrow 0
$$

From here, we can apply Chebyshev inequality to obtain:

$$
\begin{align*}
& \Phi_{K(-i)+1} \mid I_{h_{i}}=0, I_{v_{i}}=1 \xrightarrow{P} v_{1, i} \Rightarrow \\
& \Pi_{i} \mid I_{h_{i}}=0, I_{v_{i}}=1 \xrightarrow{P} v_{1, i} \tag{A21}
\end{align*}
$$

where $\Pi_{i}$ is the group proportion associated with the $i^{t h}$ cluster, following the same notation as Appendix B.

Consider the case where $I_{V_{i}}=1$ and $I_{h_{i}}=1$. More than one occupation can be assigned to this cluster by the end of part I from Appendix B. Consider the case that $v_{1, k}=\Phi_{h}$ for all of the assigned occupation, implying that they all have identical $v_{1, k}$ in the population table $\tau$. This cluster will draw a new group proportion according to equation (A8). Let $\mathscr{V}$ be the sets of such occupations being clustered together in cluster $h$. Following the same logic as above, we have that $N(h)=\sum_{i \in \mathscr{V}} T_{\Sigma, i} \xrightarrow{P} n \cdot \sum_{i \in \mathscr{V}} \tau_{\Sigma, i}:=n \cdot \tau_{\Sigma, \mathscr{V}}$ and $G(h)=\sum_{i \in \mathscr{V}} T_{1, i, n} \xrightarrow{P} n \cdot \sum_{i \in \mathscr{V}} v_{1, i} \tau_{\Sigma, i}=v_{1, i} \tau_{\mathscr{V}, i}$. Now, we have that the group proportion for cluster $h$ will be

$$
\begin{aligned}
& \Phi_{h} \sim \operatorname{Beta}\left(\alpha_{0}+G(h), \beta_{0}+N(h)-G(h)\right) \xrightarrow{P} \\
& \quad \operatorname{Beta}\left(n \cdot \tau_{\Sigma, \mathscr{V}} \cdot\left(\frac{\alpha_{0}}{n \cdot \tau_{\Sigma, \mathscr{V}}}+v_{1, k}\right), n \cdot \tau_{\Sigma, \mathscr{V}} \cdot\left(\frac{\beta_{0}}{n \cdot \tau_{\Sigma, \mathscr{V}}}+1-v_{1, k}\right)\right)
\end{aligned}
$$

A similar argument to the one above shows

$$
\begin{align*}
& \Phi_{h} \mid I_{h_{i}}=1, I_{v_{i}}=1 \xrightarrow{P} v_{1, i} \Rightarrow \\
& \Pi_{i} \mid I_{h_{i}}=1, I_{v_{i}}=1 \xrightarrow{P} v_{1, i} \tag{A22}
\end{align*}
$$

Putting equations (A20), (A21), (A22) together:

$$
\begin{align*}
\Pi_{i}= & \left(\Pi_{i} \mid I_{h_{i}}=1, I_{V_{i}}=1\right) \cdot I_{h_{i}} \cdot I_{V_{i}}+  \tag{A23}\\
& \left(\Pi_{i} \mid I_{h_{i}}=0, I_{V_{i}}=1\right) \cdot\left(1-I_{h_{i}}\right) \cdot I_{V_{i}}+ \\
& \left(\Pi_{i} \mid I_{h_{i}}=1, I_{V_{i}}=0\right) \cdot I_{h_{i}} \cdot\left(1-I_{V_{i}}\right)+ \\
& \left(\Pi_{i} \mid I_{h_{i}}=0, I_{V_{i}}=0\right) \cdot\left(1-I_{h_{i}}\right) \cdot\left(1-I_{V_{i}}\right)= \\
& I_{V_{i}} \cdot\left(\left(\Pi_{i} \mid I_{h_{i}}=0, I_{V_{i}}=1\right) \cdot\left(1-I_{h_{i}}\right)+\left(\Pi_{i} \mid I_{h_{i}}=1, I_{V_{i}}=1\right) \cdot I_{h_{i}}\right)+ \\
& \left(1-I_{V_{i}}\right) \cdot\left(\left(\Pi_{i} \mid I_{h_{i}}=0, I_{V_{i}}=0\right) \cdot\left(1-I_{h_{i}}\right)+\left(\Pi_{i} \mid I_{h_{i}}=1, I_{V_{i}}=0\right) \cdot I_{h_{i}}\right) \xrightarrow{P} \\
& 1 \cdot\left(v_{1, i} \cdot\left(1-I_{h_{i}}\right)+v_{1, i} \cdot I_{h_{i}}\right)+0 \cdot\left(\not \mathscr{l}_{1, i} \cdot\left(1-I_{h_{i}}\right)+\not b_{1, i} \cdot I_{h_{i}}\right)=v_{1, i}
\end{align*}
$$

where we are assuming $\Pi_{i} \mid I_{h_{i}}=1, I_{V_{i}}=0$ and $\Pi_{i} \mid I_{h_{i}}=0, I_{V_{i}}=0$ will converge at least weakly to something, which we indicate with ${\not \chi_{1, i}}$. Notice that if ${\not D_{1, i}}$ exists, it will be tight because it is bounded between 0 and 1 .

Therefore, for every occupation $i, \Pi_{i}$ will converge in probability to the respective $v_{1, i}$. Notice that:

$$
\tau_{1, i}^{*}:=T_{\Sigma, i, n} \cdot \Pi_{i} \xrightarrow{P} \tau_{\Sigma, i} \cdot v_{1, i}=\tau_{1, i}
$$

and consequently

$$
\tau_{2, i}^{*}:=T_{\Sigma, i, n} \cdot\left(1-\Pi_{i}\right) \xrightarrow{P} \tau_{\Sigma, i} \cdot\left(1-v_{1, i}\right)=\tau_{2, i}
$$

As discussed in point III of Appendix $B$, we assemble (that is, stack) all of the and $\tau_{1, i}^{*}$ and $\tau_{2, i}^{*}$ in one table, $\tau^{*}$. Once we do, we arrive at the main conclusion of this section:

$$
\begin{equation*}
\tau^{*} \xrightarrow{P} \tau \tag{A24}
\end{equation*}
$$

By the continous mapping theorem:

$$
\begin{equation*}
S\left(\tau^{*}\right) \xrightarrow{P} S(\tau) \tag{A25}
\end{equation*}
$$

## E.2. Consistency of C-DP(C)

The C-DP(C) constructs a new simulated table $T^{*}$ starting from $\tau^{*}$, according to equations (A9) and (A10). Consider each column of $T^{*}$ separately. We assume that $\Pi_{i}$ converges in probability to some constant $s_{1, i}$. Following equation (A23), we have $s_{1, i}=v_{1, i}$, but this is not necessary for the consistency of C-DP(C). Under this relaxed assumption, we will have $\tau \xrightarrow{P} \tau^{s}$, where $\tau^{s}$ is some constant environment matrix not necessarily equal to $\tau$. Under this new hypothesis, $S\left(\tau^{*}\right) \xrightarrow{P} S\left(\tau^{s}\right)$ by the continuous mapping theorem.

From equations (A9) and (A23) we have:

$$
\begin{aligned}
& \Pi_{i} \xrightarrow{P} s_{1, i} \\
& T_{1, i, n}^{*} \mid \Pi_{i} \sim \operatorname{Bin}\left(\Pi_{i}, T_{\sum, i, n}\right) \Rightarrow \\
& \frac{T_{1, i, n}^{*}}{T_{\sum, i, n}} \left\lvert\, \Pi_{i} \sim \frac{\operatorname{Bin}\left(\Pi_{i}, T_{\sum, i, n}\right)}{T_{\sum, i, n}}=\frac{\sum_{j, 1}^{T_{\sum, i, n}} \operatorname{Ber}\left(\Pi_{i}\right)}{T_{\sum, i, n}} \xrightarrow{P} \Pi_{i}\right.
\end{aligned}
$$

where Ber is a Bernoulli random variable and the last passage is an application of the weak law of large number.

From here, consider an arbitrarily small $\varepsilon>0$. For notational convenience, let us use the indicator $I_{s_{1, i}}$ to indicate the event $\left|\Pi_{i}-s_{1, i}\right|>\varepsilon$. By the definition of convergence in probability, we have that $\lim _{n \rightarrow \infty} P\left(I_{s_{1, i}}\right)=0$ and $\lim _{n \rightarrow \infty} P\left(\left|\frac{\left.\right|_{j=1} ^{T_{\sum, i, n}} \operatorname{Ber}\left(\Pi_{i}\right)}{T_{\sum, i, n}}-\Pi_{i}\right|>\varepsilon\right)=0$ Then

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} P\left(\left|\frac{T_{1, j, n}^{*}}{T_{\sum, i, n}}-s_{1, i}\right|>\varepsilon\right)= \\
& \lim _{n \rightarrow \infty}\left[P\left(\left|\left(\left.\frac{\operatorname{Ber}\left(\Pi_{i}\right)}{T_{\sum, i}} \right\rvert\, I_{s_{1, i}}=1\right)-s_{1, i}\right|>\varepsilon\right) P\left(I_{s_{1, i}}=1\right)+\right. \\
& \left.P\left(\left|\left(\left.\frac{\operatorname{Ber}\left(\Pi_{i}\right)}{T_{\sum, i}} \right\rvert\, I_{s_{1, i}}=0\right)-s_{1, i}\right|>\varepsilon\right) P\left(I_{s_{1, i}}=0\right)\right]= \\
& \lim _{n \rightarrow \infty}\left[P\left(\left|\left(\left.\frac{\operatorname{Ber}\left(\Pi_{i}\right)}{T_{\sum, i}} \right\rvert\, I_{s_{1, i}}=1\right)-s_{1, i}\right|>\varepsilon\right) P\left(I_{s_{1, i}}=1\right)+\right. \\
& \left.P\left(\left|\left(\left.\frac{\operatorname{Ber}\left(\Pi_{i}\right)}{T_{\sum, i}} \right\rvert\, I_{s_{1, i}}=0\right)-s_{1, i}\right|>\varepsilon\right)\left(1-P\left(I_{s_{1, i}}=1\right)\right)\right]= \\
& \lim _{n \rightarrow \infty}\left[P\left(\left|\left(\left.\frac{\operatorname{Ber}\left(\Pi_{i}\right)}{T_{\sum, i}} \right\rvert\, I_{s_{1, i}}=1\right)-s_{1, i}\right|>\varepsilon\right) P\left(I_{s_{1, i}}=1\right)-\right. \\
& P\left(\left|\left(\left.\frac{\operatorname{Ber}\left(\Pi_{i}\right)}{T_{\sum, i}} \right\rvert\, I_{s_{1, i}}=0\right)-s_{1, i}\right|>\varepsilon\right) P\left(I_{s_{1, i}}=1\right)+ \\
& \left.+P\left(\left|\left(\left.\frac{\operatorname{Ber}\left(\Pi_{i}\right)}{T_{\sum, i}} \right\rvert\, I_{s_{1, i}}=0\right)-s_{1, i}\right|>\varepsilon\right)\right]= \\
& 1 \cdot 0-0 \cdot 0+0=
\end{aligned}
$$

$$
0
$$

Therefore,
(A26)

$$
\begin{aligned}
& \frac{T_{1, i, n}^{*}}{T_{\sum, i, n}} \xrightarrow{P} s_{1, i} \Rightarrow \\
& T_{1, i, n}^{*}=T_{\sum, i, n} \cdot\left(\frac{T_{1, i, n}^{*}}{T_{\sum, i, n}}\right) \xrightarrow{P} n \cdot\left(\tau_{\sum, i}^{s} \cdot s_{1, i}\right)=n \cdot \tau_{1, i}^{s}
\end{aligned}
$$

Similarly, using equation (A10)

$$
\begin{equation*}
T_{2, i, n}^{*}=T_{\sum, i, n}-T_{1, i, n}^{*}=T_{\sum, i, n} \cdot\left(1-\frac{T_{1, i, n}^{*}}{T_{\sum, i, n}}\right) \stackrel{P}{\rightarrow} n \cdot \tau_{\sum, i}^{s} \cdot\left(1-s_{1, i}\right)=n \cdot \tau_{2, i}^{s} \tag{A27}
\end{equation*}
$$

Once we stack all the variables $T_{1, i, n}^{*}$ and $T_{2, i, n}^{*}$ variables into a table $T^{*}$ we get:

$$
\begin{equation*}
T_{n}^{*} \xrightarrow{P} n \cdot \tau^{s} \tag{A28}
\end{equation*}
$$

As a reminder, from the definition of $S(\tau)$ in Appendix D , we have that $S(a \cdot \tau)=S(\tau)$ where $a \in \mathbb{R}_{+}$. Thus, by the continuous mapping theorem, equation (A25) and consistency of the plug-in estimator:

$$
\begin{align*}
& S\left(T^{*}\right) \xrightarrow{P} S\left(n \cdot \tau^{S}\right)=S\left(\tau^{s}\right) \Rightarrow \\
& \hat{S}_{P I}(\tau)-\left(S\left(T^{*}\right)-S\left(\tau^{*}\right)\right) \xrightarrow{P} S(\tau)-\left(S\left(\tau^{S}\right)-S\left(\tau^{S}\right)\right)=S(\tau) \tag{A29}
\end{align*}
$$

where we applied linearity of the convergence in probability.

## Appendix to Chapter 2

## F. A Characterization of Margin-Free Indices

As discussed in the main text, we define an environment as a joint distribution of the "group" $(g)$ and unit ( $u$ ) variables, $p(g, u)$. The joint distribution represents the likelihood of observing an individual with a given group-unit couple.

## Segregation Index

A segregation indices are usually defined as functions $S: \mathbb{R}_{+}^{n \times m} \rightarrow \mathbb{R}$. That is, from a table to a real number (see for example Hutchens, 2004; Frankel and Volij, 2011). In this framework, three properties that are generally shared by all popular segregation indices:

Non-triviality: Two tables $T$ and $T^{\prime}$ exist such that $S(T) \neq S\left(T^{\prime}\right)$
Continuity: $S(T)$ is continuous (Frankel and Volij, 2011)
Homogeneity: $S(k \cdot T)=S(T)$ for $k>0$ (Hutchens, 1991)
Segregation Index from a Bivariate perspective
In a more general way, we will define a segregation index as a function $S: p(g, u) \rightarrow \mathbb{R}$. We will still require continuity (defined using a statistical distance) and non-triviality:

Non-triviality: Two distributions $p(g, u)$ and $p^{\prime}(g, u)$ exist such that $S(p(g, u)) \neq S\left(p^{\prime}(g, u)\right)$
Continuity: $S(p(g, u))$ is continuous (Frankel and Volij, 2011)
However, homogeneity is enforced by the fact that we normalize the data in order to interpret it as a distribution: if $T$ represents the data, we may write that $p(g, u):=\frac{T}{\Sigma T}$.

Theorem F. 1 (Osius Theorem). Let $p(x, y)$ be a joint density. Let $p(x)=\int p(x, y) d y, p(y)=$ $\int p(x, y) d y, \phi(x, y)=\log \frac{p(x, y) p\left(x^{*}, y^{*}\right)}{p\left(x^{*}, y\right) p\left(x, y^{*}\right)}$ with $x^{*}, y^{*}$ arbitrary reference points in the support of $p(x)$ and $p(y)$ :

1: If $p(x, y)$ is finite and strictly positive $(>0)$ everywhere in its support, then $p(x, y)$ is uniquely determined by the triplet $<p(x), p(y), \phi(x, y)>$

2: For $p(x), p(y), \phi(x, y)$ finite everywhere, a joint density $p(x, y)$ exists having the triplet $<$ $p(x), p(y), \phi(x, y)>$ as its component .

This is an abridged and less general version of the Uniqueness Theorem and Existence Theorem by (Osius, 2009, p.462-463). It is sufficient for our purposes. The interested reader may find the proof in the original paper.

The theorem substantially means that a joint distribution may be decomposed into its marginal distribution $(p(x), p(y))$ and a function describing the association between the two variables, $\phi(x, y)$. We refer to $\phi(x, y)$ as "log odds ratios with respect to a reference" or, simply, "log odds ratios". Notice, we de-emphasize the dependence of $\phi(x, y)$ on the chosen reference point since this is irrelevant for Osius theorem and, ultimately, for measuring segregation with the $Q$ index. Therefore, we may represent a joint distribution with the notation $<p(x), p(y), \phi(x, y)>$, which we will refer to as "a triplet".

For our purposes, Osius theorem means that we can decompose any strictly positive joint distribution of groups and units into three elements: (i) group proportion, (ii) unit marginal distribution, and (iii) a third object regulating the association of unit and groups. As we shall see momentarily, this provides clear guidance about creating margin-free segregation indices.

However, the theorem does not always apply: we may be interested in measuring segregation of joint distributions that are not strictly positive. Indeed, it is far from uncommon that one group is not present within a unit. In those cases, the joint density $p(g, u)$ will be 0 for that groupunit combination. For non-strictly-positive density, the triplet $<p(g), p(u), \phi(u, g)>$ does not uniquely determine $p(g, u)$ because there are different $p(g, u)$ corresponding to a triplet. We define a boundary joint distribution as a distribution such that for some non-zero-probability region $h$ of the support of $p(u)$ we have $P(u \in h \mid g=i)=0$ and $P(u \in h \mid g=j)>0$ for any two different
groups $i$ and $j$. In the $h$ region, $\phi(u, g)$ is not finite for the $i^{\text {th }}$ group and the distribution cannot be represented solely as the triplet $<p(g), p(u), \phi(u, g)>$. However, continuity of segregation indices still enforces that margin-free indices must solely depends on $\phi(g, u)$, even in the boundary distributions.

Now, we need to re-formulate the 'margin-free' property in a way that is more amenable to technical treatment.

## F.1. Margin-free Indices on Finite Support

The property of being margin-free is defined by Watts (1998) as follows. Consider an environment $T$ represented as a table in $\mathbb{R}_{+}^{n \times m}$, with $n, m$ finite and greater or equal to 2 . A segregation index is a function $S: \mathbb{R}_{+}^{n \times m} \rightarrow \mathbb{R}$.

Now, consider the two diagonal matrices with strictly positive diagonal entries $\Gamma \in \mathbb{R}_{+}^{n \times n}$ and $\Lambda \in \mathbb{R}_{+}^{m \times m}$.

Definition F. 1 (Definition 1 of Margin-free Index). Given a positive table T, a segregation index is margin free if and only if

$$
S(T)=S(\Gamma \cdot T \cdot \Lambda)
$$

for any valid $T, \Gamma$ and $\Lambda$.

Starting from this definition, we can arrive at a second equivalent definition. For the moment, we will focus on a subset of matrices where all elements are strictly positive - that is $T_{i, j}>0$. For this sub-set of environments, we have the following equivalent definition:

Theorem F. 2 (Triplet Definition of Margin-free index). Let a distribution $T^{\prime}$ be represented as the triplet $<p(g), p(u), \phi(g, u)>$, where $p(g)$ and $p(u)$ are the group marginal distribution
and unit marginal distribution, respectively, while $\phi(g, u)$ is a valid log odds ratio function for the distribution. A segregation index on a finite support is margin-free if and only if:

$$
S(<p(g), p(u), \phi(g, u)>)=S\left(<p^{\prime}(g), p^{\prime}(u), \phi(g, u)>\right)
$$

for any valid marginal distribution $p(g), p^{\prime}(g), p(u)$ and $p^{\prime}(u)$.

Proof. We need to prove that Definition 1 and the triplet definition are equivalent in the relevant sub-set. As a first step we build a probability distribution from a matrix $T$ representing the data. We can do this by simply defining:

$$
T^{\prime}=\frac{T}{\sum T}:=<p(g), p(u), \phi(u, g)>
$$

Notice that $T^{\prime}$ may be interpreted as a probability distribution since it is positive and sums to one. From here, we may as well represent $T^{\prime}$ as a the triplet $<p(g), p(u), \phi(g, u)>$ following Osius theorem - which applies given that we are considering strictly positive matrices.

Now, consider the iterative proportional fitting process described by Deming and Stephan (1940) . This is a well-known iterative algorithm to transform any finite-support distribution $<p(g), p(u), \phi(u, g)>$ into another distribution $<p^{\prime}(g), p^{\prime}(u), \phi(u, g)>$ with arbitrary marginal distributions $p^{\prime}(g), p^{\prime}(u)$ and the same $\log$ odds ratios. We will use $\operatorname{IPF}(A \rightarrow B)$ to indicate that iterative proportional fitting is used to transform distribution $A$ into $B$, with arbitrary marginal distributions.

Now, the $t^{\text {th }}$ passage of the algorithm can be represented as a matrix multiplication:

$$
\begin{equation*}
A(t)=(\Gamma(t) \cdot A(t-1)) \cdot \Lambda(t)=\Gamma(t) \cdot(A(t-1) \cdot \Lambda(t)) \tag{.15}
\end{equation*}
$$

where $A(t-1)$ is the result of the algorithm after the $t^{t h}$ passage and $\Gamma(t), \Lambda(t)$ are the diagonal matrices. The way these matrices are constructed at each iteration is described, for example, in Deming and Stephan (1940) at pages 439-442, but it is irrelevant in this context. It follows that the iterative proportional fitting $\operatorname{IPF}(A \rightarrow B)$ after $t$ iterations may be represented as

$$
\left.B_{t}=\Gamma(t) \cdot(\ldots(\Gamma(2)(\Gamma(1)(A(0) \cdot \Lambda(1))) \cdot \Lambda(2))) \ldots \cdot \Lambda(t)\right)=\Gamma_{t} \cdot A \cdot \Lambda_{t}
$$

where

$$
\begin{aligned}
\Gamma_{t} & =\prod_{i=1}^{t} \Gamma(i) \\
\Lambda_{t} & =\Pi_{i=1}^{t} \Lambda(i)
\end{aligned}
$$

Moreover, notice that $\Gamma_{t}$ and $\Lambda_{t}$ will still be properly-dimensioned diagonal matrices with strictly positive entries on the diagonal because strictly positive diagonal matrices are closed under multiplication. Fienberg (1970) shows that $\operatorname{IPF}(A \rightarrow B)$ will provide asymptotically correct results - that is a table with the wanted marginal distributions. Thus, the form $\Gamma_{t} \cdot T^{\prime} \cdot \Lambda_{t}$ may be used to change the marginal distributions arbitrarily as $t$ approaches infinity: $\lim _{t \rightarrow \infty} B_{t}=B$

Following, definition 1, an index is margin-free iff $S\left(T^{\prime}\right)=S\left(\Gamma_{t} \cdot T^{\prime} \cdot \Lambda_{t}\right):=S\left(T^{\prime \prime}\right)$. Now, $T^{\prime \prime}:=<p^{\prime}(g), p^{\prime}(u), \phi(g, u)>$, with arbitrary marginal distributions $p^{\prime}(g), p^{\prime}(u)$. Using homogeneity of segregation indices, we have:

$$
\begin{aligned}
& S(T)=S\left(\Gamma_{t} \cdot T \cdot \Lambda_{t}\right) \Leftrightarrow S\left(\frac{T}{\Sigma_{T}}\right)=S\left(T^{\prime}\right)=S\left(\Gamma_{t} \cdot \frac{T}{\Sigma_{T}} \cdot \Lambda_{t}\right)=S\left(T^{\prime \prime}\right) \Leftrightarrow \\
& S(<p(g), p(u), \phi(g, u)>)=S\left(<p^{\prime}(g), p^{\prime}(u), \phi(g, u)>\right)
\end{aligned}
$$

From here, we can generalize the definition of a margin-free segregation index.

Definition F. 2 (Generalized Definition of a Margin-free Index). A segregation index is marginfree if and only if:

$$
S(<p(u), p(g), \phi(g, u)>)=S\left(<p^{\prime}(u), p^{\prime}(g), \phi(g, u)>\right)
$$

for any strictly positive marginal distribution $p(u), p(g), p^{\prime}(u), p^{\prime}(g)$.

This definition is useful since it defines the margin-free property unequivocally on a wider array of cases than the original definition.

Theorem F. 3 (Main Theorem). A segregation index is margin free if and only if it depends exclusively on the log odds ratios, $\phi(x, y)$

Proof. Osius theorem implies that any joint distribution outside the boundaries can be written as a triplet $p(g, u)=<p(g), p(u), \phi(g, u)>$. First, consider the region where this theorem applies. If an index only depends on $\phi(g, u)$, then $S\left(<p^{\prime}(g), p^{\prime}(u), \phi(g, u)>\right)=$ $S\left(<p^{\prime \prime}(g), p^{\prime \prime}(u), \phi(u, g)>\right)$ for any $p^{\prime}(g), p^{\prime}(u), p^{\prime \prime}(g), p^{\prime \prime}(u)$. Thus the index is margin-free by the general definition of margin-free index.

Conversely, assume the $S$ index is margin-free in the region where Osius theorem applies. By hypothesis, $S$ is non-trivial. Therefore, consider any two joint distributions, $p^{\prime}(g, u)$ and $p^{\prime \prime}(g, u)$, such that $S\left(p^{\prime}(g, u)\right) \neq S\left(p^{\prime \prime}(g, u)\right)$. By Osius theorem we may write these joint distribution as $p^{\prime}(g, u)=<p^{\prime}(g), p^{\prime}(u), \phi^{\prime}(g, u)>$ and $p^{\prime \prime}(g, u)=<p^{\prime \prime}(g), p^{\prime \prime}(u), \phi^{\prime \prime}(g, u)>$. Further, consider a new joint distributions, $p_{a}^{\prime \prime}(g, u)=<p^{\prime}(g), p^{\prime}(u), \phi^{\prime \prime}(g, u)>-$ notice that $p_{a}^{\prime \prime}(g, u)$ may be obtained from $p^{\prime \prime}(g, u)$ by changing only the margins, using for example the IPF procedure described by Deming and Stephan (1940). Since $S$ is margin free, $S\left(p_{a}^{\prime \prime}(g, u)\right)=S\left(p^{\prime \prime}(g, u)\right) \neq S\left(p^{\prime}(g, u)\right)$. By

Osius theorem, we must have $\vec{\phi}^{\prime} \neq \vec{\phi}^{\prime \prime}$, otherwise $p^{\prime}(g, u)$ would be identified by the same triples as $p_{a}^{\prime \prime}(g, u)$ and the two distribution would be identical, implying $S\left(p_{a}^{\prime \prime}(g, u)\right)=S\left(p^{\prime}(g, u)\right)$. Therefore, $S\left(p^{\prime}(g, u)\right) \neq S\left(p^{\prime \prime}(g, u)\right)$ implies $\phi^{\prime}(g, u) \neq \phi^{\prime \prime}(g, u)$ for margin-free indices.

Now, consider the boundaries, where Osius theorem does not apply. We have discussed in Section 2.5.5 above that a sigmoid function of $\vec{\phi}$ is sufficient to define a margin-free segregation index on the boundaries. However, the inverse must be treated with more caution.

As discussed above, a joint distribution is not uniquely determined by any triplet $<p(g), p(u)$, $\phi(g, u)>$, therefore, we must have some extra elements determining the joint distribution in addition to the usual triplet. Assume that a distribution on the boundary is uniquely determined by the triplet $<p(g), p(u), \phi(g, u)>$ alongside some other information $v(g, u)$. For example, in the case of a 2 by 2 table, $v(g, u)$ could be the value of the non-zero cells of the table. We will show that a margin-free index cannot depend on $v$. For any $v^{\prime}(g, u) \neq v^{\prime \prime}(g, u)$, let $p_{B}^{\prime}=<$ $p^{\prime}(g), p^{\prime}(u), \sigma\left(\phi_{B}(g, u)\right), v^{\prime}(g, u)>$ and $p_{B}^{\prime \prime}=<p^{\prime \prime}(g), p^{\prime \prime}(u), \sigma\left(\phi_{B}(g, u)\right), v^{\prime \prime}(g, u)>$, where $\sigma(x)$ is a sigmoid function. That is, $p_{B}^{\prime}$ and $p_{B}^{\prime \prime}$ are two different boundary distributions with identical sigmoid $\log$ odds ratios. We want to show that for any margin-free segregation index $S\left(p_{B}^{\prime}\right)=S\left(p_{B}^{\prime \prime}\right)$. Therefore, $S$ cannot depend on $v$ even at the boundary.

Assume $S$ is margin-free. We will assume we can build the sequence of joint distributions $p_{n}^{\prime}=<p_{n}^{\prime}(g), p_{n}^{\prime}(u), \sigma\left(\phi_{n}^{\prime}(g, u)\right), v_{n}^{\prime}(g, u)>$ where $\lim _{n \rightarrow \infty} p_{n}^{\prime}=p_{B}^{\prime}$ and $p_{n}^{\prime}$ is not a boundary joint distributions for any $n$. Similarly, we will assume we can build the alternative sequence $p_{n}^{\prime \prime}=<$ $p_{n}^{\prime \prime}(g), p_{n}^{\prime \prime}(u), \sigma\left(\phi_{n}^{\prime \prime}(g, u)\right), v_{n}^{\prime \prime}(g, u)>$ having the similar properties that $\lim _{n \rightarrow \infty} p_{n}^{\prime \prime}=p_{B}^{\prime \prime}$ and $p_{n}^{\prime \prime}$ is never a boundary joint distribution. Notice that $\lim _{n \rightarrow \infty} \sigma\left(\phi_{n}^{\prime}(g, u)\right)=\lim _{n \rightarrow \infty} \sigma\left(\phi_{n}^{\prime \prime}(g, u)\right)=$ $\sigma\left(\phi_{B}(g, u)\right)$. Therefore, for any properly defined metric $d()$ on the space of $\sigma(\phi)$ functions, $\lim _{n \rightarrow \infty} d\left(\sigma\left(\phi_{n}^{\prime}(g, u)\right), \sigma\left(\phi^{\prime \prime}(g, u)\right)\right)=0$. Since the elements in the sequences $p_{n}^{\prime}$ and $p_{n}^{\prime \prime}$ are not boundary distributions, we have that $S\left(p_{n}^{\prime}\right)$ and $S\left(p_{n}^{\prime \prime}\right)$ will only depend on $\phi_{n}^{\prime}(g, u)$ and $\phi_{n}^{\prime \prime}(g, u)$,
respectively. By continuity of $S$ and $\sigma, \lim _{n \rightarrow \infty} d\left(\sigma\left(\phi_{n}^{\prime}(g, u)\right), \sigma\left(\phi^{\prime \prime}(g, u)\right)\right)=0$ implies $\lim _{n \rightarrow \infty} d\left(\phi_{n}^{\prime}(g, u), \phi^{\prime \prime}(g, u)\right)=0$, which implies $\lim _{n \rightarrow \infty}\left|S\left(p_{n}^{\prime}\right)-S\left(p_{n}^{\prime \prime}\right)\right|=0$. Thus, $\lim _{n \rightarrow \infty} S\left(p_{n}^{\prime}\right)=$ $\lim _{n \rightarrow \infty} S\left(p_{n}^{\prime \prime}\right)$. Applying continuity of $S$ once again:

$$
S\left(p_{B}^{\prime}\right)=S\left(\lim _{n \rightarrow \infty} p_{n}^{\prime}\right)=\lim _{n \rightarrow \infty} S\left(p_{n}^{\prime}\right)=\lim _{n \rightarrow \infty} S\left(p_{n}^{\prime \prime}\right)=S\left(\lim _{n \rightarrow \infty} p_{n}^{\prime \prime}\right)=S\left(p_{B}^{\prime \prime}\right)
$$

Therefore, $S$ will not vary with $v(g, u)$ even for boundary joint distributions. With an identical argument, one can show that $S$ will vary with $\sigma(\phi(g, u))$, even at the boundaries. Thus, $S$ only depends on $\sigma(\phi(g, u))$ and ultimately on $\phi(g, u)$.

## Appendix to Chapter 3

## G. Seed Words for the Lovecraft Example

Seed words for the Lovecraftian semantic dimension: Cthulhu, Dunwich, Innsmouth, Lovecraftian, Miskatonic, Mythos, Necronomicon

Lovecraftian Words: abnormal, accursed, amorphous, antediluvian, antique, Arkham, blasphemous, charnel, cyclopean, decadent, demoniac, eldritch, fainted, foetid, fungus, furtive, hideous, immemorial, indescribable, Kingsport, Leng, loathsome, madness, manuscript, nameless, noisome, shunned, singularly, spectral, stench, tentacles

Anti-Lovecraftian words: adorable, appealing, beautiful, bright, charming, cheerful, cheery, cute, dainty, delightful, fluffy, foxy, glitter, handsome, kitten, lovely, pleasant, pooch, pretty, puppy, soft, sunny, whep

## H. Concept Mover Distance

In the present framework, The concept mover distance (CMD) introduced by Stoltz and Taylor (2019) and later refined in Taylor and Stoltz (2021) can be interpreted as the representation of a document through a weighted sum of its word-vectors and subsequent projection of the document on a dimension of interest. In this section, we will show we this interpretation holds.

Let $s$ be the sequence of words forming a document and let $n$ be the length of $s$. We indicate with $\mathscr{D}$ the set of word-vectors in the document. We associated each word-vectors $\vec{w}_{i}$ in $\mathscr{D}$ with a weight $c_{i}$. If the word $w_{i}$ appears $m_{i}$ times in $s$, its weight will simply be $c_{i}=\frac{m_{i}}{n}$ - that is, $c_{i}$ is the relative frequency of the word $w$ in $s$. We collect all such relative frequencies in the vector $\vec{c}$. Finally, let $\vec{D}$ be a semantic dimension. We indicate with $\vec{D}$ the semantic dimension of interest as usual, $\|\vec{D}\|=1$.

The CMD is introduced as the sum of the elements in a matrix measuring the distance of document $s$ from document $s^{\prime}$, where the document $s^{\prime}$ is simply $\vec{D}$. In this case, the to-be-summed matrix results from an element-wise multiplication (or Hadamard product) of a $n \times 1$ transition matrix $T$ and an equally-dimensioned similarity matrix $S$. The element $S_{i, j}$ of $S$ contains the cosine between $\vec{w}_{i}$ and $\vec{D}$. As mentioned in the main text, we respect the original vocabulary in the paper, but it is important to realize that the CMD is a similarity measure (as opposed to a distance measure) because $S$ contains cosines, which are a measure of similarity (not distance). In fact, a higher value of $S_{i, j}$ indicates that $\vec{w}_{i}$ and $\vec{D}$ are closer in the embedding space. As for $T$, the authors consider two options (denoted with $T^{*}$ and $T^{\prime}$ ) in order to pick the one giving the minimum sum, which, in turn, is an upper-bound approximation of the harder-to-find earth moving proximity (Kusner et al., 2015). ${ }^{15}$ Leaving aside the theoretical reasoning, it is sufficient to notice

[^43]that "the $T_{i, j}^{*}[\ldots]$ will always be the relative frequency of $\vec{w}_{i}$ [that is, $\left.c_{i}\right]$ in $s$ and the $T_{i j}^{\prime}$ weighting will always be 1." (Stoltz and Taylor, 2019) (p. 11, our notation). Quite clearly, $c_{i} \leq 1$ for any $i$. Therefore, $T^{*}$ will always give the minimum sum we are looking for and it coincides with the vector $\vec{c}$ introduced above. Overall, we can write the CMD as:
$$
C M D(s, \vec{D})=\sum\left(S \odot T^{*}\right)
$$
where we indicate the Hadamard pruduct with $\odot$ and $\sum(M)$ represents the operation of summing the elements of a matrix $M$

For our purposes, we should notice that $S=W_{n}^{T} \cdot \vec{D}$, where $W_{n}$ is the matrix having $\frac{\vec{W}_{i}}{\left\|\vec{w}_{i}\right\|}$ as its $i^{t h}$ column. Therefore, we can write the CMD as:

$$
\begin{aligned}
C M D(s, \vec{D})= & \sum\left(S \odot T^{*}\right)= \\
& S^{T} \cdot T^{*}=S^{T} \cdot \vec{c}= \\
& \vec{D}^{T} \cdot W_{n} \cdot \vec{c}= \\
& \sum_{w_{i} \in \mathscr{D}} \vec{D}^{T} \cdot \frac{\vec{w}_{i}}{\left\|\vec{w}_{i}\right\|} \cdot c_{i}= \\
& \vec{D}^{T} \cdot \sum_{w_{i} \in \mathscr{D}} \frac{\vec{w}_{i}}{\left\|\vec{w}_{i}\right\|} \cdot c_{i}=\vec{D}^{T} \cdot \sum_{w_{i} \in \mathscr{D}} \vec{w}_{i} \cdot \frac{m_{i}}{\left\|\vec{w}_{i}\right\| n}= \\
& \vec{D}^{T} \cdot W \cdot \vec{c}_{n}
\end{aligned}
$$

where $W$ is the matrix having $\vec{w}_{i}$ as its $i^{t h}$ column, and $\vec{c}_{n}$ is a vector of weights having $\frac{c_{i}}{\left\|\vec{w}_{i}\right\|}$ as its $i^{\text {th }}$ element.
respect to Kusner et al. (2015). This change transform CMD from a lower bound approximation of the earth moving distance to an upper bound approximation of a earth moving similarity. We stick to the code implementation of CMD.

Notice, $W_{n} \cdot \vec{c}$ is simply the mean of the normalized $\vec{w}_{i} \in D$ - which we can interpret as a representation of the document $s$ in the embedding space. In turn, $W_{n} \cdot \vec{c}$ is equivalent to $W$. $\vec{c}_{n}$, which is a weighted sum of the word-vectors in $\mathscr{D}$. Overall, the CMD is the projection of the document $s$ onto $\vec{D}$, where $s$ is represented as a document-vector in the embedding space. Therefore, the techniques discussed in the main text about weighted sums applies to CMD as well.

It is interesting to notice that the CMD weighting scheme $\left(\vec{c}_{n}\right)$ implicitly discounts words that are more frequent. In fact, the weight associated to a word-vector will be inversely proportion to its norm. In turn, larger norms are associated with more frequent words (Ethayarajh et al., 2019). Compare the CMD with a representation of a document as a simple mean of its word-vectors. To obtain the projection of this representation, we can slightly change the CMD from $\vec{D} \cdot W_{n} \cdot \vec{c}$ to $\vec{D} \cdot W \cdot \vec{c}$. Clearly, this representation is closely related to the CMD. However, unlike the CMD, it does not change the weight of word-vectors based on their norms.

## I. Words Mean Representation of Documents

The main text mentions the geometric interpretation by Arora et al. (2017) of document composition. The main idea is that a document can be represented as a central focus in the embedding space selecting words based on the proximity of their word-vector in the embedding space. Following this main intuition, we show that, under assumptions similar to those made in Arora et al. (2017), this geometrical representation can justify document representation as in the CMD (see H ) or as the mean of the word-vectors forming the document.

Let $s$ be the sequence of words forming a document, we indicate with $\mathscr{D}$ the set of word-vectors in the document. We indicate with $n$ the number of words in the document, that is the number of words in $s$. As in section H , we associate each word-vectors $\vec{w}_{i}$ in $\mathscr{D}$ with a weight $c_{i}=\frac{m_{i}}{n}$, where $m_{i}$ is the number of times word $w$ appears in $s$. Further, let $\mathscr{W}$ be the set of all word-vectors in the embedding space.

As mentioned in the main text, we assume that there is a central focus of the document, which can be represented by the document-vector $\vec{d}$ in the same embedding space as the word-vectors $\vec{w} \in \mathscr{W}$. Further, we use the following model:

Word selection: Given $\vec{d}$, the words of a document are selected sequentially and independently. Specifically, the probability that the next word selected will be $w_{j}$ is $P\left(\vec{w}_{j} \mid \vec{d}\right)=\frac{\exp \left(\vec{d} \cdot \vec{w}_{j}\right)}{Z_{d}}$, where $Z_{d}=\sum_{\vec{w}_{j} \in \mathscr{W}} \exp \left(\vec{d}_{n} \cdot \vec{w}_{j}\right)$ is a normalizing constant. Given this assumption, the overall likelihood of a document becomes $P\left(\vec{s} \mid \vec{d}_{n}\right)=\prod_{\vec{w}_{i} \in \mathscr{D}} \frac{\exp \left(\vec{d}_{n} \cdot m_{i} \cdot \vec{w}_{i}\right)}{Z_{d}}$.

Notice that the model is unidentified because the probability of selecting any word does not change as the norm of $\vec{d}$ changes. In other words, we must input some information about $\|\vec{d}\|$ to be able to estimate $\vec{d}$. Under the same assumptions as (Arora et al., 2017), we can approximate the normalizing factor $Z(\vec{d}) \approx Z \exp \left(\|\vec{d}\|^{2}\right)$, where $Z$ is a scalar constant not changing with $\vec{d}$ (Arora
et al., 2018). This approximation is doubly useful. It identifies the model by posing a constraint on $\|\vec{d}\|^{2}$ and makes model estimation much easier (see below). In practice, we can reframe $\exp \left(\|\vec{d}\| \|^{2}\right)$ as a regularization for the likelihood. Following usual regularization procedures, we can add a parameter $\lambda$ to the regularization, so that we rewrite $Z(\vec{d}) \approx Z \lambda \exp \left(\|\vec{d}\|^{2}\right)$. In what follows, we fix $\lambda=\frac{1}{2}$. Then, the MAP estimator for $\vec{d}$ :

$$
\begin{array}{ll}
P\left(\vec{s} \mid \vec{d}, \lambda=\frac{1}{2}\right)=\prod_{\vec{w}_{i} \in \mathscr{D}} \frac{\exp \left(\vec{d} \cdot m_{i} \cdot \vec{w}_{i}\right)}{Z_{d}} & \approx \prod_{\vec{w}_{i} \in \mathscr{D}} \frac{\exp \left(\vec{d} \cdot m_{i} \cdot \vec{w}_{i}-\frac{1}{2}\|\vec{d}\|^{2}\right)}{Z} \\
\begin{aligned}
\log P\left(\vec{s} \mid \vec{d}, \lambda=\frac{1}{2}\right)=\mathscr{L}\left(\vec{s} \mid \vec{d}, \lambda=\frac{1}{2}\right) & \approx \sum_{\vec{w}_{i} \in \mathscr{D}} \vec{d} \cdot m_{i} \cdot \vec{w}_{i}-\frac{n}{2}\|\vec{d}\|^{2}-n \log Z \\
& =\vec{d} \cdot \sum_{\overrightarrow{w_{i}} \in \mathscr{D}}^{n} m_{i} \cdot \vec{w}_{i}-\frac{n}{2}\|\vec{d}\|^{2}-n \log Z \\
\hat{\vec{d}}=\underset{\vec{d}}{\arg \max } \mathscr{L}\left(\vec{s} \mid \vec{d}, \lambda=\frac{1}{2}\right) \approx \sum_{\vec{w}_{i} \in \mathscr{D}} \frac{m_{i}}{n} \cdot \vec{w}_{i} &
\end{aligned}
\end{array}
$$

Altogether, these assumptions imply that the approximate MAP estimator of $\vec{d}$ is

$$
\hat{\vec{d}}=\|\hat{\vec{d}}\| \cdot \hat{\vec{d}}_{n}=\sum_{\vec{w} \in \mathscr{D}} \frac{m_{i}}{n} \vec{w}_{i}=\sum_{\vec{w} \in \mathscr{D}} c_{i} \vec{w}_{i}
$$

This is simply the mean of the word-vectors forming the document $s$.
We can change the modeling slightly to obtain the CMD representation of a document. In particular, let $w_{j, n}=\frac{\vec{w}_{j}}{\left\|\vec{w}_{j}\right\|}$. Then, we can reframe the previous model as:

Word selection: Given $\vec{d}$, the words of a document are selected sequentially and independently.
The probability that the next word selected will be $w_{j} \in \mathscr{W}$ is $P\left(\vec{w}_{j} \mid \vec{d}\right)=\frac{\exp \left(\vec{d} \cdot \vec{w}_{j, n}\right)}{Z_{d}}$, where $Z_{d}=\sum_{\vec{w}_{j} \in \mathscr{W}} \exp \left(\vec{d} \cdot \vec{w}_{j, n}\right)$ is a normalizing constant. Thus, the overall likelihood of a document is $P(\vec{s} \mid \vec{d})=\prod_{\vec{w}_{i} \in \mathscr{D}} \frac{\exp \left(\vec{d} \cdot m_{i} \cdot \vec{w}_{i, n}\right)}{Z_{d}}$.

Once again, the model is unidentified because word selection does not depend on the the norm of the document-vector, $\|\vec{d}\|$. As before, we approximate $Z$ to identify the model: $Z_{d} \approx$ $Z \exp \left(\lambda\|\vec{d}\|^{2}\right)$ (Arora et al., 2017, 2018)). We fix $\lambda=\frac{1}{2}$ and follow the same exact steps as above to obtain the new MAP estimate for $\vec{d}$ :

$$
\hat{\vec{d}}=\sum_{\vec{w} \in \mathscr{D}} \frac{m_{i}}{n} \vec{w}_{i, n}=\sum_{\vec{w} \in \mathscr{D}} \frac{m_{i}}{n \|\left|\vec{w}_{i}\right| \mid} \vec{w}_{i}
$$

As shown in section H , this is the document-vector representation used in the CMD.

## J. Seed Words for Climate Change Methodologies

Seed words for Field $\vec{M}$ ethods: interview, ethnographic, questionnaire, elicitation, workshop, discussion, archival, observational, survey, fieldwork, experiment

Seed words for Simulation Methods: racmo, om1, cgcm, gcms, simulation, rca3, hirham5, hirham, echam5, echam4, echam3, echam, tbm, hadam3h, aogcm, opyc3, simulation, regression, aquaplanet, pca, som, multimodel, vsvd, downscaling, eof, ccsm4, ccsm3, ccsm2, ccsm, csm1, ccm2, ccm3, cam2, cam3, cam4, cam5, lm2, agcm4, agcm3

Seed words for Document Methods: discourse, review, sna, assessment, evaluation, report, qca, qualitative, text

Seed words for Historical Methods: reconstruction, pbm dendrochronology, paico, dendrochronological, dendroclimatological, palynological, paleoecological, stratigraphy, multiproxy, paleoceanographic, paleoclimate

## K. Seed Words for the Burning Glass Data Application

Seed words for Upper $-\overrightarrow{B o d y}$ Strength: Natural Gas Extraction, Road Construction, Carpentry, Furniture Moving

Seed words for Fine Motor Skill: Manual Dexterity
Seed words for Problem Solving: Problem Solving, Detail-Oriented, Troubleshooting, Analytical Skills

Seed words for Mathematical Skills: Financial Modeling, Simulation, Clustering, Physics, Statistics, Statistical Analysis, Geometry

Seed words for Authority: Staff Management, Supervisory Skills, People Management, Business Administration, Strategic Planning, Business Planning, Business Management

Seed words for Sociability: Communication Skills, Teamwork / Collaboration, Verbal/Oral Communication, Teaching, Listening, Persuasion

Seed words for Technical $\overrightarrow{\text { Coding Skills: Software Development, Software Engineering, Relational }}$ Databases, Oracle

Seed words for Housekeeping: Food Preparation, Housekeeping, Senior Care, Laundry, Sorting, Toileting, Bathing

## L. Magnitude of Coefficients in Multidimensional Projections

In this section we show that the coefficients in a multidimensional projection cannot be normalized between - 1 and 1 if all semantic dimensions have the same norm, as recommended in the main text.

Consider a word $\vec{w}$ and a set of semantic dimensions $\vec{D}_{1}, \vec{D}_{2} \ldots \vec{D}_{n}$ such that $\left\|\vec{D}_{i}\right\|=r>0$ for $i=1 \ldots n$. By equation (3.3):

$$
\vec{w}=\sum_{i=1}^{n} \beta_{i} \vec{D}_{i}+\vec{\varepsilon}
$$

We partition the semantic dimensions into two sets. The first only contains $\vec{D}_{n}$, the second contains all other dimension. We will show that $\beta_{n}$ cannot be normalized between -1 and 1 if $\left\|\vec{D}_{i}\right\|=\left\|\vec{D}_{j}\right\|$ for $j, i=1 \ldots n$ and $i \neq j$.

Without loss of generality, we pick $r=1$. We can rewrite previous equation as

$$
\begin{equation*}
\vec{w}=\sum_{i=1}^{n-1} \beta_{i} \vec{D}_{i}+\beta_{n} \vec{D}_{n}+\vec{\varepsilon}=\beta_{k} \vec{D}_{k}+\beta_{n} \vec{D}_{n}+\vec{\varepsilon} \tag{.16}
\end{equation*}
$$

where $\beta_{k}=\left\|\sum_{i=1}^{n} \beta_{i} \vec{D}_{i}\right\|$ and $\vec{D}_{k}=\frac{\sum_{i=1}^{n} \beta_{i} \vec{i}_{i}}{\beta_{k}}$. Therefore, $\left\|\vec{D}_{k}\right\|=1$ and $\beta_{k} \vec{D}_{k}=\sum_{i=1}^{n} \beta_{i} \vec{D}_{i}$.
Now, we regress $\vec{D}_{n}$ on $\vec{D}_{k}$ :

$$
\vec{D}_{n}=\delta_{n} \vec{D}_{k}+\vec{D}_{n, \perp}
$$

where $\vec{D}_{n, \perp}$ is the vector of residuals from such regression and $\delta_{n}$ is equal to the cosine between $\vec{D}_{n}$ and $\vec{D}_{k}$, since $\left\|\vec{D}_{n}\right\|=\left\|\vec{D}_{k}\right\|=1$. Notice that $\vec{D}_{k} \cdot \vec{D}_{n, \perp}=0$ since $\vec{D}_{n, \perp} \perp \vec{D}_{k}$ by construction. Therefore

$$
\left\|\vec{D}_{n, \perp}\right\|^{2}=\left\|\vec{D}_{n}\right\|^{2}-\delta_{n}^{2}\left\|\vec{D}_{k}\right\|^{2}=1-\delta_{n}^{2}
$$

By the Frisch-Waugh-Lovell theorem we can obtain an estimate for $\hat{\beta}_{n}$ from equation (.16) by regressing a partialled-out version of $\vec{w}$ on $\vec{D}_{n, \perp}$. However, the same coefficient can also be
estimated by directly regressing $\vec{w}$ on $\vec{D}_{n, \perp}$ (Angrist and Pischke, 2009):

$$
\vec{w}=\beta_{n} \vec{D}_{n, \perp}+\vec{\varepsilon}_{n}
$$

Using OLS on this model, we obtain:

$$
\hat{\beta}_{n}=\frac{\|\vec{w}\|}{\sqrt{1-\delta_{n}^{2}}} \cos \left(\vec{D}_{n, \perp}, \vec{w}\right)
$$

In general $\frac{\|\vec{w}\|}{\sqrt{1-\delta_{k}^{2}}} \neq 1$ and the magnitude of $\hat{\beta}_{n}$ will not be normalized between -1 and 1 . In fact, given a set of basis to form $\vec{D}_{k}$, it is always possible to pick the next basis $\vec{D}_{n}$ such that the estimated coefficient $\hat{\beta}_{n}$ will be arbitrary big - it is sufficient to let $\delta_{n} \rightarrow 1$.

Notice that we could re-normalize $\vec{D}_{n}$ so that the previous equation reduces to a simple cosine. Indeed, for $\vec{D}_{n}^{\prime}=\vec{D}_{n} \cdot \frac{\|\vec{w}\|}{\sqrt{1-\delta_{k}^{2}}}$, the previous equation reduces to $\hat{\beta}_{n}^{\prime}=\cos \left(\vec{D}_{n, \perp}^{\prime}, \vec{w}\right)$, where $1 \leq$ $\cos \left(\vec{D}_{n, \perp}^{\prime}, \vec{w}\right) \leq 1$. However, if we proceeded with such re-normalization on all dimensions, we would have that $\left\|\vec{D}_{i}^{\prime}| | \neq\right\| \vec{D}_{j}^{\prime} \|$ for $i \neq j$ because $\delta_{i} \neq \delta_{j}$ in general. Therefore, the coefficients of the different dimensions would be on different scales and not directly comparable.


[^0]:    ${ }^{1}$ Massey and Denton (1988) distinguish as many as five different dimensions of segregation that indices may pick up on: evenness, exposure, concentration, centralization, clustering. Following their classification, this paper considers exclusively evenness-based indices, but the techniques presented are extensible to the other dimensions as well.

[^1]:    ${ }^{2}$ In addition to these two indices, we also tested the four inferential techniques on the Gini (Hutchens, 1991) and Atkinson (James and Taeuber, 1985) indices. The complete results of the simulation tests are available as additional material. The substantial conclusions presented in the main text do not change when we consider these additional indices.

[^2]:    ${ }^{3}$ The base of the logarithm in the entropy equation is ultimately irrelevant in the present context. The paper uses the natural logarithm throughout.

[^3]:    ${ }^{4}$ The Q parameter is the only parameter of the hyperbola model (Duncan and Duncan, 1955), used below to create simulated environments. Its range spans the interval from 0 to 1 - see Section 1.6.

[^4]:    $\overline{5^{I} \text { If a statistic is }}$ positively biased (as is the case for segregation indices), the bias will necessarily diminish when the population value reaches the upper bound of the statistic's possible range. Intuitively, if a segregation index spans the interval from 0 to 1 , its positive bias cannot exceed 0.01 when the population value is 0.99 .

[^5]:    ${ }^{6}$ Technically, we assume continuity of the index function $S(\tau)$ and we do not focus on the boundaries of $\tau$.

[^6]:    ${ }^{7}$ It is worth mentioning we are making a more fundamental assumption about the sampling process: the sampled table $T$ will converge to the population table $\tau$. However, this assumption has nothing to do with segregation indices and their statistical properties. Therefore, we do not discuss it explicitly in the main text. We notice, however, that the assumption clearly holds for simple sampling design like simple random sampling - used in the simulations.

[^7]:    ${ }^{8}$ We further assume an infinite population. This assumption is necessary for any asymptotic result to hold.
    ${ }^{9}$ Results available by the author.
    ${ }^{10}$ The SISeg R package backing this paper contains delta method calculation for simple random sampling and stratified sampling by group or occupation for 7 segregation indices.

[^8]:    ${ }^{11}$ This assumption may not always be satisfied. For example, if two samples share a substantial number of sampled individuals because of their design, then the techniques illustrated in the main text are incorrect. This would be the case for some complex sample designs such as the Current Population Survey where different waves may share a substantial portion of sampled individuals.

[^9]:    ${ }^{12}$ Occupations are modeled as multinomial distributions if there are more than two groups in the environment.

[^10]:    ${ }^{13}$ Rathelot (2012) uses a different statistical framework to justify the model. Whereas we are interested in sampling, this author considers segregation as arising from a random process of recruitment of individuals into occupations. The objective is to draw inference about this process for the future, not about an original population(see also D'Haultfœuille and Rathelot, 2017). Moreover, the frequentist framework used in the original paper implies a different interpretation of the beta distribution in the mixture. Whereas we consider the beta distribution as a prior (and a posterior, given conjugacy) encoding our uncertainty about the probability vector $\Pi_{G \mid o(i)}$, Rathelot (2012) considers drawing from the beta-mixture as part of the random process itself. This implies that occupations in the same clusters do not share the same probability distribution, but the same beta-binomial distribution.

[^11]:    ${ }^{14}$ While this may not be formally correct, $\Pi_{O}$ is considerably easier to estimate than $S(\tau)$, so that its sampling error would not influence the final inference substantially. In other words, if $\pi_{O}$ is not precise enough as an estimator of $\Pi_{O}$, estimating $S(\tau)$ with any sort of precision is probably impossible.

[^12]:    ${ }^{15}$ The use of the words 'confidence interval' for Bayesian models is technically incorrect as it bears clear reference to the hypothesis-test paradigm, which does not apply in a Bayesian framework. Many other names, such as 'credible interval' have been proposed. Here, we use this incorrect expression to emphasize the similarity of the goals of the DP methods and the other methods discussed. Technically, credible intervals should not be read as confidence intervals since their meaning is different: Bayesian credible intervals represent intervals that contain parameter with a certain probability, in light of the data, the model and the priors. Likely, credible interval provides a more intuitive interpretation with respect to confidence intervals, which is more aligned to the actual interpretation of interval estimation by practitioners (Morey et al., 2016).
    However, we are still judging the Bayesian intervals for their frequentist properties. The possibility of using credible intervals as confidence intervals depends on the applicability of a Bernstein-von Mises theorem to the Dirichlet process mixture model, which is complex to establish and still an active area of research (Ghosal and van der Vaart, 2017). However, even if a Bernstein-von Mises theorem holds, this may not be relevant for the problem at hand since the Dirichlet process mixture model is hardly a realistic model of the data in the first place. Here, we sidestep these complex issues and we simply notice that empirically the DP method and the corrected DP method provide good coverage in the experiments below.

[^13]:    ${ }^{16}$ We are assuming that the posterior is unimodal, which is the case in all simulations and model we have estimated for this paper. The definition would change slightly for non-unimodal posteriors.

[^14]:    ${ }^{17}$ Naturally, all of the conclusions are based on the limited tests conducted in the simulation exercise: we do not formally prove that any estimator is optimal from a min-max perspective. Therefore, it is impossible to state with certainty that an estimator will be min-max better than another in practical application based on the results presented. However, this is an intrinsic limitation of the simulation exercise not of the min-max criterion. The same criticism applies to any criterion we may choose to rank estimators.

[^15]:    ${ }^{18}$ Logan et al. (2018) made the data publicly available from the website: https://s4.ad.brown.edu/Projects/mapusa/index.html
    ${ }^{19}$ More than $99 \%$ of the non-black population is simply white. Therefore, considering white/black segregation instead of non-black/black segregation does not change any methodological or substantial conclusions.
    ${ }^{20}$ Any tract south of the South Branch of the Chicago River is considered South Side.

[^16]:    ${ }^{21}$ More precisely, we first sample one individual (uniformly at random) from each tract. Then, we complete the sample with a simple random sample of all remaining individuals from any tract. This procedure ensures that the sample table has the same dimension as the environment table, but it oversamples slightly from the least populated tracts. To keep the exercise simple, we did not re-weight the final samples.
    ${ }^{22}$ Notice that the RMSE of the Theil index is not the sum of the RMSEs of its components. The RMSE is not decomposable in this sense.

[^17]:    ${ }^{23}$ In an additional analysis, we compared the sampling distributions and coverage of the different estimators for the ratio of the between component over the overall Theil index. As expected, C-DP(1) provides a better estimate and coverage, whereas the other estimators tend to under-estimate the between proportion of total segregation. Perhaps more surprisingly, the sampling distributions of the Bayesian estimators were more concentrated than the sampling distributions of the other samples. Therefore, the Bayesian estimators are not only less biased but also less variant in this case.

[^18]:    ${ }^{24}$ In a separate analysis, we tested the perfomances of the estimators on the Gini and Atkinson indices. The general conclusions are unchanged.

[^19]:    ${ }^{1}$ More precisely, Mora and Ruiz-Castillo (2011) and Frankel and Volij (2011) use the expression "strong school decomposability", but this name does not translate well to the more general context of this paper.

[^20]:    ${ }^{2}$ For some of the derivation, we assume that there are more units than groups. This assumption is verified in all practical applications the author has ever encountered.
    ${ }^{3}$ Admittedly, there are data structure whose segregation is interesting, but whose structure is not as simple as the group and units distribution we consider here. For example, Roberto (2018) incorporates in quantification of residential segregation the physical features of cities, while Echenique and Fryer (2007) and Ballester and Vorsatz (2014) quantify segregation in social networks.

[^21]:    ${ }^{4}$ This does not mean that inequality has only one source and may not be decomposed in factor (Shorrocks, 1982) or subgroups (Shorrocks, 1980)
    ${ }^{5}$ The evenness and association approaches precisely quantify segregation as some form of inequality in distribution between two (or more) groups. From this perspective, segregation is a form of inequality. Yet, these approaches are not the only (let alone the "right") approaches to segregation. Especially, for the present discussion it is simpler and more fruitful to separate segregation and inequality neatly.

[^22]:    ${ }^{6}$ Elbers (2021) technique is also concerned with the issue of appearing/disappearing units. That is, the ability to compare environments whose sets of units overlap only partially. This is a well-known issue in the analysis of occupational segregation (Blau et al., 2013), but it is not general across different kinds of segregation - there are no shared units between different cities. Thus, we will ignore the problem in the paper. However, it is easy to apply Elbers (2021) technique to account for (dis)appearing units with the proposed $Q$ index.

[^23]:    ${ }^{7}$ Notice the two kinds of marginal changes affect both marginal distributions at the same time. That is, the different kinds of marginal changes do not map on changing the margins one at the time.
    ${ }^{8}$ In the more general case of distributions that are not representable as finite contingency table, Osius (2004) shows how to create a general version of the proportional marginal fitting procedure (Deming and Stephan, 1940). This means that the same reasoning that we apply to simple contingency tables is generalizable to any joint distribution of groups and units (having a density).

[^24]:    ${ }^{9}$ Continuity of $g(\cdot), h_{1}(\cdot)$, and $h_{2}(\cdot)$ immediately follows from the fact that $S(\mathbf{A})$ as a whole must be continuous.

[^25]:    ${ }^{10}$ The completely segregated case is possibly even more difficult than Table 2.9 shows since we had to make some arbitrary judgment call for the completion of the table. One may argue that the $\phi$-matrix is not well defined in this case

[^26]:    ${ }^{11}$ Technically, the odds are odds ratios with respect to a (non-existing) unit having an equal odd. What we are technically doing is to change the reference odd in the calculation of a sufficient vector of odds ratios so as to make the calculations more convenient.

[^27]:    ${ }^{12}$ However, the multi-group version of $Q^{*}$ differs substantially from the multi-group version of $\lambda$. Compare equation (2.10 in Section 2.5.4 with equation (18) from Bouchet-Valat (2022).

[^28]:    ${ }^{13}$ For the partition-decomposition to work, the clusters within the unit partition must contain at least two units. This is a condition for the correct decomposition of both $Q$ and $Q^{*}$

[^29]:    ${ }^{14}$ The centered norms of all multi-group log odds-ratios taken together is not a constant, as it is in the two-groups case. However, the centered-norm of the log odds ratios for any two groups is still a constant.

[^30]:    ${ }^{15}$ Lower prestige occupations: Service occupations; Sales and related occupations; Office and administrative support occupations; Farming, fishing, and forestry occupations; Construction and extraction occupations; Installation, maintenance, and repair occupations; Production occupations; Transportation and material moving occupations; Armed Forces. Highly prestigious occupations: Management, business, and financial occupations; Professional and related occupations.

[^31]:    ${ }^{1}$ Someone may argue that camping is not a sport. Here we are only reporting the definitions and results by (Kozlowski et al., 2019, p. 912-913).

[^32]:    ${ }^{2}$ It should be noticed that there is an alternative strategy for the calculation of semantic dimensions consisting in using the first principal component of the couples' differences as the semantic dimension (Bolukbasi et al., 2016; Ethayarajh et al., 2019). Under the model presented in section 3.3, it is possible to show that the mean of the differences and their first principal component converge to the same vector due to the interpretation of the first principal component as the fitted regression line minimizing the residual variance for a series of points (Pearson, 1901). However, it appears from our empirical test that the principal component strategy is substantially slower to converge. It is therefore ignored in the remaining of the paper.

[^33]:    $\overline{{ }^{3} \text { We are assuming analogies are transitive. Given two analogies such as (1) "Paris is to France what Berlin is to }}$ Germany" and (2) "Berlin is to Germany what Rome is to Italy", transitivity implies that (3) "Paris is to France what Rome is to Italy". It should be pointed out that some scholar believes that analogies are not necessarily transitive (Tversky, 1977).

[^34]:    ${ }^{4}$ The semantic interpretation of $\beta($ camping,$\vec{A})$ and $\beta(g o l f, \vec{A})$ will crucially depend on which pole of the $\vec{A}$ dimension is associated with the positive sign.
    ${ }^{5}$ The projection task implies the trapezoidal model (Figure 3.2). Indeed, camping - g $\overrightarrow{o l f} f=(\beta(\operatorname{camping}, \vec{A})-$ $\beta($ golf,$\vec{A})) \cdot \vec{A}+\left(\alpha_{C}-\alpha_{G}\right) \vec{\varepsilon}=\beta_{C-G} \cdot \vec{A}+\alpha_{C-G} \cdot \vec{\varepsilon}_{C-G}$. When $\alpha_{C-G} \cdot \vec{\varepsilon}_{C-G}=\overrightarrow{0}$, this equation reduces to the trapezoidal model of analogical reasoning.

[^35]:    $\overline{{ }^{6} \text { In Table 3.1, we only consider the most common } 10,000 \text { words by number of appearances in the corpus. Considering }}$ all words does not change our conclusions substantially, but produces more obscure words whose meaning is less clear.

[^36]:    ${ }^{7}$ Incidentally, the overall calculations in equation (3.9) and (3.10) can still be framed as a weighted sum of wordvectors. It is sufficient to subtract the principal component of the document-vectors matrix from the word-vectors matrix and then proceed with the weighted sum of the neat-out word-vectors. In other words, Arora et al. (2017) create another set of (word) embeddings and then proceed with the calculation of the document-vectors using their weighting schema with the newly-calculated embeddings.

[^37]:    ${ }^{8}$ The multi-dimensional projection correctly classifies two abstracts from the social science cluster as highly relevant for historical methods. The two abstracts are titled "Broadening the spatial applicability of paleoclimate information" and "Paleoclimate histories improve access and sustainability in index insurance programs". They appear to be the only abstracts relevant for paleoclimatolgy among those manually checked.

[^38]:    ${ }^{9}$ We set the context window parameter of the Word2Vec algorithm to 100 , bigger than any actual ads in the data. This way, we disregard the order in which the skills of each opening are presented in the data.

[^39]:     a column vector, as usual when expressing linear models in matrix form.

[^40]:    ${ }^{11}$ In that case $\vec{\beta}=\mathbf{M} \cdot \vec{T}_{d}=\mathbf{M} \cdot\left(\mathbf{W}_{i} \cdot \vec{c}\right)=\left(\mathbf{M} \cdot \mathbf{W}_{i}\right) \cdot \vec{c}$.

[^41]:    ${ }^{12}$ This is due to the fact that the equations (3.11) and (3.10) divide the word-vectors composing a document by the total number of words in a document, $L_{i}$ in equation (3.11). Indeed, the same issue would appear if we represented a document with a simple mean of its word vectors.
    ${ }^{13}$ In this case, the decomposition is approximate because the sum of the coefficients in the plot under-weight the 5 words at the beginning and end of the abstracts. Yet, as the document gets longer the sum of the moving window coefficients will tend to the overall document coefficients. In the example in the text, the difference are substantially negligible.

[^42]:    ${ }^{14}$ We consider only one possible parametrization of the Atkinson index. The index has a tunable parameter whose effects we are not considering in this context. For a discussion of its properties and parameters, see Frankel and Volij (2011).

[^43]:    ${ }^{15}$ There is some confusion in the presentation of CMD in the original paper (Stoltz and Taylor, 2019). The authors declare in their equation (5) to look for a maximum (not a minimum) between $T^{*}$ and $T^{\prime}$, but in their code they look for a minimum. Likely, the confusion is due to change from Euclidean distance to cosine similarity for matrix $S$ with

