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Abstract

A fundamental materials science question is “why and how will this material form?” The experimental,

computation, and time resources necessary to answer this question consume significant resources due to the

predominantly trial-and-error based approaches common in materials research. This dissertation reintroduces

a number of fundamental thermodynamics-based tools for the study of contemporary materials stability and

formation. Primary modeling types include (multi-element) Pourbaix diagrams, stability diagrams, yield

diagrams, convex hulls, ensemble (probability diagrams), and driving force parameters. First, we create

(nonstandard state) Pourbaix and driving force diagrams sourced from density functional theory (DFT)

calculations to model copper speciation in aqueous, electrochemical environments. We determine hybrid

functionals as necessary for free energy of formation modelling to create accurate Pourbaix diagrams, and

further develop methods for the efficient calculation of phase diagrams from less computationally-intensive

functionals. At elevated temperatures, we report decreased passivation regions, particularly for CuO(s), and

pressure dependent aqueous ion predominance. We also establish boundary conditions for thermodynamically

driven lead corrosion for nonstandard states, phosophate solutions, and carbonate solutions. Multiple element

Pourbaix and stability diagrams, created from DFT-sourced free energies of formation with spin-orbit coupling

and van der Waals corrections included, demonstrate that the stability of hydroxylpyromorphite has been

overestimated. This work suggests there may be alternative formation routes for lead orthophosphates, such

as from early calcium apatite precursors. Our model underscores the need for future research on lead scale

identity and stability. Next, we apply predominance diagrams to rationalize the hydrothermal synthesis

design of a family of thermoelectric, layered, heteroanionic bismuth oxychalcogenide (BiMOQ) compounds.

The stability regions of the targeted oxychalcogenides in initial Pourbaix diagrams indicate hydrothermal

synthesizability. Analysis of optimized reaction conditions and potential byproduct creation is completed

through extending thermodynamic tools such as probability diagrams, calculated from the canonical ensemble
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of chemical potentials, and stability-yield diagrams. We further explore chemical trends for successful synthesis

of products, and find copper target phase domains to be larger than silver ones, selenium target domains are

larger than sulfur domains, and heteroanionic material domains typically stabilized at moderate pHs. Finally,

we introduce two new, quantitative aqueous materials formation descriptors for the development of future

corrosion resistant systems: (i) the maximum driving force (MDF) to characterize initial surface formation

of scales and (ii) the effective chemical potential to predict subsurface, compositionally constrained phase

formation. We apply these thermodynamic analysis tools to understand nickel thin film evolution in variable

pH and potentials. Moreover, we leverage the MDF to intuitively describe the aqueous stability of single

element speciation including noble 4d metals (e.g., silver, gold) and soluble solid oxides. Finally, we report

initial work in developing these parameters for future comparative studies on quantitative elemental- and

composition-based corrosion. We conclude by discussing future work, and the important note that compound

formation verified by experimentation is imperative for model validation. Successive projects to develop

rational synthesis design strategies and corrosion resistance will accelerate materials discovery, enabling new

energy, health, and electronics solutions.
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CHAPTER 1

Introduction

1.1. Motivation

Water, necessary to sustain life, is also fundamental to the formation of many important materials in our

world. Water contributes oxygen and hydrogen to many inorganic ceramics. Furthermore, as a solubilizing

medium, hydrothermal water-based synthesis methods make available materials that might otherwise be hard

to form. On the other hand, metal or alloy contact with water can lead to harmful degradation via corrosive

processes. Strategies to prevent corrosion often rely on fostering the formation of stable oxide barriers; thus,

limiting degradation requires creating new materials. While aqueous formation of passive oxides is of upmost

importance, due to water’s complexity, it is not very well understood. Significant work to understand and

predict aqueous materials formation is therefore paramount to advancing the field of materials chemistry.

Much of modern thermodynamics was developed by Josiah Willard Gibbs in “On the Equilibrium of

Heterogeneous Substances” in 1873 and 1875 [33]. In his foundational works, he develops the concepts of free

energy and entropy to describe equilibria and materials stability within simple and isotropic systems. He also

furthers geometric representations of chemical systems, creating visualization tools for materials stability

across variables like temperature and composition. The creation of these phase diagrams are foundational

towards predicting which phases and species is most likely to occur in a given system. These important

concepts of energies, entropy, and geometric phase diagrams have allowed researchers in subsequent centuries

to develop models for materials formation in different environments, including within aqueous systems.

One such important model of water based materials formation is the Pourbaix diagram, developed by

Marcel Pourbaix in 1974 [1]. Pourbaix diagrams are aqueous, electrochemical, pH-potential diagrams which

utilize normalized, environmentally dependent formation energies to outline conditions at which different

materials phases will be stable. Within “Atlas of Electrochemical Equilibria in Aqueous Solutions”, standard

state diagrams are reported for nearly all elements stable in water. Since its original publication, other
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studies have further developed reported diagrams, including through: (i) increased accuracy with better

∆fG sourcing, (ii) varying parameter studies, such as reporting concentration-pH diagrams, (iii) calculating

diagrams at nonstandard state and nonstandard corrosion limits, and (iv) including phases from multiple

different elements.

Within general materials stability, a uniting tool is the convex hull. C. Wolverton et al. [34] in 1991

and D.D. Lee et al. in 1992 [35] were some of the first works to introduce a materials science “convex hull”

describing composition versus energy space. These diagrams show thermodyanmically stable phases connected

on a hull line. Meta and unstable materials, sometimes visualized lying above the hull, will generally be

harder to synthesize, and at an infinite amount of time should decompose into materials compositionally close

to them which are on the hull. Convex hulls can be created with experimental free energies of formation, or

enthalpies calculated from DFT-sourced electronic energies. The later strategy is leveraged by computational

materials science groups to report extensive multiple element convex hulls in online databases such as

Materials Project [36] and the Open Quantum Materials Database [22,23]. Owing to their prominence and

general system applicability, convex hulls have become the field standard first step towards understanding

solid materials stability and synthesizability. However, particular to water based materials formation, the

competing soluble ions within aqueous systems, where soluble ions compete with solid phases, renders free

energies of formation alone as ineffective.

A couple decades ago, some of the first papers by J.M.R. Génin et al. [37] and R.M. Nyffenegger et

al. [38] reported on Pourbaix diagrams repurposed for hydrothermal synthesis. Since then, and particularly

within the last 5 years, renewed interested has led to increased reporting of aqueous predominance diagrams

focused on understanding materials formation. In 2019, W. Sun et al. synthesized metastable manganese

oxides in part by utilizing Pourbaix diagrams to identify the pH, potential, and crystallization pathways

target phases needed to occur [39]. L. Liu et al. in 2018 selected processing conditions for Co(III) catalysts

from generated Pourbaix diagrams [40]. Pourbaix diagrams have further been repurposed from bulk materials

to include the effects of size, surface orientation, and surface oxidation state [40-43]. However, most of these

papers focus on binary compound synthesis, and are not developed for more complex, multielement aqueous

materials formation.



1.1. MOTIVATION 32

The following chapters describe my work focused on thermodynamic models for materials formation.

Within this context, we leverage thermodynamic phase diagrams to model the multiple influencing factors on

materials formation in aqueous systems. Computer programs and new methods were developed as needed to

drive efficient model creation. Models were applied to a variety of predominantly aqueous systems, including

for understanding corrosion and hydrothermal synthesis, as depicted in Figure 1.1.

Figure 1.1. Schematic depicting research thrusts relating to why and how materials form.
DFT and in house Python libraries (see Section 3.3 and Section 8.12) are utilized to calculate
∆fGs for thermodynamic phase diagram creation (center). Predominance diagrams model
key degradation and formation environments, including for building corrosion resistant
systems, creation of maximum driving force models of stable scale formation, and the rational
design of hydrothermal syntheses.

The projects presented in this dissertation include: (i) understanding (non)standard state copper corrosion

behavior, (ii) the prediction of stable lead scales in various environments to prevent corrosion in lead pipes,

(iii) the design and verification of the synthesis techniques for a thermoelectric family of copper or silver

containing bismuth oxychalcogenides (i.e., BiMOQ) by leveraging computationally sourced, multi-element

Pourbaix and stability diagrams to identify conditions that favored target phase formation, (iv) the application

of Ellingham diagrams to verify the formation of thin films via high temperature oxidation or 2D synthesis,

and (v) the development of a model to predict stable scale formation utilizing maximum driving forces (MDF).

Each of these projects rely on having accurate ∆fG databases from density functional theory (DFT), as
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demonstrated in Figure 1.1. Collaborative experimental works, imperative to substantiate computational

models and which has increased the impact of each work, are briefly highlighted in subsequent chapters where

relevant. Proposed projects, discussed in more detail in the future work section, include the evaluation of

the corrosion behavior of copper-aluminum and copper-tin for predicting selective corrosion products for

nanoporous materials synthesis, the inclusion of further scales for stability evaluation in aqueous lead systems,

and hydrothermal synthesis design for other heteroanionic systems. The broader goal of this dissertation is to

normalize and diversify thermodynamically sourced diagrams to predict stable phases, and provide analysis

to accelerate future synthesis and corrosion resistance design.

1.2. Research Objectives and Statements

The foundation of this dissertation lies in the advancement of predicting when new materials will form

for synthesis and corrosion sciences. We leverage computational tools, including DFT and phase diagrams, to

understand materials degradation and design strategies for novel synthesis routes. Better design rules guiding

materials stability will accelerate the discovery of new materials, thereby giving materials scientists a larger

materials phase space to study and utilize. In pursuit of that goal, the following objectives were identified:

(1) Evaluate the differences between experimentally and computationally predicted diagrams

(2) Establish refined DFT ∆fGs as appropriate for describing the energetic landscape of a system of

solids for phase diagram creation

(3) Expand the synthesis systems described and predicted by computation, including novel formation of

complex layered, heteroanionic compounds

(4) Develop novel methodologies to apply computational tools and diagrams to corrosion systems,

including systems of multiple elements and varying compositions

(5) Increase the adoption of new workflow for understanding materials formation in aqueous systems

The pursuit of these objectives was facilitated by uniting computational methods, analysis, and results with

experimental collaboration in peer-reviewed publications. The main questions addressed in this dissertation

are as follows:
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● What benchmarking is necessary to establish a level of DFT that can create accurate Pourbaix

diagrams? Are there methods we can develop to improve the accuracy and efficiency of Pourbaix

diagram creation? Are there further analytical tools that we can develop, beyond the Pourbaix

diagram, using DFT-calculated free energies of formation?

● Do calculated lead predominance diagrams match what we know about lead release, particularly

in legacy water systems? Can we learn anything new about limiting Pb corrosion by studying

the thermodynamic contributions to lead solubilization?

● Can we effectively utilize predominance diagrams to understand and optimize hydrothermal

synthesis methods for multiple element products? Are there ways that we can bridge the gap

between traditional thermodynamic and kinetic modeling of materials formation?

● Are there further models or descriptors we could develop to provide quantitative information

for aqueous materials formation? How do we ground this descriptor in physical observation

and experiment?

1.3. Organization

This thesis is organized to mirror the research objectives as follows:

● Chapter 2 outlines key background and history for understanding the foundational methods and

previously published literature leading to this work.

● Chapter 3 provides details on the different methods necessary for developing the projects in this

dissertation.

● Chapter 4 utilizes Pourbaix and driving force diagrams, sourced from free energies of formation

calculated with first principles methods, to model copper corrosion in various environments.

● Chapter 5 explores how lead solubilization changes with varying environmental conditions through

calculation of predominance diagrams with DFT sourced free energies of formation.

● Chapter 6 develops thermodynamic models and predominance diagrams for understanding and

optimizing hydrothermal synthesis of heteroanionic bismuth oxychalcogenides.
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● Chapter 7 establishes new quantitative descriptors of aqueous materials formation, the MDF and

effective chemical potential. These parameters are then applied to interpret experimental Ni thin film

data, calculate trends within possible corrosion behavior of a broad set of periodic table elements,

and understand cantor alloy scale behavior.

● Chapter 8 summarizes the most important findings within this dissertation and discusses future

directions for this work.
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CHAPTER 2

Background

Predicting when and how materials form is at the cornerstone of new materials discovery and the efficient

design of materials systems. New materials synthesis is challenging. Development usually progresses through

trial-and-error approaches, leading to resource and time waste. Furthermore, the lifetime of a material is

limited by degradation; often degradation processes involve redox reactions whose products dictate usability

and application lifetime. Generally, it is challenging and time consuming to understand how the multitude

of experimentally tunable variables (e.g., time, temperature, pressure, solution chemistry) affect potential

product, ion, or solid surface oxidation (scale) formation. Much work has been completed to develop and

apply models to predict materials creation. Here, we review approaches for understanding aqueous materials

formation, though recognize that our limited focus is by no means extensive.

Figure 2.1. Thermodynamic models for A-B materials stability. (a) A composition-energy
convex hull for the A-B composition family. Stable compositions are shown by black circles
connected by the solid black hull line (at 0%, 25%, 33%, 50%, 75%, and 100% B). Meta and
unstable phases appear as teal squares. (b) Pourbaix diagram of element A. Regions for
electrochemically stable aqueous ions (blues), elemental A (green), and solid oxides (oranges)
are shown within and outside the dotted water stability lines at varying pHs and electrode
potentials. (c) Aqueous ion concentration-solution pH stability diagram of element B. The
diagram is dominated by a large BO2 stability region (salmon), with B(II) species appearing
at very low ion concentrations and more prominently at acidic pHs (teals).
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The core of each dissertation project presented herein lies in utilizing thermodynamic models sourced

from density functional theory (DFT) calculation outputs to understand materials formation in aqueous

environments. At the outset of these works, the consideration of free energies of formation (∆fG) calculated

from DFT was found to yield highly physical results [4, 27, 44]. Furthermore, DFT-sourced ∆fG sets

allow us to form consistent and predictive models with energies for materials not yet synthesized or whose

thermodynamic data have not been reported. Previously, thermodynamic phase diagrams had already found

some success in predicting materials formation as found in key publications, including for magnesium oxide

and delafossite CaGaO2 [37,45-50]. In fact, past work in our group has established the use of Pourbaix

diagrams to accurately predict scale-dependent aqueous thin film formation for nickle (hydr-)oxides [21,27].

We focus on numerous aspects of utilizing thermodynamic and electrochemical models, including system

complexity, diagram creation efficiency, and energetic sourcing.

2.1. Energy Sourcing

The accuracy of general thermodynamic phase diagrams relies on careful sourcing of the Gibbs free

energies of formation (∆fG) to calculate reaction chemical potentials. However, challenges in thermodynamic

data sourcing have historically limited the creation of phase diagrams. Traditional techniques to find the ∆fG

values of solids include combustion calorimetry, which has been associated with significant errors [1,3,4,6,27].

Previous studies have found that materials or compounds that are prone to sample defects, such as NiO, often

lack precise experimentally determined free energies of formation [27]. In other cases, the DFT formation

energies are preferred to create an accurate version of shallow convex hulls or when there is a lack of

experimental data across a composition or material family [27,44]. In comparison, these studies also found

success using ∆fG values generated from bulk first-principles calculations, which allow for ideal sample

analysis and meticulous control over simulation quality [4,27,44]. We note that thermodynamic modeling

literature largely relies on experimentally-sourced free energies of formation aqueous ions, as the ∆fG values

of aqueous ions are computationally intensive to calculate. Moreover, experimental techniques for aqueous

ions are associated with much smaller errors than solid state formation energy methods [4]. Herein, we chose

to utilize solid ∆fGs sourced from DFT to further benchmark their use for thermodynamic models, and out

of necessity in the case of synthesis projects where target phase free energies of formation are not reported.
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A key consideration when creating thermodynamic data sets from DFT calculations is the level of theory

necessary to sufficiently describe the energetics of the materials family. In order to benchmark this, scientists

will often examine how well described other known properties of the phase are, including lattice constants,

formula unit volume, dynamic stability, and electronic behavior. Input parameters in DFT and density

functional approximations control how precisely the model can replicate the system. In other words, scientists

may choose to include more accurate functionals, spin orbit coupling, van der Waals effects, and U additional

on site electron-electron interactions in the model. Proper choice of DFT inputs and convergence criteria

often yields relatively accurate energies for reasonable resource and time costs.

2.2. Convex Hull

Convex hulls are a field standard within computational materials science work to understand stability,

ground state compositions, and potential decomposition phases. Convex hulls were originally introduced to

broad materials science literature in the 1990s for structure selection and stability [34,35]. Since, they have

been utilized in high throughput DFT databases and countless works have implemented them to describe

ground state phases for a given composition range. Moreover, convex hulls are used to describe how metastable

a material may be, i.e., how energetically far a material is above the hull. Figure 2.1a shows a convex hull for

an A-B element system. Ground state phases, displayed as black circles, include A, A3B, A2B, AB, AB3,

and B. Included metastable and unstable phases, teal squares, are any phases above the solid black hull line.

Metastable phases at the same composition as a ground state phase represent a material which might occur

through a phase transition from the ground state to another structure. Convex hulls can be used to as a

metric for synthesizability by reporting if the material is on or near the hull [51,52]. Moreover, DFT-sourced

free energy of formation data sets can be benchmarked against others with different calculations inputs, and

against experimental sets, through visualizing the convex hulls.

2.3. Pourbaix Diagrams

A commonly constructed model for aqueous materials formation is the electrochemical pH-potential phase

diagram (Pourbaix diagram) depicting phase stability under varying solution pH and electrode potential [1].

In other words, Pourbaix diagrams depict thermodynamic stability of a compound and its competing solid
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oxides, solid hydroxides, or soluble ions in aqueous solution as a response to changes in pH and applied

electrode potential. Pourbaix diagrams are useful tools to understand redox active thermodynamic species in a

hydrothermal or corrosion reaction. Diagrams are typically reported at the standard corrosion limit [1] of 10−6

aqueous ion activity and standard state temperature and pressure. The standard hydrogen electrode (SHE)

is typically chosen as the reference electrode potential. Figure 2.1b shows an example pH-potential diagram

of element A. The green region, existing at negative potentials and a range of pHs below approximately 14, is

typically considered the immunity region. Here, the element or alloy should not oxidize or solubilize, and

is thus considered stable in water. Solid oxidation regions, shown as two orange regions, indicates that a

solid oxide or hydroxide scale should form on the surface of A. To engineer passivation, where oxide barriers

can prevent further oxidation and solubilizing of an element, one will typically target the formation of a

nonporous solid oxide region. Blue regions represent conditions where A should solubilize; thus, these are

considered corrosion regions. Water stability regions are typically visualized, here with dotted blue lines.

Above and below the lines water will oxidize and reduce, respectively. While the diagram here is shown

only for element A, electrochemical diagrams can be extrapolated out to multiple elements following Gibbs’

phase rule [33], as elucidated in W.T. Thompson et al. [53]. We note Pourbaix diagrams are thermodynamic

in origin, and therefore do not take into account kinetics effecting reaction evolution. Nonetheless, these

predominance diagrams are often used to understand how many variables interact to influence materials

formation within aqueous systems.

2.4. Stability Diagrams

Stability diagrams presented within this work typically refer to solution pH versus aqueous ion concentra-

tion thermodynamic predominance diagrams [54,55]. However, the broad name can be applied to aqueous

predominance diagrams where other thermodynamic parameters vary. Stability diagrams have historically

been leveraged to identify processing conditions for synthesis, including reactant concentration and pH [56].

Similarly to Pourbaix diagrams, standard state conditions are typically invoked. An applied potential of

0 V versus the standard hydrogen electrode can be assumed if none is specified. It should be noted that

nonstandard state diagrams, particularly those where temperature is varied, should report aqueous ion

concentrations in molality rather than molarity due to its invariance with pressure and temperature changes.
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Figure 2.1c shows a typical stability diagram for element B. The salmon colored BO2 represents a solid

oxide phase, analogous to the potentially passivating scales formed in the orange Pourbaix diagram regions.

There is a clear concentration and pH dependence of the solid region, as the stability of the solid is limited

by low pH and low concentration of B ions in solution. At low concentrations, aqueous ions dominate

within the green/teal corrosion regions. The B(II) hydrolysis series show B2+ stable at pH < 6, B(OH)+

stable between approximately 6 < pH < 10, and B(OH)2 stable at pH > 10. Within pH-concentration stability

diagrams, solids are generally found to be stabilized at higher aqueous ion concentrations, and aqueous ions

at lower concentrations, due to the −RT ln(ηI) solubility term contribution to the chemical potential.

2.5. Applications

Redox, dissolution, and hydrolysis reactions occurring when elements come into contact with water

dictate many significant processes for every day life. Herein, we focus on two primary areas of research

surrounding aqueous materials formation: corrosion and synthesis applications.

2.5.1. Corrosion

Materials lifetime in aqueous systems is often bound by degradation via corrosion. The U.S. alone lost

approximately $276 billion USD in corrosion related costs in 1998 (estimated at approximately $477 billion in

January 2022) [57], and some public health hazards from toxic materials sources such as lead can be tied

back to significant uncontrolled corrosion. Corrosion and general aqueous degradation progresses through

reduction-oxidation (redox) reactions, which can lead to dissolution of the metal or alloy to create aqueous

ions in solution. The formation of a solid (hydr-)oxide can also form, potentially providing a passive layer

that protects the original compound from harmful corrosion processes. However, the prediction of which

oxides will occur and their relative ability to protect is challenging to know a priori. Myriad factors influence

corrosion, including temperature, ion concentration, pH, potential, scale identity, and surface crystallographic

orientation. Additional considerations include chemisorption of ions in solution, surface and subsurface

composition, and short range order can influence which oxide scales may form and any diffusion processes

associated with dissolution and oxidation. Models and simulations to understand the variety of factors
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influencing the formation of materials occurring during aqueous degradation are imperative to prolong the

lifetime of better infrastructure and applications.

2.5.2. Synthesis

The development of novel synthesis methodology, such as hydrothermal synthesis of a new material, remains

a paramount challenge in chemistry and materials science. Many synthesis methods, and in particular

hydrothermal synthesis, often rely on a trial-and-error approach to establish. During experimental design,

variables within the experiment are changed, such as temperature, pressure, pH, potential, mineralizer,

reactant ratios and concentrations, and more. Expedited methodology optimization has the potential to

unlock an increased number of realized compounds, in part because hydrothermal synthesis is particularly

suitable for metastable material generation [58-60]. Design rules and computational modeling of synthesis

conditions are current areas of research promising accelerated synthesis development [61-63].

One approach towards achieving predictive hydrothermal synthesis, extendable to corrosion resistance

engineering, uses first-principles derived thermodynamic models, and avoids undertaking kinetic processes

simulations accessible from panoramic-based studies [62,64-66] aimed at integrating nucleation and crystalliza-

tion pathways. Pourbaix [28,37,45-50] and stability [54-56,67-71] diagrams have been applied successfully

in the past to predict synthesis conditions through understanding the thermodynamic stability landscape of

stable species at given condition ranges. However, historic use of predominance diagrams extends primarily

to single-component homoanionic materials (simple oxides). In one study, J.M.R. Genin et al. explained the

formation of different iron “green rust” scales through multi-ion Pourbaix diagrams [37]. More recently,

M. Bianchini et al. explored how free energy mapping throughout the reaction and thermodynamic phase

diagrams could help to explain previously perplexing polymorph formation over target reactants in the

Na0.67MO2 (M=Co, Mn) materials family [62]. Moreover, phase diagrams, are useful in identifying potential

byproducts or potential secondary corrosion products to better explain why a synthesis might have failed [4].

Despite reported success on isolated systems, the computational challenges for developing thermodynamic

models are distinct: accurate and accessible phase-stability models under realistic hydrothermal conditions

that connect phase equilibria to process variables, which can be selected in the laboratory, e.g., temperature,

reactant concentrations, and pH.
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A rise in computational resources allows for ease of calculating multi-element and increasingly complex

diagrams that were not feasible decades ago. In this work, we will leverage computational resources to develop

thermodynamic models for aqueous materials formation in a variety of contexts. Furthermore, we develop

a parameter, the maximum driving force (MDF) to aid in quantitative comparisons of phase formation in

aqueous systems for systems with differing elements or compositions.
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CHAPTER 3

Methodology

Modern applications of phase diagrams were first proposed by J.W. Gibbs in 1876 [33]. These diagrams

broadly describe the most stable system configuration given certain degrees of freedom. Modern theory

development has included the use of this work to model myriad systems, and generalized the phase diagram

such that it can be expanded to multiple system conditions not previously captured [72]. While there are

numerous previously reported uses of thermodynamic phase diagrams, we use and advance phase diagrams

for materials under aqueous environments. Examples of relevant diagrams include the Pourbaix, stability,

and yield diagrams. Variations on these diagrams are also presented, including (maximum) driving forces

and predominance diagrams. Literature published in the past decades has reinvigorated the use of these

phase diagrams for predicting aqueous materials formation, chiefly within the fields of synthesis science and

corrosion science. In both cases, we allow the metal to be in a time-independent two phase equilibrium, and

only dependent on intrinsic system variables (e.g., solution pH, temperature).

We adopt a number of additional different computational and thermodynamic tools to propose ranges on

synthesis and stable phase formation conditions. Key among these are density functional theory (DFT) for

thermodynamic data sourcing, the revised Helgeson-Kirkham-Flowers (HKF) method for energy extrapolation

to higher temperatures, and the implementation of the maximum driving force (MDF).

3.1. Energetic Sourcing

Generalized phase diagrams and thermodynamic modeling of aqueous species formation rely on accurately

sourced thermodynamic data. Generally, most methods within this work use the Gibbs free energy of

formation (∆fG) to find the chemical potential for condition-dependent phase stability. Entropy (S), heat

capacity (C), and vibrational free energy (Fvib) terms are used for some temperature-dependent evaluations.

These values may be sourced either from experiment or computation.
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Experimentally sourced thermodynamic data can be found from databases and previously published

literature. Key databases include the NBS Tables [8], NIST Janaf Tables [73], Lange’s Handbook of

Chemistry [9], the OBIGT database [74], and the CRC Handbook of Chemistry and Physics [3]. However,

∆fGs may also need to be sourced from primary reports. Typically, aqueous ion thermodynamic data is

always gathered from experimental sources, due to generally acceptable energetic accuracy and the relatively

high cost of computing these values from first principles. On the other hand, values for solids are often

associated with larger variance experimentally. Additionally, it can often be challenging or impossible to find

thermodynamic data published for some or all components of a materials system. Therefore, some studies

resort to sourcing their (bulk) solid ∆fGs from computational models.

Bulk or scale-constrained (translationally variant) solids may be sourced from computational modeling with

relatively lower resource cost. Specifically, static density functional theory (DFT) in combination with phonon

calculations provide the electronic, zero point, and vibrational energy contributions to the ∆fG, allowing for

the creation of accurate and self-consistent thermodynamic data sets. Structural information is the only a

priori knowledge needed for potential phases formed, and is often sourced from experimental sources such as

the Inorganic Crystal Structure Database [30] or from high throughput DFT databases [22-24]. Structural

prediction software is available, and includes bulk symmetry prediction programs such as CALYPSO [75] or

alloy and complex oxide prediction codes [76-86].

Below, we review the broad computation methods used to source ∆fG energetic data in this dissertation:

(i) DFT and (ii) lattice harmonics and vibrational energy calculations. Then, we review the complimentary

extrapolation of aqueous ion energies to nonstandard state with the (revised) HKF method.

3.1.1. Density Functional Theory

Density functional theory (DFT) is a method of atomistic materials modeling utilizing an electron density

found from the Khon-Sham equation [87,88] as an approximation for the quantum mechanical many-body

problem. DFT is widely used throughout the materials science and physics communities to simulate materials

ground states, structural phase transitions, electronic and optical properties, and more. We here use it

because free energies of formation computed from DFT have been found to be highly accurate [4,89-91], and

are easily employed for systems where no experimentally-determined values are reported.
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The basis of DFT resides in the Schrödinger Equation

ih̵
∂

∂t
Ψ(x, t) = [− h̵

2

2m

∂2

∂x2
+ V (x, t)]Ψ(x, t) , (3.1)

where ψ(x, t) is a wave function, V (x, t) is the potential, m is the particle mass, h̵ is Planck’s constant, and

x, t are space and time, respectively. This equation describes the evolution of the wave function of a quantum

mechanical system, with respect to space and time, as a function of the environment. While Equation 3.1

can be resolved analytically for a single particle system with some effort, interacting many electron systems

must include approximations to solve.

In DFT, many electron-electron interactions are approximated with a Kohn-Sham density functional.

Explicitly, each electron’s interactions with other electrons are calculated based on a local or semilocal

form given the electron density [87,88]. Ultrasoft pseudopotentials can approximate the contribution of

core electron states with a plane wave basis method [92,93]. The exchange and correlation effects can be

approximated with a number of different functionals, including a local density approximation or a generalized

gradient approximation, which take into account the local electron density (and its derivative). Treating

many body systems as sums of self-consistent, single electron systems in electron gas potentials drastically

decreases the complexity of the problem such that it is feasible to solve with current computational resources

available to most researchers. Generally, choice of functional in this work is based on weighing computational

costs with how close key properties are to experimentally sourced values, such as free energies of formation.

Electronic energy, a key property necessary for our work, is found through the following equation for the

ground state energy, Etot[n0]:

Etot[n0] = ⟨ψ[n0]∣T̂ + V̂ + Û ∣ψ[n0]⟩ (3.2)

where n0 is the ground state electron density, T̂ is the kinetic energy, V̂ is the potential energy, and Û is

the electron-electron interaction energy. The exact ground state electron density is unknown, necessitating

approximations such as the orbital-based Khon-Sham equation. To better understand contributions to the

electronic energy, it can be helpful to divide E[n0] into energetic components as:

Etot[n] = ET[n] +EV[n] +EJ[n] +EX[n] +EC[n] (3.3)
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where ET[n] is the total kinetic energy in terms of Kohn–Sham orbitals [88], EV[n] is the total potential

energy due to Coulombic attraction to atomic nuclei, EJ[n] is the potential energy due to Coulombic

repulsion for electron pairs, EX[n] is the mechanical exchange energy for electronics, and EC[n] is the

electron correlation energy [94]. This equation, derived from work by Pierre Hohenberg, Walter Kohn, and

Lu Jeu Sham [87,88], demonstrates that the minimum of the total electronic energy and other observable

ground state properties are a functional of the electron density. Completion of DFT structural relaxation

calculations, followed by a static calculation yields the electronic energy (Ee) from Equation 3.2. Ee is

a principal contribution to ∆fG shown in Equation 3.5, and can be roughly approximated with the 0 K

enthalpic contribution.

Errors associated with DFT simulations occur from functional approximation, and from electron density

approximation [95]. More accurate exchange and/or correlation effects can be obtained using the plus U

method or hybrid functionals, though the latter leads to significant computational cost increases. We note

that some hybrid functionals will explicitly calculate exact exchange interactions at the Fock level within

a close range (typically a couple Ångstroms) [91]. These screened Coulomb, range-separated functionals

balance computational accuracy with resource availability by treating exchange interactions that occur at

distances beyond the cutoff with a semilocal density functional to lower computational cost.

For this collection of works, density functional theory calculations are performed with the Vienna Ab

initio Simulation Package (VASP) [96-99]. Functionals at different levels theory are utilized to optimize

solid-state structures and obtain the ground state formation energy for each composition. For different

projects, we employ the local density approximation (LDA), the generalized gradient approximation (GGA)

by Perdew-Burke-Ernzerhof (PBE), the Perdew-Burke-Ernzerhof generalized gradient approximation revised

for solids (PBEsol), the strongly constrained and appropriately normed semilocal density functional metagga

(SCAN), and the hybrid exchange-correlation functional (HSE06) [91,100-105]. K-points are converged to

at least 3,000 k-points per reciprocal atom (KPPRA) and implemented with a Γ centered mesh. Generally,

Guassian smearing is used with a small smearing width of 0.1 eV or less to accurately obtain any band

gaps. Moleculear geometries, such as the oxygen molecule and hydrogen molecule gas bonds, are relaxed

within a 15×15×15 Å3 simulation cell vacuum. The initial magnetic moments, e.g., for materials like copper
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(II) oxide and oxygen gas, were chosen based on experiment [106,107]. Total energy is converged to 10−7

eV and forces are converged to 10−3 eV Å−1 or less during relaxations. An energy cutoff of 450-700 eV is

used for all calculations based on convergence criteria. Nonspherical gradient corrections within the PAW

spheres are included. When necessary, Van der Waals forces are considered for solids implemented using

the Tkatchenko-Scheffler method with iterative Hirshfeld partitioning for LDA and GGA functionals in

VASP [108]. Van der Waals corrections for SCAN are implemented with the revised Vydrov and Van Voorhis

nonlocal functional (rVV10) [109] and with the DFT-D3 dispersion correction for HSE06 [110]. Specific

DFT settings employed by results chapters can be found in the Appendix.

3.1.2. Lattice Dynamics Calculations

Phonon calculations are necessary to perform in order to obtain the vibrational entropy and zero point

energy contributions to ∆fG. Furthermore, these calculations permit assesment of the dynamical stability

of a considered phase. In these works, lattice dynamics calculations are performed with VASP, utilizing

plane wave calculations with PBEsol [92,93,100,101], and Phonopy softwares [111]. We generate small

displacements (displacement amplitude = 0.01-0.03 Å) within supercells with the frozen phonon method

utilizing the harmonic approximation [112]. We calculate thermodynamic data for solid species through

statistical thermodynamics expressions implemented with Phonopy. Phonon calculations are used to find the

vibrational energy, written as the Helmholtz free energy

F = −kBT ln(Z) = ϕ + 1

2
∑
qν

h̵ω(qν) + kBT∑
qν

ln[1 − exp(−h̵ω(qν)/kBT )] , (3.4)

where the expression is written in terms of the Boltzman constant kB , phonon frequency ω, temperature T ,

general q-points in the Brillion zone q, and Planck’s constant h̵ [111]. For standard state systems, we use

vibrational energies at 298.15 K to approximate the room temperature vibrational contribution [44].

The formation energy of each solid species is then

∆fG(T ) =H(T ) − TS(T ) = Ee + Fvib(T ) , (3.5)
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where Fvib(T ) and TS(T ) are temperature-dependent terms, and Fvib(T ) is found from phonon calculations

and given by Equation 3.4. When considered nonstandard state conditions, the Fvib(T ) term for the required

temperature is calculated. In this way, the temperature-dependent free energies of formation for solid species

can be obtained via first principles calculations [111].

3.1.3. Revised Helgeson-Kirkham-Flower Method

The (revised) Helgeson-Kirkham-Flowers is used to extrapolate thermodynamic information for aqueous ions,

including entropy and Gibbs free energies of formation, from standard to nonstandard state. The calculations

encompassed within the revised portion of HKF method are for charge neutral aqueous ions. Here, we use it

to find nonstandard state ∆G values for aqueous ions considered for phase diagrams.

The HKF method encompasses a collection of works published from the 1970s through the 1990s, including

the select articles highlighted here [113-119]. Several studies use the revised HKF method to account for

different thermodynamic behavior of ions in solution at nonstandard state, including for the use of Pourbaix

Diagrams [2,120,121]. The method is founded on the basis that the change in behavior of a solution can be

derived from the sum of its solvated and nonsolvated contributions, and approximates the size of the ion radius

and its subsequent Born coefficient through experimental observations and fitted data. Further dependence

of solution structure based upon changes to the dielectric constant and effective volume are documented

with temperature and pressure changes. Several parameters and functions, including the g-function and the

dielectric constant of water, have been well documented. The entropy, enthalpy, heat capacity, and therefore

formation energies of solutions can be calculated at nonstandard state. We utilized the following equations,

similar to those those used by B. Beverskog et al. and C.C. Binter [120,122], to find the entropy and heat

capacity at elevated temperatures.

We start with the equation for the formation energy of a species at nonstandard state:

∆Ḡ○ =∆Ḡ○f + (Ḡ○P,T − Ḡ○Pr,Tr
) , (3.6)
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where the difference (Ḡ○P,T − Ḡ○Pr,Tr
) is related to our definition of the Gibbs formation energy, which is

dependent on the entropy, heat capacity, volume, and pressure:

Ḡ○P,T − Ḡ○Pr,Tr
= −S̄○Pr,Tr

(T − Tr) + ∫
T

Tr

C̄○Pr
dT − T ∫

T

Tr

C̄○Pr
dln(T ) + ∫

P

Pr
V̄ ○T dP . (3.7)

In this study we assumed the ∫
P
Pr V̄

○

T dP term, describing the change in volume in the system at different

pressure, is negligible. We therefore need the nonstandard state heat capacity in order to calculate the change

in formation energy. We also assume that the integrated heat capacity can be approximated by the average

temperature of the heat capacity at the given temperature range.

The equation for partial molar heat capacity, C̄0
P , is shown below as a sum of its solvated (s) and

nonsolvated (n) contributions.

C̄0
P =∆C̄0

P,n +∆C̄0
P,s . (3.8)

This ultimately gives us the final equation for the standard partial molal heat capacity as:

C̄0
P = c1 +

c2

(T −Θ)2
− ( 2T

(T −Θ)3
) × (a3(P − Pr) + a4ln( Ψ + P

Ψ + Pr
))

+ωTX + 2TY (∂ω
∂T
)
P
− T (1

ϵ
− 1)(∂

2ω

∂T 2
)
P

, (3.9)

where C̄0
P is given as a function of temperature and pressure. It accounts for changes in temperature and

pressure through the inclusion of the dielectric constant and its dependent terms, the Born coefficient, and

the coefficients of equations of state. The nonstandard state temperature and pressure are given by T and P

respectively. Θ and Ψ are solvent parameters equal to 228 K and 2800 bar. Implementation of these equations

yields the standard molar heat capacity at elevated temperatures and pressures.

We show the ∆C̄0
P is dependent upon parameters c1, c2, a3, a4, Z, and ω. Additional equations of state

coefficients a1 and a2 are used for the approximation of other properties like nonstandard state entropy, but are

not needed for this study. The values for the equations of state coefficients are derived from experiment, and

are given in a variety of works [114,115,123]. In the case where parameters were not given, the coefficients

were approximated by the coefficients provided for structurally and electronically similar ions found in works

by E.L. Shock and H.C. Helgeson, particularly when modeling anionic copper complexes [114,115,118]. We
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point out that the cuprite and cuprous hydrolysis series found to be stable in largely basic conditions, such as

Cu(OH)−3 and Cu(OH)2−4 , can also be written as the HCuO−2 and CuO2−
2 .

The series of ω and its partial derivatives with respect to temperature are given below, with a dependence

on the g-function.

ωj = ωe,j −ZωH+ , (3.10)

ωabs
j =

N0e2Z2
j

2re,j
=
η2jZ

2
j

re,j
, (3.11)

ωe,j =
Z2
e,jη

re,j
, (3.12)

where Z is the formal charge on the ion, N is Avagadro’s number, e is the absolute electronic charge equal to

4.80298×10−10 esu, and η is equal to 1.66027×105Å cal/mol. An important point to note that neutral ions

are often found to still behave as a charged ion in solution, but the revised HKF method for neutral atoms

does not define a formal charge for these species. Values in the original works were found from experimental

extrapolation exclusively. In this work, we define Z as 0 for electronically neutral ions, and extrapolate

reported values for structurally similar ions to our own species. The value ωH+ is the Born coefficient of the

H+ ion, equal to approximately 5.387×104 cal/mol (225.4 kJ/mol) at standard state [115]. The effective radii

of the jth ion, re,j is defined as

re,j = rx,j + ∣Zj ∣(kz + g) , (3.13)

where rx,j is the crystallographic radius of the ion, kz is a charge dependent constant defined as 0.94 for

cations and 0.0 for anions [114], and g is the g-function characterized in J.C. Tanger et al. [118]. The values

of the g function are reported in E.L. Shock et al. and further in this section [123].

To calculate the C0
p value, we find the partial derivatives of the Born coefficient with respect to

temperature. These are defined below, where each partial derivative similarly relies on the g-function and its

partial derivatives:

(∂ω
∂T
) = −η [abs(Z3)

r2e
− ( Z

(3.082 + g)2
)]( ∂g

∂T
)
2

P
, (3.14)

(∂
2ω

∂T 2
) = 2η [abs(Z4)

r3e
− ( Z

(3.082 + g)3
)]( ∂g

∂T
)
P

−η [abs(Z3)
r2e

− ( Z

(3.082 + g)2
)]( ∂

2g

∂T 2
)
2

P

.

(3.15)
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We point out that the g-function, while defined elsewhere, was defined and then fit with a power series in

J.C. Tanger et al. [118], and later E.L. Shock et al. [123]. As discussed in [123], the g-function is a solvent

function that describes the effective electrostatic radii of pressure and temperature dependence of the solvent,

in this case water [118]. We define it below:

g = ag(1 − ρ̂)bg , (3.16)

ag = a1 + a2T + a3T 2 , (3.17)

bg = b1 + b2T + b3T 2 . (3.18)

Here, ai and bj are parameters given in a variety of texts, T is temperature, and ρ̂ is the density of water

divided by 1 g
cm3 [122]. Qualitative trends and descriptions of the g-function can be found in [123].

The partial derivatives of the g-function with respect to temperature, at constant pressure, are necessary

to find the final dependence of the Born coefficient on temperature, are shown below. Explicit values of the

partial derivatives at different pressures and temperatures are found in [123]

( ∂g
∂T
)
P
= g [

ρ̂αbg

1 − ρ̂
+ (b2 + 2bgT )ln(1 − ρ̂) +

a2 + a3T
ag

] , (3.19)

( ∂
2g

∂T 2
)
P

= g [
ρ̂αbg

1 − ρ̂
[2(b2 + 2b3T )

bg
+ 1

α
( ∂α
∂T
)
P
− α − ρ̂α

(1 − ρ̂)
]

+2b3ln(1 − ρ̂) +
2aga3 − (a2 + 2a3T )2

a2g
] + 1

g
( ∂g
∂T
)
2

P
, (3.20)

where α is the coefficient of thermal expansion for water.

Also necessary for the calculation of C̄0
p are X, Y , and Z, which allow for the changes in the dielectric

behavior of water, including its ability to stabilize solvents as temperature and pressure varies. We note that

the Z in this case is dependent upon the dielectic constant of water, and is not the ion’s formal charge. The

definitions of X, Y , and Z are below, where ϵ is the dielectric constant of water:

Z = −1

ϵ
, (3.21)
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Y = (∂Z
∂T
)
P
= ( 1

ϵ2
)( ∂ϵ

∂T
) , (3.22)

X = (∂Y
∂T
)
P
= ( 1

ϵ2
)( ∂

2ϵ

∂T 2
) − (2ϵY 2) , (3.23)

Several researchers have documented the values of X, Y , and Z at a range of pressures and temperatures,

including E.L. Shock et. al. [123].

Water’s dielectric constant variation based on temperature, pressure and density has been well documented

[122,124].

ϵ =
5

∑
k=1

ckD
k−1
w , (3.24)

where ck are fitting parameters for the density of water, given as Dw.

Therefore, the first and second partial derivatives with respect to temperature of Z used to calculate the

Y and X functions are found to be:

( ∂ϵ
∂T
)
P
=

4

∑
j=0

Dj
w [(

dc

dT
)
j+1
− jαcj+1] , (3.25)

( ∂
2ϵ

∂T 2
)
P

=
4

∑
j=0

Dj
w

⎡⎢⎢⎢⎢⎣
( d

2c

dT 2
)
j+1

− j (α( dc
dT
)
j+1
+ cj+1

dα

dT
) − jα(( dc

dT
)
j+1
− jαcj+1)

⎤⎥⎥⎥⎥⎦
. (3.26)

These equations are founded on established changes in the dielectric constant of water with respect to

temperature and pressure. Needed to implement these equations are the coefficient of thermal expansion, α

and its respective derivatives, which can be found in a variety of sources [113,114,117].

The thermodynamic behavior found for our studies should be viewed to be trends for the aqueous

ions considered, and is not claimed to be exact values of the formation energies of these species at higher

temperatures. We find agreement between our calculated entropies and heat capacities to those calculated by

B. Beverskog et al. [121]. This approximation method for the formation energy temperature and pressure

dependence also has been used in other works with success [119].

3.2. Phase Diagram Creation and Thermodynamics-based Analysis Tools

Phase diagrams and figures made from thermodynamics based analytics can be valuable tools to understand

phase formation. To account for the multiple degrees of freedom (aqueous) environments allow for, countless
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diagram types may be created. Here, we detail the creation of some of the main phase diagrams and tools

used in these works.

3.2.1. Pourbaix Diagram

Pourbaix diagrams were first proposed by Marcel Pourbaix [1] to provide insight into aqueous redox corrosion

reactions. Pourbaix diagrams are also commonly referred to as aqueous electrochemical diagrams and

pH-potential diagrams. These figures illustrate the most stable phase(s) for a range of solution pHs and

electrode potentials at a given temperature, pressure, and aqueous ion concentration. An example of a copper

Pourbaix diagram is shown in Figure 7.1a, and contains all of the primary aspects of a typical diagram,

including pH and potential-dependent stable elemental states (teal), solid oxide formation representative of

copper scales (blues), and corrosive, soluble aqueous ions (oranges). While initially developed to understand

corrosion, Pourbaix diagrams have more recently been framed to understand hydrothermal synthesis [63,67].

Here, Pourbaix diagrams are created following methods originally implemented in a number of sources

[1,44,53,125]. Diagrams are calculated at standard state and at the standard corrosion limit of 10−6 solution

activity (ηI) set by M. Pourbaix [1] except where specified. ηI = 10−8 typifies many applications where low ion

concentrations are expected, such as piping, refrigeration, and many plating applications [121]. ηI = 10−2 or

more represents solutions of high concentrations, more typical of synthesis environments. The ideal solution

approximation (η ≈ concentration) is assumed except where specified. Approximations to account for nonideal

solution effects are detailed in Section 3.2.1.1.

The electrode potential in solution is reported in reference to the standard hydrogen electrode (ESHE),

which is 0 V at pH= 0 at all temperatures. The temperature- and pressure-dependence of ESHE is described

through the following water redox reactions and Nernst equation:

2H+ + 2e− → H2(g) , (3.27)

O2 + 4H+4e− → 2H2O , (3.28)

E = −2.303RT

F
pH − RT

2F
ln
pH2

p0
, (3.29)



3.2. PHASE DIAGRAM CREATION AND THERMODYNAMICS-BASED ANALYSIS TOOLS 54

where E is the potential in (V), and p0 and pH2 are the standard pressure and partial pressure of hydrogen in

(Pa), respectively. While temperature change is allowed to modify the oxidation and reduction lines of water,

we assume that the partial pressure of hydrogen does not vary substantially with temperature unless otherwise

specified, and therefore do not include an explicit variation of it. The lines in the diagrams presented for

water stability denote the oxygen evolution reaction (OER) and the hydrogen evolution reaction (HER),

respectively. An important consideration for corrosion prediction can be excess O2 or H2 gas in solution,

which can lead to stress corrosion cracking, and nonuniform corrosion. Explicit inclusion of gaseous species

evolution will change the stability regions of species above and below the OER and HER lines [126].

∆fGs for all species, solids and aqueous ions, were used to assess the chemical potentials of formation

(∆µ) at specific pH-potential (pH, U) points. In a single element system, the formation of a solid (hydr)oxide

MxOyHz is described using a generalized redox reaction of water with metal M as

XM + YH2O→MxOyHz + (2Y −Z)e− + (2Y −Z)H+ , (3.30)

where X, Y , and Z provide stoichiometric mass balance. Then, the chemical potential (∆µsolid) for the

formation of a solid phase, e.g., MxOyHz, from the reaction of water with its respective metal is

∆µMxOyHz = (∆fGMxOyHz − (2Y −Z) ⋅ FU − (2Y −Z) ⋅RT ln(10) ⋅ pH

−X ⋅∆fGM − Y ⋅∆fGH2O)/N , (3.31)

where R is the ideal gas constant, T is the temperature, F is Faraday’s constant, and N is the total number

of metal elements per formula unit (here N =X).

Corrosion occurs through the solubilization of the solid and subsequent formation of aqueous ions

[MxOyHz]δ(aq), shown below:

XM + YH2O→ [MxOyHz]δ(aq) + (2Y −Z + δ)e
− + (2Y −Z)H+ . (3.32)
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The reaction chemical potential to form the aqueous ion ∆µaq. ion is therefore

∆µ
[MxOyHz]

δ
(aq)
= (∆fG[MxOyHz]

δ
(aq)
+RT ln(ηI) − (2Y −Z + δ) ⋅ FU

− (2Y −Z) ⋅RT ln(10) ⋅ pH −X ⋅∆fGM − Y ⋅∆fGH2O)/N , (3.33)

where δ is the oxidation state and ηI is the solute activity. The first two terms of Equation 3.33 show that

the chemical potential contributions to the aqueous ion include both its free energy of formation and some

measure of solvation captured by the solute activity. Solid species with high solubility or that react with

water are excluded from consideration. RT ln(ηI) is minimal at room temperature but increases substantially

at elevated temperatures. It begins to dominate the chemical potential of aqueous ions as temperatures

approach 300 ○C when RT ln(ηI) decreases to below -0.6 eV at the typical corrosion limit.

To formulate the phase diagram, the intrinsic variables pH and potential are parametrically varied within

a given set of conditions. Chemical potentials are enumerated at each pH, potential point, and then the most

stable species with the most negative chemical potential is shown on the diagram. Phase boundaries therefore

exist in lines or at triple points where the chemical potentials of two or three species are equal, respectively.

3.2.1.1. Nonideal Solution Effects. Nonideal solution effects are relevant any time the activity coefficient

γ deviates from unity. The solution activity, sometimes referred to as the effective concentration, is designated

within η = γ ⋅ c, where c is the solution concentration. In ideal solutions, γ = 1 and therefore the solution

activity and concentration are equal. Phase diagrams utilize solution activity, though most work will apply

the ideal solution approximation and assume that η = c. The ideal solution approximation is most accurate

for solutions at small concentrations. Other factors that more strongly introduce non-ideal effects include

bulky ions, high absolute value of ion charges, and poorly soluble ions. Generally when constructing aqueous

phase diagrams at concentrations higher than the standard corrosion limit (η > 10−5 or 10−6), it might be

beneficial to apply straightforward calculations of γ to account for non-ideal solution effects, though this is

an approximation made by the author and not the field standard.

It was necessary to approximate γ to more consistently represent solution activity across the wide range

of concentrations considered for some studies in this work. We estimate γ through the Bromley equations

when c ≤ 0.5 m. Above this, a modified Debye-Hückel equation is used following the Robinson-Stokes
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model [127]. Other approximations, including the general Debye-Hückel, may be used instead based on

reported experimental data, resources, and needed accuracy of fit. We perform these calculations based on

the work of L.A. Bromley [128], L.A. Bromley et al. [129], and R.H. Stokes et al. [127], and with some

notation borrowed from M.M.  Lenka et al. [67]

At moderate concentrations (c ≤ 0.5 m), we can express the logarithm of the activity coefficient, log(γ),

as dependent on the Debye-Hückel equation with an additional fitting term, BI:

logγi =
−Ay ∣z+z−∣I1/2

1 + I1/2
+mj [

∣zi∣ + ∣zi∣
2

]
2 ⎛
⎝
(0.06 + 0.6B)∣zizj ∣
(1 + 1.5I

zizj
)2

+BI
⎞
⎠

(3.34)

where z+ and z− are the charge on the aqueous anions and cations in an electrolyte, Ay is the temperature-

dependent Hückel coefficient, I is the ionic strength, mj is the molality of oppositely charged species, and B

is a temperature and ion dependent parameter to describe ion-ion interactions. B is constructed as

B = B+ +B− + δ+δ− , (3.35)

where values for B+, B−, δ+, and δ− for each of the cations and anions, respectively, in an electrolyte are

found from experiment (see L.A. Bromley [128] for many common ions) or approximated. We follow the

standard from Bromley, where BNa+ = 0.0 and BOH− = -1.0.

The model simulates long range ion-ion interactions with the first Debye-Hückel term. The summation is

used to approximate short range ion-ion interactions based on the original Bromley equations and is considered

the linear version of the Bromley-Zemaitis model, which neglects higher order polynomial terms [130]. We

chose to neglect experimentally determined higher order terms because they are more challenging to find

from past literature, and because the linear model has been shown to be successful in environments without

incompletely ionized electrolytes, such as many sulfates and nitrates. Moreover, solution effect adjustments

are typically smaller pieces of the total contributions of the aqueous ion chemical potential.

At high concentrations (c ≥ 0.5 m), the logarithm of the activity coefficient, log(γ), is dependent on the

adjusted Debye-Hückel equation introduced by the Robinson-Stokes model [127]:

log γi =
−0.5092∣z+z−∣I1/2

1 + 0.3286 å I1/2
− n
ν

log aw − log [1 − 0.018(n − ν)m] (3.36)
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where aw is the activity of water, å is the mean nearest neighbor ion distance (set to 4 Å for all species), n is

the hydration parameter, i.e., the net number of coordinated water molecules for both cations and anions,

and ν is the number of ions created by dissociating a single solvent molecule. At a given concentration, this

method only relies on the experimental parameters å and n. This method may be used up to I ≈ 5 m. The

approximation of these constants (rather than being deduced from experiment) and calculating the activity

of water for an ideal solution will introduce some error into the activity. We expect it to be small for the

activity coefficient. The error should also be even smaller for the thermodynamic phase diagrams with this

scheme in comparison to the full ideal solution approximation (γ = 1, ηI =m).

3.2.1.2. Solid Energetic Corrections. Energetic corrections are introduced by the authors [26] and

elsewhere [28] for DFT-sourced data sets, which may be used if there is substantial deviation between DFT

sourced and experimental sourced ∆fGs of a solid phase. An energetic correction term, Ecorrection, may be

found from DFT and experimental sources to ensure that experimental dissolution energy of solids is accurate.

Ecorrection, as part of the correct relative chemical potential (CRCP) scheme was proposed by K.A. Persson et

al. [28] to combine aqueous ion and computational data efficiently. Ecorrection is calculated via the difference:

Ecorrection = (∆fGoxide, DFT −∆fGoxide, Exp)/N , (3.37)

Where the same solid oxide’s free energies of formation are subtracted. N is equal to the number of metal

atoms in each oxide. The ∆fGoxide, Exp may be substituted for a free energy of formation for the oxide sourced

from a more accurate, higher level DFT-sourced free energy of formation, such as a hybrid functional [26].

Most Pourbaix diagrams have a number of stable solid oxidation phases, however, little literature exists

on which solid to choose, and arguments could be considered for choice of an oxide which exhibits (i) the

correction that is the smallest based on energy differences, (ii) the largest stability area given the condition

ranges probed, and (iii) the lowest free energy of formation per atom. The work presented in this collection

leverage use of the solid species with the largest stability area, but more research should be completed on the

effect of this choice.

The formation energy for aqueous ions is corrected by:

∆fGaqueous ion, Calculated =∆fGaqueous ion, Exp. +N ′ ⋅Ecorrection , (3.38)
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for all aqueous ions with the same cation as the oxide. For polyatomic ions, N ′ is the number of cations per

aqueous ion; otherwise, N ′ = 1. For multiple cation systems (such as a systems with a binary A-B alloy) oxides

should be chosen for the A and B atom separately, and the energy difference correction applied separately to

ions of different cations. Therefore, for an n-H2O element Pourbaix diagram, there will be n different energy

corrections that should be applied if the Ecorrection method is utilized. Note that this correction is not defined

for ions with multiple cation types.

3.2.1.3. Extension to Multi-Elements. Pourbaix diagrams can be extrapolated to multiple metal elements

for intermetallic and alloy systems within a corrosion context, or a multiple element hydrothermal synthesis.

We here utilize the concepts of W.T. Thompson et al. [53] to write the chemical potential for solid species

and aqueous ions combinations at different pHs, applied potentials, and concentrations. We allow up to

the number of cationic metal elements involved in the system to be the maximum number of stable phases

considered at a given set of conditions. For example, in a ternary alloy, up to three solid oxidation products,

solid elements, or aqueous ions may be considered to be the most stable (though less is also possible). This

follows the field standard for Pourbaix diagram creation, which is derived from Gibbs’ phase rule [33,72].

In these multi-element systems, species combinations are only considered which can follow a mass balance

constraint [53]. In other words, each diagram is given a overall percentage of each element in the system (e.g.,

20% M1 and 80% M2) where there is assumed to be an infinite reservoir of H2O. Any set of products chosen

must be able to have formation reactions mass balanced such that the overall composition of the system is

preserved.

The generalized creation of a multi-element (hydr)oxide scale, AwBxOyHz, here written as an oxidation

reaction from elements, is

WA +XB + Y H2O = AwBxOyHz + (2Y −Z)e− + (2Y −Z)H+ (3.39)

where A and B are cations (often transition metal or group 13 or 14 p-block elements), and W , X, Y , and Z

are balancing, stoichiometric coefficients. Then, the chemical potential for the formation of a solid species



3.2. PHASE DIAGRAM CREATION AND THERMODYNAMICS-BASED ANALYSIS TOOLS 59

from the reaction of water and its respective metal is written

∆µAwBxOyHz = (∆fGAwBxOyHz − (2Y −Z) ⋅ FU − (2Y −Z) ⋅RT ln(10) ⋅ pH

−W ⋅∆fGA −X ⋅∆fGB − Y ⋅∆fGH2O)/N (3.40)

where N is the total number of metal elements per formula unit (here equaled to W +X).

For aqueous ions in an A-B-H2O system, we write the reaction of the elements leaving the solid and

undergoing solubilization as

WA +XB + Y H2O = AwOy′H
δ′
z′ +BxOy′′H

δ′′
z′′ + (2Y −Z + δ′ + δ′′)e− + (2Y −Z)H+ (3.41)

where AwOy′H
δ′
z′ are the BxOy′′H

δ′′
z′′ ions formed, and δ′ and δ′′ are the ionic charges. We note that Y ′+Y ′′ = Y

and Z ′ +Z ′′ = Z. Then, the reaction chemical potential is

∆µ
AwOy′Hδ′

z′ +BxOy′′Hδ′′
z′′
= ([∆fG

AwOy′Hδ′
z′
+RT ln(ηA)] + [∆fG

BxOy′′Hδ′′
z′′
+RT ln(ηB)]

− (2Y −Z + δ′ + δ′′) ⋅ FU − (2Y −Z) ⋅RT ln(10) ⋅ pH −W ⋅∆fGA

−X ⋅∆fGB − Y ⋅∆fGH2O)/N . (3.42)

Then, in this two element system, combinations of up to two aqueous ions, elements, and oxidized solids are

considered (which can fulfill the mass balance constraint) to find the species combination which yields the

lowest chemical potential at specific pH, potential points.

The above equations can be extrapolated to more elements as long as additional mass balance and species

number constraints can be fulfilled. However, efficiencies in creating and reading diagrams are ideal for three

or more elements, and required for five or more [131].

3.2.1.4. Solid Phase Filtration Choices for Improvement in Pourbaix Diagram and MDF Calcu-

lations. Solid filtration methods are often necessary to preserve the physicality of reported thermodynamic

models when applied to real aqueous materials formation. Moreover, filtering solids can increase calculation

efficiency. Filtration refers to phase inclusion, and systematic methods of filtering or removing unphysical

phases that should not form from consideration. Here, we briefly compare different filtration methods
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associated with currently available filters (PyMatgen module PourbaixDiagram, version v2022-0-11), and our

reasoning for our own solid filtration methodology leveraged in Chapter 7.

For a single metallic element M-O-H system, the widely used high throughput DFT database Materials

Project [25] can contain over 100 different solid entries. This includes entries with the same composition as well

as moderately adjusted compositions not commonly seen in experiment. In order to increase program execution

efficiency and prevent unphysical, highly oxidized or reduced phases from appearing, the “PourbaixDiagram”

module in pymatgen and the Materials Project [132-134] uses a solid filter that places all the entries into

a convex hull and selects only those on the thermodynamic hull, thus limiting the number of chemical

potential calculations necessary. This method prioritizes calculation efficiency only, and can remove vital

experimentally-found compounds like CoO2 and Ni3O4 from consideration when comparing driving force

planes.

Within Chapter 7, we implement our own filter that checks for oxidation states stable in water, removes

hydrides (often reactive in most aqueous conditions), and selects the most stable entry per composition. In

doing so, we attempted to ensure that solid phases are only considered for visualizing thermodynamically

stable elements which are stable in water. The final selection criteria, stability per composition, aides

in computational feasibility. Other works herein implicitly employ the above filtration criteria through

thermodynamic data set construction.

Figure 3.1 shows the range of compounds which a negative (stable) driving forces within a wide condition

window of -2≤pH≤16 and applied potential between -3 V ≤VSHE ≤ 3 V. Without any solid phase filter, hydrides

like CoH3 and NiH3 have extremely negative driving forces, indicating thermodynamic stability. This is an

unphysical result to report because transition metal hydrides are generally unstable and react vigorously with

water in most aqueous conditions [135]. Therefore these phases are not practical to report as solid phase

scales that should form in aqueous conditions. In the cobalt and nickel systems, both our and MP’s filters do

not allow hydride formation. Moreover, our filter includes a wide range of solid oxide candidates, such as

CoO2, while preventing specific unrealistic compositions from appearing, such as NiO(OH).
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(a) Co system (b) Ni system

Figure 3.1. Comparison of MDFs across Ni and Co systems with different solid filters. Cobalt
and nickel hydrides are shown to be the most thermodynamically stable if included, leading
to an unphysical model for solid materials formation. While our model and Materials Project
(MP) predict both Co(s) and Ni(s) to have the highest thermodynamic driving forces for
formation, the second most stable solid, an oxide, in both systems is distinct for different
filtration choices.

Figure 3.2 shows how drastically the Ni Pourbaix diagrams can change by implementing a solid phase

filter. Common nickel oxides like NiO2 and Ni3O4 are included with our filter while making sure compounds

not often observed in experiment like Ni5O11, NiH, and NiH3 are omitted from consideration.

3.2.2. Generalized Stability and Yield Diagrams

Stability diagrams typically refer to more generalized aqueous, thermodynamically-based predominance

phase diagrams. Traditionally, stability diagrams compare solution pH to solution concentration/activity,

however, these diagrams may be allowed to vary with mineralizer amount added, temperature, pressure, or

other environmental variables. Stability diagrams are often used to identify experimental conditions that
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(a) No filter.

(b) This work.

(c) Material Project filter.

Figure 3.2. Comparing Ni Pourbaix diagrams with different solid filters. NiH3 dominates
negative applied potentials if not filtered. However, by only filtering through the convex hull
method such as in MP’s filter, important phases like Ni3O4 may not be predicted.
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might foster synthesis in a hydrothermal environment, but applications also exist within corrosion science.

Use of stability diagrams in synthesis-condition prediction has been applied successfully in a variety of

literature [54-56,67-71].

Stability diagrams are computed following the methods described by M.M.  Lencka et al. and A. Anderko

et al. [56,67]. As in the creation of Pourbaix diagrams, predominance lines are defined when the chemical

potentials ∆µA =∆µB , for two species (solids and/or ions in solution) comprising A and B within a phase

field on either side of the thermodynamic boundary. The steps for their creation, nearly identical to those for

Pourbaix diagrams listed in the previous section, are as follows: (i) list potential species and find all ∆fGs,

either from computational and/or experimental sources, (ii) enumerate the chemical potentials of all species

or sets of species that might form (e.g., Equations 3.31, 3.33, 3.40, 3.42), and (iii) within a range of pH and

concentrations/activities (or other environmental variables) find the most stable species or set of species. In

the case of multi-element stability diagrams, the mass balance constraint laid out in Section 3.2.1.3 must be

fulfilled.

Yield diagrams are used depict the predicted yield of a specific product throughout a given region of

space, and are often overlaid on stability diagrams to further clarify regions of high product yield. Here,

we define yield diagrams within their traditional use in a concentration-solution pH context [67], but this

method could be extrapolated to handle other intrinsic environmental variables. Within the context of phase

diagrams, we define yield as the ratio of the number of moles of the target product(s) N recovered, N(actual),

to the theoretical number of moles, N(theoretical), calculated from the complete reaction of the limiting

reagents (100 % transformation). Rather than computing theoretical yields from reaction stoichiometry, we

utilize previously computed chemical potentials (e.g., Equations 3.31, 3.33) by maintaining that within stable

regions of the target product, the average composition of the system is also the most probable composition

of the system. Therefore, the predicted yield N(actual) for the target product J is given by the canonical

ensemble of the chemical potentials

NJ = exp(−∆µJ

kBT
)
⎡⎢⎢⎢⎣
∑
j

exp(−
∆µj

kBT
)
⎤⎥⎥⎥⎦

−1

, (3.43)
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where j is a sum over the chemical potentials of considered formation reactions. The yield is also defined to

be zero at the dissolution boundaries, in accordance with previous literature [56,68]. Therefore, the actual

yield for product J is

N(actual) = NJ −∑
j

Nj = 2NJ − 1 . (3.44)

These yield values are then used to predict quantitatively the pH ranges, or ranges of other environmental

variables, for which aqueous reaction will provide the target phase with high purity and minimal secondary

phases. Intuitively, the 0% yield line corresponds to the boundary where chemical potentials between the

target product and byproducts are equivalent. Then, x percentage yield of NJ is equal to the probability of

finding NJ less the probability of finding all other stable species.

3.2.3. Driving Forces and the Maximum Driving Force

Thermodynamic driving forces, i.e., chemical potential differences, can be useful to understand the ther-

modynamic force propelling a certain product to form. Driving force diagrams are created by calculating

the chemical potential planes (Equations 3.31, 3.33, 3.40, 3.42) for each of the individual products or prod-

uct combinations in the system. In 2D, the planes are typically visualized within an independent x -axis

corresponding to a varying intrinsic variable, and a dependent, y-axis displaying the associated product

chemical potential. Figure 7.1b shows an example of a single element driving force diagram for aqueous

copper behavior. The diagram depicts the driving forces to form different copper aqueous ions or solids

at a constant 100 mV applied potential, consistent environmental conditions shown by the dotted line on

Figure 7.1a. The stable phases appearing here are obtained by examining the chemical potentials of stable

and metastable species at the constant potential contour from the Pourbaix diagram.

As in phase diagrams, there can be multiple products corresponding to one plane for multi-element

systems in a driving force diagram, which leads to exponentially increasing possible combinations as further

elements are added. Thus, reduction schemes such as those introduced in L.N. Walters et al. [136] and

A.M. Patel et al. [131] can ensure computational feasibility while preserving necessary and probable species

combinations. Generally, only lower chemical potential species are visualized to ensure readability.
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Next, we define the maximum driving force (MDF) for system, first introduced by L.N. Walters et

al. [136]. The MDF for solid phases that would nucleate on the surface of a metal in an aqueous system is

defined as

∆µmax =max (∆µsolid −∆µaq.ion) ≡MDF , (3.45)

where ∆µmax ≤ 0 is the optimized driving force, ∆µsolid is the reaction chemical potential for solid phase

formation, e.g., an alloy or (hydr-)oxide, obtained from Equation 3.31, and µaq. ion is the reaction chemical

potential for the most stable aqueous ion(s) at a given set of environmental conditions found in Equation 3.33.

Environmental condition boundaries must be defined prior to calculating the MDF. The constraints

are required because the calculated stability of solid scales and aqueous ion species evolves through the

environmental condition space, including pH, potential and concentration ranges. Figure 3.3 shows the drastic

MDF change depending on condition ranges. Very low or no driving force for solid phase formation exists

at moderate applied potentials, while more extreme positive or negative applied potentials can yield MDFs

of -3 eV or greater. Given most operating conditions for corrosion resistant materials might not need to

include such extreme redox potentials, we suggest limiting the range of considered potentials to that which

is approximately what a material might be exposed to. Therefore, unless otherwise noted, we defined the

default set of conditions as: 2.5 ≤ pH ≤ 12.5, -500 mV ≤VSHE ≤ 750 mV, ηI = 10−6, T = 25○C, and P = 1 atm,

here termed the standard corrosion limit window.

(a) Co system (b) Ni system (c) Cr system

Figure 3.3. Heatmaps representing the driving force for formation of the most stable species
across pH-potential space for Co, Ni, and Cr. The most stable species are shown to occur
at low and high applied potentials. At moderate applied potentials, the MDF is ≥0 and
therefore aqueous ion formation is thermodynamically preferred.
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Concentration can also play a key role in the mangitude of the MDF calculated. As seen in Figure 3.4,

the MDF increases with higher concentrations. In dilute solutions ηI ≈ 10−8, the MDF of the Fe system, given

by Fe2O3 scale formation, is about -0.22 eV. At the standard corrosion limit of ηI = 10−6, the MDF is about

-0.34 eV. Then finally, at more concentrated solutions ηI ≈ 10−2, the MDF further decreases to about -0.57 eV.

Therefore, the more ions in solution, the larger the equilibrium driving forces that push the system to create

solid phases.

Figure 3.4. The MDF of Fe2O3 vs. concentration (ηI). The MDF is located at pH= 4.28, and
applied potential= 0.67 V. The most stable ion at this pH is Fe(OH)3(aq), with associated
reaction Fe + 3H2O = Fe(OH)3(aq) + 3H+ + 3e−. The associated reaction for Fe2O3 is 2Fe +
3H2O = Fe2O3 + 6H+ + 6e−.

Finally, the MDF can be extrapolated to multiple metal elements for simulation of intermetallic, alloy,

and complex oxide systems. We here utilize the concepts of W.T. Thompson et al. [53] to write the chemical

potential for solid species combinations, and for aqueous ions at different pHs, applied potentials, and

concentrations. Unlike other popular predominance diagrams such as the Pourbaix diagram, we use a model

that can be unconstrained at the surface, with fast reaction rates due to mobile water and ions, and without

knowledge of the solid bulk composition [62]. Therefore, in these multi-element systems, species combinations

do not need to follow a mass balance constraint for initial surface species formation. Future studies of surface

transformation or subsurface species selection requires that species combinations be considered, which would

follow a mass balance constraint [53].

We allow up to the number of cationic metal elements involved in the system to be the maximum number

of stable phases considered at a given set of conditions. For example, in a ternary alloy, up to three oxides or
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aqueous ions may be considered to be the most stable (though less is also possible). This follows the field

standard for Pourbaix diagram creation, which is derived from Gibbs’ phase rule.

In a multi-element system, the chemical potential of solid elements in their most stable phase at standard

state is µ = ∆fG = 0, where ∆fG is the bulk Gibbs free energy of formation. We write the creation of

(hydr)oxide scales, here AwBxOyHz as an oxidation reaction from elements

WA +XB + YH2O = AwBxOyHz + (2Y −Z)e− + (2Y −Z)H+ (3.46)

where A and B are cations (typically transition metal or group 13 or 14 p-block elements), and W , X, Y , and

Z are balancing and stoichiometric coefficients. This equation can be written and then balanced for up to two

solid species, as discussed in the proceeding paragraph. This equation can also be easily changed to include

alloy or intermetallic systems reacting. Mass balance constraints can always be fulfilled within the step [53].

Then, the chemical potential for the formation of a solid species from the reaction of water and its

respective metal is written

∆µAwBxOyHz = (∆fGAwBxOyHz − (2Y −Z) ⋅ FU − (2Y −Z) ⋅RT ln(10) ⋅ pH

−W ⋅∆fGA −X ⋅∆fGB − Y ⋅∆fGH2O)/N
(3.47)

where N is the total number of metal elements per formula unit (here, W +X).

For aqueous ions in an A-B-H2O system, we write the reaction of the elements leaving the solid and

undergoing solubilization as

WA +XB + YH2O = AwOy′H
δ′
z′ +BxOy′′H

δ′′
z′′ + (2Y −Z + δ′ + δ′′)e− + (2Y −Z)H

+ (3.48)

where AwOy′H
δ′
z′ are the BxOy′′H

δ′′
z′′ ions formed, and δ′ and δ′′ are the ionic charges. We note that Y ′+Y ′′ = Y

and Z ′ +Z ′′ = Z. Then, the reaction chemical potential is

∆µ
AwOy′Hδ′

z′ +BxOy′′Hδ′′
z′′
= ([∆fG

AwOy′Hδ′
z′
+RT ln(ηA)] + [∆fG

BxOy′′Hδ′′
z′′
+RT ln(ηB)]

−(2Y −Z + δ′ + δ′′) ⋅ FU − (2Y −Z) ⋅RT ln(10) ⋅ pH

−W ⋅∆fGA −X ⋅∆fGB − Y ⋅∆fGH2O)/N

(3.49)
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Misfit product combinations (combinations of solids and aqueous ion species) may be considered. However,

in implementations of the MDF presented here, we do not allow conditions where these phases combinations

are the most stable to be part of the MDF calculation. In other respects, the MDF for multiple element

systems is calculated identically to single element systems, though filtration methods may need to be employed

to ensure computational feasibility.

3.2.4. Probability Diagrams

Probability diagrams, which may also be referred to as ensemble diagrams, show the general probability of

any one species or set of species appearing at a given condition. Here, 1 is equal to a 100% probability a

material will form. These probabilities can then be used to visualize and analyze potential metastable phases.

Probabilities are calculated from the chemical potential ensemble of all possible species sets. We define the

probability of species combinations J as a function of pH or potential at a fixed activity as

PJ =
exp (−∆µrxn,J

kBT
)

∑M
j exp (−∆µrxn,j

kBT
)
, (3.50)

where M is the number of total species combinations and kB is Boltzmann’s constant, Here, the chemical

potentials of reaction ∆µrxn,J are calculated via the previously introduced Equations 3.31, 3.33, 3.40, and

3.42. Systems with many potential phase combinations may experience a lack of efficiency for probability

diagram calculation. To increase calculation speed, reduce resource cost, and avoid summing errors, it maybe

necessary to calculate the demoninator as follows: ∆µj is to be sorted in descending order of magnitude such

that the largest contributions are included within ∑j first. We found truncating the sum at M = 100 led to

general numerical convergence and reduced the overall computational time in calculating PJ .

3.2.5. Simple Models of Nucleation Barriers

First introduced in the 1930s [137], classical nucleation theory (CNT) may be leveraged to further understand

specific phase nucleation. It is helpful leverage particularly for hydrothermal synthesis problems, where it is
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expected that initial nucleate formation should lead to a growth stage for successful syntheses, and because

comparison of reaction pathways are easiest when targeting a single material.

The nucleation barrier for a given product may be written as

W = V ⋅∆Gv +Aσ =
4

3
πR3∆Gv + 4πR2σ , (3.51)

where W is the work necessary to create a nucleate, Gv is the bulk free energy of the nucleate’s compound,

A is the surface area of the nucleate, V is the nucleate volume, σ is the specific surface area energy of

the nucleate’s compound, and R is the radius of the nucleate. The first term represents the volumetric

contribution to the work, or in other words the energy lost (nucleate stablization) due to the creation of

a stable compound. The second term is associated with the interfacial energy, and the energy needed to

be input (destabilization) due to creating a new interface. These terms compete against each other, and

often yield a critical radius R∗ associated with a work barrier W ∗ that is necessary to overcome to create a

stable nucleate (Figure 3.5). Without reaching these critical conditions, the nucleate is likely to disappear or

solubilize.

For the works included herein, Gv is equated to the bulk ∆fG of the target product. σ is approximated

due to the fact that it may be computationally expensive to compute, and will not be reported in literature

for new compound synthesis. When comparing reaction nucleation barriers for the same nucleate, testing σ

at multiple magnitudes can ensure that any trends found (comparison of different pathway) is invariant with

regard to surface area energy choice.

3.2.6. The Effective Chemical Potential

Previously, the ∆µmax was introduced in Subsection 3.2.3 to assess oxide formation at the surface of a

material from a difference in stability between the solid and aqueous phases. However, subsurface oxidation

exclusively occurs as a solid-state transformation. Below this initial layer, time-dependent oxidized solid

formation is reflective of the compositionally-constrained subsurface environment. Therefore, we assume the

subsurface system to be isothermal and isobaric, and an open system to oxygen but closed to other elements.
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Figure 3.5. The nucleation work W for forming a nucleate based on CNT. Here, the energy
associated with volumetric and interfacial contributions are oppositely signed, leading to a
critical radius R∗ with the work barrier W ∗ needed to form a stable nucleate.

Following Ref. [62] and [138], the grand canonical free energy for a given (solid) product, e.g., oxide or

hydroxide, below the surface is

ϕ̄effsolid =
∆fGsolid −NOµ

eff
O (x)

∑Nmetal
(3.52)

where ∆fGsolid is the free energy of formation of the solid subsurface product, NO and Nmetal is the number

of oxygen and metal atoms per formula unit, respectively, and µeff
O (x) is the depth-dependent effective oxygen

chemical potential. Here, we parametrically decrease µeff
O (or another ion such as hydrogen, µeff

H ) with scale

depth to reflect declining oxygen content below a solid’s surface, for which the true depth dependence is a

consequence of diffusion during active corrosion and/or changes in oxygen solubility from alloy processing.

In other words, as is shown in Figure 7.1d, the oxygen chemical potential decreases accordingly with the
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reduction in local oxygen composition. The chemical potential of the product will then decrease according to

oxygen composition.

3.3. Publicly Available Code And Programs

Numerous codes and programs associated with this dissertation were developed to advance specific

projects, and are now available publicly:

(1) Data and code related to algorithms that implement Equation 3.31-3.45 and are used in the

calculation of multi-element and compositionally-dependent MDFs and driving-force diagrams are

deposited on Github.

(2) Data and code used in the construction of lead (Pb) thermodynamic diagrams have been deposited

in a Github Repository.

(3) Code to evaluate BiMOQ stable species at a given pH and potential value and sample data sets are

available on Github.

(4) Sample scripts to create disordered Cr2O3 structures with cation substituted Al point defects, and

then to calculate compositionally dependent scale stability is available on Github.

https://github.com/MTD-group/MDF
https://github.com/MTD-group/Lead-Pourbaix-Diagrams
https://github.com/MTD-group/BiMOQ-PourbaixDiagrams
https://github.com/MTD-group/Scale-DrivingForces
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CHAPTER 4

Constructing Thermodynamic Models of Aqueous Copper

Oxidation

Much of the work presented in the following chapter is available as a peer reviewed publication in The

Journal of Physical Chemistry C [26]. Contributing researchers to the project, also listed as authors on the

paper, include Dr. Liang-Feng Huang and Dr. James M. Rondinelli. Reprinted (adapted) with permission from

L.N. Walters, L.F. Huang, J.M. Rondinelli “First-Principles-Based Prediction of Electrochemical Oxidation

and Corrosion of Copper under Multiple Environmental Factors”, Journal of Physical Chemistry C, 125, 25,

14027–14038 (2021) [26]. Copyright 2022 American Chemical Society.

4.1. Introduction and Literature Review

Scientists and engineers use the familiar Pourbaix diagram as a tool to explain the thermodynamic

stability regions of metals and oxides in aqueous environments [1,4]. The phase diagram depicts species

predominance and dissolution boundaries in the pH-potential phase space, and it can be divided into regions

of corrosion, solid oxidation phase formation (often passivation), and immunity. Further, they allow us to

decouple kinetics and thermodynamics, which is challenging in experiment Corrosion behavior is successfully

described by Pourbaix diagrams in a variety of systems [1,27,44,120,139]. Pourbaix diagrams provide

clear thermodynamic models of Pourbaix diagrams also aid the successful prediction of conditions for stable

materials synthesis, including for magnesium oxide and delafossite CaGaO2 systems [37,45-50,140].

The accuracy of these diagrams relies on careful sourcing of the Gibbs free energies of formation (∆fG)

to calculate reaction chemical potentials. Generally copper is a rather noble element that forms corrosion

products only in highly basic and acidic conditions, and at applied overpotentials [1, 141]. Traditional

techniques to find the ∆fG values of solids include combustion calorimetry, which has been associated with

significant errors [4,6,27]. Previous studies have found that materials or compounds that are prone to sample
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Figure 4.1. (a) The work flow summary for the creation of Pourbaix diagrams utilizing first
principles density functional theory. The orange boxes (left) focus on the calculation of
energetic and thermodynamic quantities, and the subsequent green boxes (right) on post
processing and the analysis of the relative chemical potentials in the context of evolving
aqueous environments. (b) The standard state free energies of formation of CuO(s) and
Cu2O(s) from a variety of experimental sources (M. Pourbaix, 1974 [1]; B. Beverskog et al.,
1995 [2]; J.R. Rumble, 2019 [3]). Discrepancies exist between each phase for all sources,
consistent with ∆fG values reported for other transition metal compounds [4]. (c) ∆fG
versus composition for the copper-oxygen system obtained from a variety of DFT functionals.
HSE06 is shown to most closely fit the experimental free energies of formation energies.
SCAN and LDA consistently overestimate the ∆fG, while PBE and PBEsol underestimate
the energies compared to experimental sources [1].

defects, such as NiO(s), often lack correct experimentally determined free energies of formation to generate

physically exact Pourbaix diagrams [27]. In other cases, the DFT formation energies are preferred to create

an accurate version of shallow convex hulls or when there is a lack of experimental data across a composition

or material family [27,44]. In the case of copper, the deepest composition in the hull, shown in Figure 4.1c,

exhibits a modest experimental formation energy of ≈66 meV/atom. In comparison, these studies also found

success using ∆fG values generated from bulk first principles calculations, which allow for defect free sample

analysis and meticulous control over simulation quality when moving to high-level exchange-correlation

functions [4,27,44]. The free energy of formation and thermodynamic data of aqueous ions typically rely

on experiments, as the ∆fG values of aqueous ions are computationally intensive to calculate. Moreover,
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experimental techniques for aqueous ions are associated with much smaller errors than solid state formation

energy methods [4].

Importantly, previous studies have found significant dependence of dissolution boundaries on aqueous-ion

concentration and temperature, creating a complex phase space to study corrosion [2,121,142-144]. For

applications like piping, coatings, or nuclear waste disposal, the need for alloys and conditions that support

complete immunity and passivation of copper is paramount. While the ∆fG values of aqueous ions are

prevalent at standard conditions, high temperature ∆fG data are scarce [145,146]. The revised Helgeson-

Kirkham-Flowers (HKF) model addresses this issue and is able to successfully estimate the ∆fG values

for aqueous ions at elevated temperatures [121,142-144,147]. It extrapolates room temperature data to

predict the entropy and heat capacity of aqueous ions at elevated temperatures. In all cases, highly accurate

knowledge of corrosion and solid oxide formation (passivation) behavior of copper is crucial.

Copper plays a key role in much of our daily lives, from electronics and energy applications to buildings

and shipping. Therefore, its use, or misuse in terms of applications, has wide reaching effects. The recent

coronavirus pandemic COVID-19 has pointed out the need for further understanding and developing anti-

microbial coatings, for which copper and its corrosion properties show promise [148,149]. In addition, public

reliance on proper corrosion control within copper pipes to prevent poisoning remains a large public health

issue [150-152]. The corrosive behavior of copper also plays a vital role in industrial applications including steal

reactors, catalysts in flow reactors and specialized alloys [140,153-156]. Copper-nickel alloys, in particular

70:30 Cu-Ni alloys with small concentrations of aluminum or iron, show high corrosion resistance in addition

to favorable mechanical properties, allowing them to be used in seawater and piping applications [157,158].

Copper processing techniques include chemical mechanical polishing and electrochemical-mechanical polishing

in aqueous environments [159]. Etching of copper with acidic or basic solutions is also common for fabricating

devices, particularly in the electronics industry [160-162]. Recovery of copper by smelting copper dust has

been in great demand, and can be used to create nanoporous copper [163,164].

One of the most important potential applications of copper is as a thick coating for steel containers

designed for permanent disposal of radioactive waste (radwaste) [165-167]. Several proposed repository

systems utilize Cu as a noble, corrosion resistant layer within a multi-barrier approach to yield long-term
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waste isolation. These deep geological repositories (DGR) must last between approximately 10,000 to one

million years, depending on national government regulation [168,169], and copper’s persistent corrosion

resistance must be absolute. While long-term laboratory conditions and natural copper deposits indicate

stability for thousands of years [170], some questions remain about elevated copper corrosion and oxidation

behavior at the broader conditions that nuclear waste depositories are subjected to.

Although the corrosion behavior of copper is well studied, with several reports published by Pourbaix

alone [1,2] and copper being rumoured to be a favorite research target of Marcel Pourbaix himself [1,2], there

are neither any detailed first principles studies focused on copper, nor any broad reports of computationally

determined pressure and temperature dependent copper corrosion studies. To that end, we explore the

thermodynamic behavior of copper in an O2 free environment under a broad electrochemical phase space. We

expand our study to include nonstandard state behavior by employing the HKF method to obtain the necessary

∆fG values of aqueous ions under these conditions. The extent to which we leverage DFT calculations is

unique in terms of Pourbaix diagrams sourced from ab initio calculations. Finally, the generation of accurate

nonstandard state and sulphur-containing Cu phase diagrams enforces the applicability of the study to

understand phase stability in many of its typical use conditions in various industries.

4.2. Results

4.2.1. Computational Methods Development and Structure Enumeration

Structure and (redox) reaction enumeration are foundational for Pourbaix diagram creation. Phases are

considered if they are stable in water, in accordance with principles laid out by Pourbaix. Therefore, the

stability regions shown within these diagrams should depict the compounds and species that would be found

within water after a long time. This approach ensures the pH-potential diagrams provide a a map of the

aqueous phase space for experimental validation.

Generally, copper oxidation states of 0, I, and II are known to be stable in water [145,146]. Therefore,

we consider the solid-state compounds Cu(s), Cu2O(s), CuO(s), Cu(OH)2(s), as well as the aqueous ion species

Cu+ and Cu2+, and their respective cuprous and cupric anionic complexes (e.g., Cu(OH)−2 , Cu(OH)−3 , and

Cu(OH)2−4 ) as given in Table 4.1. Additionally we introduced multinuclear copper ions (e.g., Cu2(OH)2+2 ,

Cu3(OH)2+4 ). The Cu(III) oxidation state is known to be unstable in water; no aqueous ion or solid species
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Figure 4.2. The crystal structures of copper compounds considered: (a) fcc elemental copper
(b) cubic Cu2O (c) monoclinic CuO, and (d) hydrated Cu(OH)2. Structures were relaxed
with DFT.

at this oxidation state were included. Additionally, the hydrated solid cuprice phase (CuOH(s)) was not

included; although the phase has been predicted [171], it is not known to be stable in water and is not

commonly observed in electrochemical studies of copper [141,172-175].

Density functional theory calculations were performed with the Vienna Ab initio Simulation Package

(VASP) [96-99]. We benchmarked bulk solid phase electronic and energetic behavior with different density

functionals: the local density approximation (LDA), the generalized gradient approximation (GGA) by

Perdew-Burke-Ernzerhof (PBE), the Perdew-Burke-Ernzerhof generalized gradient approximation revised for

solids (PBEsol), the strongly constrained and appropriately normed semilocal density functional metaGGA

(SCAN), and the hybrid exchange-correlation functional (HSE06) [91,100-105]. The initial antiferromagentic

moment for copper (II) oxide was chosen based on experiment [106,181], and single-point-energy calculations

showed the experimental magnetic moment was consistent with the DFT ground state. The total energy was

converged to 10−7 eV and forces were converged to less than 1−3 meV Å−1 during relaxations. Nonspherical

gradient corrections within the PAW spheres were included. Van der Waals forces were considered for all

solids implemented using the Tkatchenko-Scheffler method with iterative Hirshfeld partitioning. As Van der
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Table 4.1. Copper compounds and species consideration in constructing the Pourbaix di-
agrams. Crystal structure or solubility information by oxidation state is provided where
available. No structures with a Cu(III) were considered.

Solid species considered
Composition Oxidation State Crystal Structure (space group) Considered
Cu 0 Cubic (Fm3̄m) yes
Cu2O I Cubic (Pn3̄m) yes
CuOH I Orthorhombic (Aem2) no
CuO II Monoclinic (C2/c) yes
Cu(OH)2 II Orthorhombic (Cmc21) yes
Cu2O3 III Tetragonal (P42/mmc) no

Aqueous Ions Considered
Composition Oxidation State ∆fG (eV) Considered
Cu+ I 0.5182 [3] yes
CuOH I -1.2678 [121,176] yes
Cu(OH)−2 I -3.4518 [121,176] yes
Cu2+ II 0.6747 [177,178] yes
CuOH+ II -1.2966 [178-180] yes
Cu(OH)2 II -3.2666 [178,180] yes
Cu(OH)−3 II -5.1716 [178,179] yes
Cu(OH)2−4 II -6.8233 [178,179] yes
Cu2(OH)2+2 II -2.9424 [178,180] yes
Cu3(OH)2+4 II -6.5678 [178] yes
Cu3+ III No Available Data no
CuO−2 III No Available Data no

Waals interactions corrections are only explicitly handled in LDA, GGA, and the HSE06 functionals in VASP,

cell optimization with SCAN did not augment the specific correction. Instead, SCAN intrinsically includes

the nonlocal interactions necessary to simulate solid hydrated phases [182]. The hydrated solid Cu(OH)2(s)

was found to exhibit the largest van der Waals corrections to the energy.

The oxygen molecular and hydrogen molecular bonds were relaxed within a simulation cell with 15× 15×

15 Å3 vacuum. A triplet state ferromagnetic moment was preserved in the end of the O2(g) relaxations for all

functionals, as shown in Figure 4.3b. The electronic energies Ee of elemental oxygen and hydrogen gas have a

significant impact on the ∆fG reported for each solid oxide and hydroxide. Systematic errors associated with

ab initio calculations of gaseous molecules are well reported [183-186]. The magnetic moment for oxygen is

consistently determined to be 2.00µB for each functional, which is in agreement with experiment [107]. The

binding energies reported from different functionals for gaseous hydrogen and oxygen are fairly consistent

(Figure 4.3). The exception is SCAN, which predicts the binding energy to be around ≈1.5 eV greater for
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Figure 4.3. Binding energies and magnetic moments for hydrogen and oxygen gas with
various exchange-correlation functionals to DFT. No zero point corrections are added. (a)
The binding energies of the diamagnetic hydrogen molecule show small variations with
functional. (b) The binding energies and magnetic moments of the oxygen molecule. All
functionals predict the triplet ground state (magnetic moment of 2.0µB . The DFT energy
per atom is consistently predicted to be ≈ −3 eV [5]. SCAN severely overestimates the binding
energy of O2(g), while HSE06 most closely matches the experimental binding energy.

O2(g) than what is predicted for HSE06. On the other hand, HSE06 gives an O2(g) binding energy that is

closest to the experimental binding energy of -2.56 eV/atom [186,187]. Other GGA functionals and LDA

have larger binding energies, consistent with documented problems associated with overbinding [185,186].

Crystal structures for the experimental ground state phase were obtained from the International Crystal

Structures Database (ICSD) [30]. The ground state structure, based upon the DFT electronic energy of

each composition, was used to determine the convex hull and ultimate chemical potential of each species.

Materials that are reactive with or very soluble in water were not included in the DFT calculations or later

post processing steps, such as Cu2O3(s). The materials considered and not considered for the simulate copper

Pourbaix diagrams are found in Table 4.1. The considered electrochemical reaction pathways that connect all

of the involved species are given in Table 4.2, where elemental Cu is used as the reference for calculating the

reaction chemical potentials ∆µ of the species.

Lattice dynamics calculations were performed with VASP and the Phonopy software [111]. All solid-state

phases were found to be dynamically stable. We calculated thermodynamic data for them using statistical
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Table 4.2. Formation reactions for passivation and corrosion products considered. Elemental
copper is selected as the reference state (µ(Cu) = 0). U is the applied potential for the
system, where the standard hydrogen electrode (SHE) potential is used as the reference. F
is the Faraday constant. Reactions energies in units of kJ/mol.

Reaction Path Chemical Potential Change (∆µ)

Cu→ Cu+ + e− ∆µ(Cu −Cu+)= µ(Cu) − µ(Cu+) +FU

Cu→ Cu2+
+ 2e− ∆µ(Cu −Cu2+

)= µ(Cu) − µ(Cu2+
) +FU

2Cu +H2O→ Cu2O(s) + 2e− + 2H+ ∆µ(Cu −Cu2O) = µ(Cu) − 1
2
µ(Cu2O) +

1
2
µ(H2O) +FU +RT ln(10) ⋅ pH

2Cu +H2O→ CuOH+ + e− +H+ ∆µ(Cu −CuOH+) = µ(Cu) − µ(CuO) + µ(H2O) +FU +RTln(10) ⋅ pH

Cu +H2O→ CuO(s) + 2e− + 2H+ ∆µ(Cu −CuOH+) = µ(Cu) − µ(CuOH+) + µ(H2O) + 2FU + 2RT ln(10) ⋅ pH

Cu + 2H2O→ Cu(OH)−2 + e− + 2H+ ∆µ(Cu −Cu(OH)−2) = µ(Cu) − µ(Cu(OH)−2) + 2µ(H2O) +FU + 2RT ln(10) ⋅ pH

Cu + 2H2O→ Cu(OH)2(s) + 2e− + 2H+ ∆µ(Cu −Cu(OH)2(s)) = µ(Cu) − µ(Cu(OH)2(s)) + 2µ(H2O) + 2FU + 2RT ln(10) ⋅ pH

Cu + 2H2O→ Cu(OH)2 + 2e− + 2H+ ∆µ(Cu −Cu(OH)2) = µ(Cu) − µ(Cu(OH)2) + 2µ(H2O) + 2FU + 2RT ln(10) ⋅ pH

Cu + 2H2O→ Cu(OH)2(s) + 2e− + 2H+ ∆µ(Cu −Cu(OH)2) = µ(Cu) − µ(Cu(OH)2) + 2µ(H2O) + 2FU + 2RT ln(10) ⋅ pH

Cu + 3H2O→ Cu(OH)−3 + 2e− + 3H+ ∆µ(Cu −Cu(OH)−3) = µ(Cu) − µ(Cu(OH)−3) + 3µ(H2O) + 2FU + 3RT ln(10) ⋅ pH

Cu + 4H2O→ Cu(OH)2−4 + 2e− + 4H+ ∆µ(Cu −Cu(OH)2−4 ) = µ(Cu) − µ(Cu(OH)2−4 ) + 4µ(H2O) + 2FU + 4RT ln(10) ⋅ pH

2Cu + 2H2O→ Cu2(OH)2+2 + 4e− + 2H+ ∆µ(Cu −Cu2(OH)2+2 ) = µ(Cu) − µ(Cu2(OH)2+2 ) + 2µ(H2O) + 4FU + 2RT ln(10) ⋅ pH

3Cu + 4H2O→ Cu3(OH)2+4 + 6e− + 4H+ ∆µ(Cu −Cu3(OH)2+4 ) = µ(Cu) − µ(Cu3(OH)2+4 ) + 4µ(H2O) + 6FU + 4RT ln(10) ⋅ pH

thermodynamics expressions implemented in Phonopy. For standard state systems, we used vibrational energies

at 298.15 K to approximate the room temperature vibrational contribution [44]. To describe the behavior of

solid copper species at nonstandard state conditions, we further utilize DFT lattice dynamics calculations.

Phonon calculations are used to obtain the vibrational energy, written as the Helmholtz free energy, where the

heat capacity and entropy of each solid species is found as partial derivatives of the harmonic phonon energy,

E, and Helmholtz free energy, F , respectively [111]. In this way, thermodynamic quantities in addition to

formation energies for solid species can be obtained via first principles calculations [111]. We then use the

temperature-dependent quantities to calculate the formation energy at elevated temperatures [111,112].

The temperature dependence of aqueous ions was approximated with the semi-empirical revised Helgeson-

Krikham-Flowers (HFK) method. The revised HKF method has been successfully employed in a variety of

pH-potential phase diagram studies [121,142-144,147]. It is valid for aqueous ion states when the dielectric

constant and density of water are below their critical values and up to 1000 ○C and 500 MPa, which is well

above our outlined conditions [117,188]. Briefly, the standard state thermodynamic properties are calculated

using property based constants, termed coefficients of equations of state, including c1, c2, and the Born

coefficient ω [117,118,123]. We choose equations-of-state coefficients for aqueous ions based upon structural

and charge similarities of ions, consistent with previous works [120]. We then obtain the nonstandard state

heat capacity and used this to calculate the apparent standard partial molal Gibbs free energies of formation
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(∆Ḡ○) at a nonstandard state pressure and temperature:

∆Ḡ○ =∆f Ḡ
○ + (Ḡ○P,T − Ḡ○Pr,Tr

) (4.1)

We refer readers to Subsection 3.1.3 for a brief overview of the revised HKF implementation.

Pourbaix diagrams were created following Subsection 3.2.1 using the activities of ηI = 10−2, ηI = 10−6 (the

standard corrosion limit), and ηI = 10−8. ηI = 10−8 typifies many applications where low concentrations of

copper are expected, such as piping, refrigeration, and many plating applications [121]. ηI = 10−2 represents

situations of high copper concentrations. The solvation term −RT ln(ηI) is omitted for the solid species which

are assumed to have negligible solvation in water. This solvation term is minimal at room temperature but

increases substantially at elevated temperatures. It begins to dominate the chemical potential of aqueous ions

as temperatures approach 300 ○C when −RT ln(ηI) decreases to below -60 meV at the typical corrosion limit.

We further examine use of an energetic correction term, Ecorrection, which is found from examining

energetic differences between lower-resource DFT and experimental sources to ensure that the experimental

dissolution energy of solids is accurate. Calculation of Ecorrection is described in Subsubsection 3.2.1.2.

Ecorrection associated with Cu2O(s) and CuO(s) and calculated from accurate experimental and HSE06

reference energies are shown in Table 4.3.

4.2.2. Properties of Copper and Its Oxides and Hydroxides

To create thermodynamic phase diagrams from computed ∆fG values, first we established a methodology to

accurately model aqueous electrochemical behavior. Solid species were simulated with a range of exchange-

correlation functionals to DFT [189]. We compared functionals based on the location of compounds within

the convex hull, conventional cell volumes, magnetic moments, and electronic band gaps, as shown in detail

in Table 4.4. We underestimated the band gaps of Cu2O(s) and CuO(s) by approximately 1.5 eV and 1.4 eV,

respectively, consistent with well-known DFT limitations. CuO(s) is metallic with local and semi-local LDA,

PBE, PBEsol, and SCAN functionals [182]. Each functional predicted a nonzero band gap, with an average

value of 0.57 eV for Cu2O(s), which is much less than the experimental 2.1 eV band gap. The HSE06 functional
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Table 4.3. Corrections added to the free energy of formation of aqueous ions, which vary
by by source. Historically, energy corrections are added to experimental ∆fG values [28]
to ensure that each solid dissolves at an accurate energy relative to the aqueous ions. For
both oxides, HSE06 achieves the smallest corrections for aqueous ions. Corrections based on
Cu2O(s) exhibit the largest corrections for PBE and PBEsol, while SCAN and LDA demand
the largest Ecorrection when based on CuO(s).

Corrections added to aqueous species based upon Cu2O
Functional Cu2O Energy Experimental Ecorrection HSE06 Ecorrection

(eV/f.u.) (eV/Cu f.u.) (eV/Cu f.u.)
Experimental -1.5329 0.0000 -0.0026
LDA -1.6777 -0.0724 -0.0750
PBE -1.2788 0.1271 0.1245
PBEsol -1.2597 0.1366 0.1340
SCAN -1.5951 -0.0311 -0.0337
HSE06 -1.5277 0.0026 0.0000

Corrections added to aqueous species based upon CuO
Functional CuO Energy Experimental Ecorrection HSE06 Ecorrection

(eV/f.u.) (eV/Cu f.u.) (eV/Cu f.u.)
Experimental -1.3230 0.000 -0.0559
LDA -1.5311 -0.2081 -0.2640
PBE -1.0536 0.2694 0.2135
PBEsol -1.1494 0.1736 0.1177
SCAN -1.5448 -0.2218 -0.2777
HSE06 -1.2671 0.0559 0.0000

predicted nonzero band gaps for both oxides (1.30 eV for Cu2O(s) and 1.80 eV for CuO(s)), which were both

closest to the experimental values.

The magnetic moments are underestimated for paramagnetic CuO(s) for all functionals. LDA, PBE

and PBEsol predict a magnetic moment for CuO(s) of < 0.01µB . SCAN and HSE06 both lead to magnetic

moments within 0.1µB of the experimental value. Paramagnetic Cu(OH)2(s) experimentally did not show a

substantial band gap or local magnetic moment, so there was no substantial differences for these properties

based on functional. Elemental copper was predicted by DFT to be a diamagnetic metal, which is consistent

with experiment.
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Table 4.4. Properties calculated with DFT using different functionals. Free energy of
formation, conventional unit cell volume, electronic band gap, and any magnetic moments
stabilized are included. Experimental data on each solid is provided for comparison from the
NIST Janaf Tables [6] and a variety of other sources. Energetically, small deviations were
seen between experimental and DFT data.

SOLID-STATE COMPOUNDS

Cu, Cubic

Functional Energy (eV/f.u.) Volume (Å3) Band Gap (eV) Magnetic Moment µB

Experimental 0.000 47.1633 0.00 0.000

LDA 0.000 43.7453 0.00 0.000

PBE 0.000 47.9865 0.00 0.000

PBEsol 0.000 45.4433 0.00 0.000

SCAN 0.000 45.0705 0.00 0.000

HSE06 0.000 48.0609 0.00 0.000

Cu2O, Cubic

Functional Energy (eV/f.u) Volume (Å3) Band Gap (eV) Magnetic Moment µB

Experimental -1.5327 [6] 77.7725 2.1 [190,191] 0.000

LDA -1.6777 72.8722 0.73 0.000

PBE -1.2788 79.8630 0.48 0.000

PBEsol -1.2597 75.7100 0.57 0.000

SCAN -1.5951 76.4457 0.48 0.000

HSE06 -1.5277 77.7725 1.30 0.000

Cu(OH)2, Orthorhombic

Functional Energy (eV/f.u.) Volume (Å3) Band Gap (eV) Magnetic Character

Experimental -3.7303 [1,6,180] 164.0976 0.00 [192-194] 0.000 (weakly AFM/FM) [194,195]

LDA -4.9031 143.3151 0.00 0.000

PBE -3.4995 171.0463 0.00 0.000

PBEsol -3.8374 152.1084 0.00 0.000

SCAN -3.6525 181.2558 0.00 0.000

HSE06 -5.4102 159.6701 0.00 0.000

CuO, Monoclinic

Functional Energy (eV/f.u.) Volume (Å3) Band Gap (eV) Magnetic Moment µB

Experimental -1.3297 [6] 81.4014 1.4 [196,197] 0.69 [181]

LDA -1.5311 82.4583 0.00 0.001

PBE -1.0536 89.8508 0.00 0.002

PBEsol -1.1494 85.5860 0.00 0.003

SCAN -1.5448 84.9546 0.00 0.586

HSE06 -1.2671 81.4014 1.80 0.680
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Volume discrepancies between experiment and calculations were minimized with the use of HSE06 for both

oxides. PBE exhibited the closest volume to experiment for elemental copper. SCAN yielded properties very

close to experiment for all solid species with the exception of the free energy of formation of CuO(s), which

was overestimated. This trend follows benchmark studies on SCAN [182,198]. Therefore, HSE06 predicts

the chosen properties (volume, band gap, and magnetic moment) best when compared to that reported in

previous studies. Other lower level functionals were unable to capture the broad range of properties needed

to describe the behavior of these copper phases.

Table 4.5. The free energies of formation for Cu(OH)2(s) at different levels of theory and
from two different experimental sources. We note that van der Waals (VDW) interactions
are included for all functionals except SCAN, where specified.

Functional ∆fG (eV/f.u.)

Experimental (NIST-Janaf Tables [6]) -3.8623

Experimental (Puigdomenech [121]) -3.7303

LDA -4.8798

PBE -3.4995

PBEsol -3.8374

SCAN with VDW -1.8177

SCAN without VDW -3.6544

HSE06 -3.8215

We base our functional selection on the location of the dissolution boundaries determined from direct

electrochemical observation in experiment and comparison with experimental ∆fG values. Figure 4.1c shows

the convex hulls obtained from different functionals in relation to experiment, as well as the deviations

of copper oxide experimental formation energies reported by different sources (e.g., LDA, PBE, PBEsol,

SCAN, HSE06). Immediately, it is apparent that SCAN and LDA estimate the free energies of formation of

the copper oxides to be as much as 170 meV/atom greater than the experimental values, while PBE and

PBEsol underestimate the formation energy of each oxide by as much as 90 meV. Moreover, the Cu(OH)2

formation energy varies widely based on the experimental and DFT source, as shown in Table 4.5. PBEsol

underestimates the free energy of formation of copper (II) hydroxide by only 1 meV/atom when compared to

one experimental sources [6]. SCAN and PBE were within 46 and 77 meV/atom of the experimental formation
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energies, respectively. The large overestimation for the hydroxide stability with the latter functionals deviates

substantially from previously reported formation energies [1,3,6,121]. As with the oxides, HSE06 is closest

to experimental sources as the simulated ∆fG = −3.78 eV/f.u. Therefore, we identify HSE06 to be the most

physically consistent functional when considering the free energies of formation of the solid species. All data

and nonstandard state diagrams are then based on HSE06 computed ∆fG values unless stated otherwise.

4.2.3. Standard State Corrosion of Copper

Figure 4.4 shows the standard state Pourbaix diagrams calculated from experimental and DFT ∆fG values.

The standard state Pourbaix diagrams with copper hydroxide included are shown in Figure 4.8. When

compared to experimental free energies of formation, we find that PBE, PBEsol and HSE06 allow for larger

regions of corrosion. PBE and PBEsol both exhibit CuOH+ and Cu(OH)−3 at the expense of CuO(s) stability

regions in neutral pHs. The CuO(s) dissolution boundary at basic pH was lower for HSE06 than it was

for the experimental Pourbaix diagram, leading to the emergence of the Cu(OH)−3 corrosion product. The

overestimation of formation and binding energies found in SCAN lead to stability regions that are quite

different from the experimental case, and vast passivation regions.

Stability regions ranged greatly for the corrosion-passivation phase spaces in Figure 4.4. The immunity

region is relatively stable. We see that the overestimation of the copper oxide phases intuitively lead to

larger passivation regions at standard conditions. Lower aqueous ion concentration like those shown in

Figure 4.5, associated with applications such as piping, was found to give a stronger preference for aqueous

ion stability. This is consistent with chemical understanding of equilibrium constants, and with past studies

that explored the role of activity on copper Pourbaix diagrams [1,2,121]. Figure 4.6 depicts higher aqueous

ion concentrations of copper, which lead to larger solid stability regions.

Available experimental species stability data affirms that HSE06 is in agreement with direct experimental

observations from a variety of sources [141, 172-174]. A study by J. Kunze et al. found small applied

overpotentials and slight underpotentials lead to consistent observance of Cu2O(s) at a pH ≈ 9.3 [173]. Other

studies also found a broad range of potentials supporting some formation of Cu2O(s), possibly supporting a

larger stability region for copper (I) hydroxide than has been previously reported [1,121]. Moreover, the

same studies found higher applied voltages lead to mixed phases of CuO(s) and Cu(OH)2(s). A solubility



4.2. RESULTS 85

PBEsolPBEsol

Cu2+Cu2+

Cu(s)Cu(s)

Cu2O(s)Cu2O(s)

CuOH+CuOH+

Cu(OH)2-Cu(OH)2-

Cu(OH)4
2-Cu(OH)4
2-

PBEPBELDALDAExperimentalExperimental

SCANSCAN HSE06HSE06

Cu2+Cu2+

Cu(s)Cu(s)

Cu(OH)3
-Cu(OH)3
-

Cu(OH)2
-Cu(OH)2
-

Cu(OH)4
2-Cu(OH)4
2-CuO(s)CuO(s)

Cu2O(s)Cu2O(s)

Cu2+Cu2+

Cu(s)Cu(s)

Cu(OH)2
-Cu(OH)2
-

Cu(OH)4
2-Cu(OH)4
2-

CuO(s)CuO(s)

Cu2O(s)Cu2O(s)

Cu2+Cu2+

Cu(s)Cu(s)

Cu(OH)2
-Cu(OH)2
-

Cu(OH)4
2-Cu(OH)4
2-

CuO(s)CuO(s)

Cu2O(s)Cu2O(s)

Cu(OH)3
-Cu(OH)3
-

Cu(OH)2
-Cu(OH)2
-

Cu2+Cu2+

Cu(s)Cu(s)

CuOH+CuOH+

Cu(OH)4
2-Cu(OH)4
2-

Cu(OH)3
-Cu(OH)3
-

Cu(OH)2
-Cu(OH)2
-

Cu2O(s)Cu2O(s)

Cu2+Cu2+

Cu(s)Cu(s)

Cu(OH)2
-Cu(OH)2
-

Cu(OH)4
2-Cu(OH)4
2-

CuO(s)CuO(s)

Cu2O(s)Cu2O(s)

Water Oxidation

Water Reduction

Water Oxidation

Water Reduction

Water Oxidation

Water Reduction

Water Oxidation

Water Reduction

Water Oxidation

Water Reduction

Water Oxidation

Water Reduction

0 5 10 15
pH

-3

-2

-1

0

1

2

3

El
ec

tro
de

 P
ot

en
tia

l (
V SH

E)

0 5 10 15
pH

-3

-2

-1

0

1

2

3

El
ec

tro
de

 P
ot

en
tia

l (
V SH

E)
0 5 10 15

pH

-3

-2

-1

0

1

2

3

El
ec

tro
de

 P
ot

en
tia

l (
V SH

E)
0 5 10 15

pH

-3

-2

-1

0

1

2

3

El
ec

tro
de

 P
ot

en
tia

l (
V SH

E)

0 5 10 15
pH

-3

-2

-1

0

1

2

3

El
ec

tro
de

 P
ot

en
tia

l (
V SH

E)

0 5 10 15
pH

-3

-2

-1

0

1

2

3

El
ec

tro
de

 P
ot

en
tia

l (
V SH

E)

Figure 4.4. Pourbaix diagrams at standard state calculated using different formation energy
sources as indicated in the upper left of each diagram. Copper activity in solution is set to
the typical corrosion limit, ηI = 10−6 and no Ecorrection is incorporated. Experimental free
energies of formation are sourced from the NIST-Janaf Thermochemical Tables [6]. Dotted
lines are drawn to represent the oxidation and reduction of water. SCAN and LDA clearly
overestimate the ∆fG of the copper oxides, which leads to the large CuO passivation region.
The GGA functionals, PBE and PBEsol, underestimate the formation energy of the oxide
phases when compared to experiment and lead to nearly no passivation. HSE06 closely
matches the formation energies found from experiment for Cu2O(s) and CuO(s); therefore,
the dissolution boundaries obtained from HSE06 most closely match experiment.

study by D.A. Palmer showed that the Cu(OH)−3 ion is also a prominent ion at high pH values at room

temperature [199]. Therefore, the DFT-HSE06 calculated Pourbaix diagram gives the best agreement with

the direct experimental observations.

Next, we evaluate driving forces based on differences in chemical potentials between various components

to probe the formation and relative stability of stable and metastable phases. Figure 4.7 presents the relative

chemical potential differences between species at the DFT-HSE06 level, where copper is used as the zero

chemical potential standard. At no applied potential (U = 0 V), elemental Cu(s) is stable until about pH = 7.5,
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Figure 4.5. Copper Pourbaix diagrams at standard state for low solute activity (ηI=10−8).
No energy corrections are added. Functional dependence follows similar trends to diagrams
created at the typical corrosion limit. SCAN and LDA overestimate the stability range of
the solid copper compounds. Conversely, PBE and PBEsol do not allow for stability of solid
species. HSE06 does not predict CuO(s) to be stable, but does allow for a small region of
Cu2O(s) stability around neutral pHs. Diagrams shown here are applicable to standard state

conditions for relatively pure water, with approximate copper concentrations at 10−8 mol/L
copper.

after which Cu2O(s) and then the Cu(OH)−2 ion is favored in basic conditions. At applied under potentials,

the pH range that stabilizes Cu(s) expands, and the driving force to create and protect elemental copper is

substantial. Therefore, at standard conditions, elemental copper should be protected at all but very high pH

values. At applied over potentials, the opposite trend occurs: the Cu2+ ion is stable in acidic conditions, and

CuO(s) is stable at around pH = 7. Near neutral pHs, the passivation and corrosion products have similar

chemical potentials, and the driving forces to create one over the other decreases.

Traditionally Cu(OH)2(s) was not present in published copper Pourbaix diagrams. The hydrated

phase exhibits limited solubility in water, which increases substantially over pH ≈ 9.6 [200]. There is
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Figure 4.6. Copper Pourbaix diagrams at standard state for high solute activity (ηI=10−2).
No energy corrections are added. Functional dependence follows similar trends to diagrams
created at the typical corrosion limit. SCAN and LDA overestimate the size of the CuO(s)
region, and do not predict corrosion to occur at high pHs. PBE and PBEsol underestimate
the passivation region. The GGA functionals also allow for the formation of additional
aqueous ions at intermediate pHs. Cu3(OH)2+4 occurs in acidic conditions for diagrams based
on PBE and PBEsol energies. PBE also stabilizes Cu(OH)−3 at around pH = 12. HSE06 and
the experimentally derived diagrams are in good agreement. Both show large copper oxide
passivation regions, and predict immunity of elemental copper at neutral pHs and potentials.
These diagrams are relevant for situations where copper activity is large, corresponding to
approximate concentrations of 10−2 mol/L copper.

little experimental observation of the formation for copper hydroxide as a prominent solid scale. However,

computationally, some DFT functionals like LDA estimate a much higher free energy of formation for

Cu(OH)2(s) than experimental sources report [6,121]. In Figure 4.8, we show the standard state Pourbaix

diagrams calculated from ∆fG values (in Table 4.5) where Cu(OH)2(s) is considered.

PBEsol, HSE06, and the experimentally-sourced diagrams stabilize for aqueous ions at low and high

pHs (approximately pH≤6 and pH≥14). The passivisation regime only allows for copper (II) hydroxide and
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Figure 4.7. Changes in the chemical potential of different components from the free energies
of formation calculated with HSE06 (no energy corrections added). Select solid oxidation
and corrosion products are shown in relation to elemental copper, corresponding to 0 eV. At
low underpotentials, copper is squarely in its immunity region, where the driving forces to
create elemental copper is largest in acidic conditions. At U = 0.0 V and no Ecorrection, Cu(s)
is stable until pH ≈ 8, where Cu(OH)−2 becomes stable. At basic pHs, the driving force to
create Cu(OH)−2 instead of the metastable CuO(s) is minimal. Overpotentials demonstrate

a highly stable Cu2+ corrosion region. The driving force to create the Cu2+ ion gradually
decreases until the chemical potential difference is equal for the corrosion and passivation
regions (∆µCu2+ = ∆µCuO(s)). After this, a passivation region dominated by CuO(s) emerges.

Cu2O(s) to form, and the protection region itself is much larger than it is when Cu(OH)2(s) is suppressed.

We note that the Cu2O(s) region is not observed for PBEsol. SCAN will not show the Cu(OH)2(s) phase

with or without the van der Waals correction included because the CuO(s) solid has such a low formation

energy. We note that with the rVV10 van der Waals energy correction method, the free energy of formation

is much lower than experiment (by nearly 2 eV/f.u.), necessitating future benchmarking of the use of van der

Waals corrections for transition metal hydroxides with SCAN.

The LDA-sourced Pourbaix diagram shows overestimated Cu(OH)2(s) domains. In this case, the presence

of copper hydroxide greatly increases the solid oxidation stability regions, and does not allow for well-known

corrosion or passivisation behavior at extreme pHs. The only Pourbaix diagram without a stable copper

hydroxide domain is that sourced from the PBE functional, as the Cu(OH)2(s) free energy of formation is low

(about 0.2 eV/f.u. below the experimentally-sourced range).
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Figure 4.8. Copper Pourbaix diagrams shown at standard state and the typical corrosion
limit (ηI=10−6), where the hydrated Cu(OH)2(s) is included. No energy corrections are added.
Experimental solid free energies of formation were sourced from the NIST-Janaf Tables [6],
as other experimental sources do not allow for a Cu(OH)2(s) predominance region. We see
HSE06 and LDA Pourbaix diagrams demonstrate large Cu(OH)2(s) passivation regions, and
do not allow for stable corrosion regions at extreme pH values. Additionally, in both cases
the passivation impedes the immunity region of elemental copper. The inclusion of copper
hydroxide does not change the PBE Pourbaix diagram, as the free energy of formation of
the hydrated phase is severely lower than experiment. Pourbaix diagrams calculated using
experimental energies, PBEsol, and SCAN demonstrate passivation regions at ranges of
intermediate pHs, and corrosion at highly acidic or basic conditiuons. The immunity region
in all cases is preserved. Cu2O(s) has a region of stability in the experimentally and SCAN
calculated diagrams, but does not appear in the PBEsol diagram.

Pourbaix originally published two copper diagrams, one with only CuO(s) and one with the hydroxide

passivisation phase also considered [1]. Both experimentally sourced diagrams presented in this study are

consistent with his work [1]. However, we note that experimental ∆fG value for Cu(OH)2(s) varies by as much

as 0.2 eV/f.u. [1,6,121]. Past studies do not identify Cu(OH)2(s) as a primary product formed on copper

in solution, and identify CuO(s) as the most stable solid oxidation phase in most cases. Other experiments
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specify that while the initial solubility constant of Cu(OH)2(s) is small, over a large amount of time the scale

breaks down and dissolves in solution or transitions into CuO(s), pointing to instability of the solid [200-202].

4.2.4. Computationally Sourced Correct Relative Chemical Potential Benchmarking
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Figure 4.9. The CRCP method implemented from experimentally sourced Ecorrection at
standard state. The typical corrosion limit was used. Ecorrection was based on the ∆fG of
CuO(s) from experiment.

We subsequently explored the implementation of the popular correct-relative-chemical-potential (CRCP)

method [28]. The CRCP method is important for approximating electrochemical behavior via Pourbaix

diagrams if accurate ∆fG sources such as the hybrid HSE06 functional cannot be used due to a large number

of considered solid species or limited computational resources. Energy corrections, shown in Table 4.3, are

based on the CuO(s) phase. CuO(s) was chosen because it is the passivating species with the largest stability

region. Use of Cu2O(s) ∆fG values would have led to small variations in the ion corrections. Figure 4.9 shows

Pourbaix diagrams with applied energy corrections, Ecorrection, within the CRCP method from experimental



4.2. RESULTS 91

∆fG values to each of the exchange-correlation functionals explored. Upon employing the corrections we

find that HSE06 reproduces the experimentally sourced Pourbaix diagram almost exactly, except for a

slight underestimation of the size of the Cu2O(s) stability region. LDA, PBEsol, and SCAN all produce

phase diagrams with the same corrosion products as the experimental diagram, albeit small regions of Cu+

or Cu3(OH)2+4 emerge. PBE, however, introduces a large Cu3(OH)2+4 region which inhibits the formation

of protective CuO(s). Furthermore, LDA, PBE, PBEsol, and SCAN do not allow for a stable Cu2O(s)

phase. The immunity region of solid copper is largely correct in all Pourbaix diagrams in Figure 4.9 by

employing the CRCP method given availability of the experimental ∆fG values. Although there are minor

differences, all diagrams sourced from local or semi-local functionals (LDA, PBE, PBEsol, and SCAN) better

simulated the general immunity, solid oxidation, and corrosion regimes than they did without the corrections,

and are therefore in better agreement with the experimental and HSE06 reference diagrams. Therefore,

experimentally-based CRCP corrections are a moderately accurate and robust method to describe copper

corrosion behavior.

Based on this analysis, we propose that the use of a high-level functional, such as HSE06, may be used

for the reference energy of a compound in the CRCP method for a novel system instead of experimental ∆fG

values. This reference energy could later be used to find a Ecorrection suitable for the creation of accurate

phase diagrams for a previously unsynthesized or measured material to enable accurate phase predictions. To

probe this idea, we explored the different phase emergence of PBE sourced energies corrected with either

HSE06 or experimental ∆fG values. Figure 4.10 shows CRCP corrected PBE regions and their experimental

reference phases for (left) experimental sources and (right) HSE06 regions at three different applied potentials.

In both cases, PBE+CRCP robustly reproduces the reference regions. Exceptions include the Cu3(OH)2+4

region that was incorrectly produced when using either experimental or HSE06 based corrections. Moreover,

PBE+CRCP predicts the Cu(OH)−2 at too low applied potentials. Otherwise, use of energy corrections from

either experimental or HSE06 produce shifted immunity, passivation, and corrosion domains with the same

chemical identities as those in the original phase diagrams. Therefore, the use of highly accurate HSE06

allows for a self-consistent first principles method to correct ∆fG sets sourced from lower levels of DFT theory.

As multi-element Pourbaix diagrams present a unique challenge, including the ballooning computational
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Figure 4.10. CRCP corrections added to aqueous ion free energies of formation according to
Table 4.3 with experimental and with HSE06 ∆fG values as the reference. Corrections were
based on the free energy of formation of CuO(s), as it is the dominant passivation phase in
the standard state Pourbaix diagram. There is substantial agreement between the HSE06
and experimentally sourced energy corrections. PBE (dotted and dashed line) corrected
with HSE06 agrees well with PBE energies corrected with the experimental Ecorrection. The
largest differences occur at a large applied over potential, where PBE stabilizes the Cu(OH)−3
ion only with the HSE06 correction added. Additionally, at U=0.0 V the PBE energies with
an HSE06 correction only show a Cu(OH)−2 stability region. The similarities PBE shows
with HSE06 corrections support the approach that higher level theory calculations can be
used to correct cheaper functionals in first principles Pourbaix diagram.

cost for image rendering and number of phases to consider with DFT, we believe this will help lower the

computational and resource costs associated with first principles Pourbaix diagram generation [4, 125].
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Additionally generating the Ecorrection from computation will be useful when experimental formation energies

for a system are not known.

4.2.5. Nonstandard State Corrosion of Copper

Figure 4.11. The oxidation potential of water E calculated for temperatures from 373.15 K
to 573.15 K (100 ○C to 300 ○C) and 0.5 kbar to 5 kbar. E depends on the ∆fG of water,
which was interpolated between calculated values [7].

We next examine temperature dependencies of the system recognizing HSE06 as the functional in best

agreement with direct experimental stability observations.

First, we evaluate any changes to the water stability region, defined as the region between the reduction

and oxidation potentials of water. This region varies with pH, temperature, and pressure. The potential is

reported in reference to the standard hydrogen electrode (ESHE), which is 0 V at 0 pH at all temperatures.

The temperature T and pressure P dependencies of ESHE are described through the Nernst equation

(Equation 3.29). We can implement the Nernst equation and calculate E0 as 0 and ∆fG(H2O)/2F for water

reduction and oxidation, respectively.

Figure 4.11 presents two-dimensional heat maps of how the potential E approximately varies with

temperature and pressure at pH = 0,7, and14. The ∆fG for water at specific temperature and pressure

points are sourced from H. Halbach et al. [7] Potentials were found as interpolations from the previously

calculated ∆fG. We see that temperature has the most substantial effect on E. As temperature and pressure
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Figure 4.12. The nonstandard state Pourbaix diagrams created with ∆fG values from the
hybrid HSE06 functional. Diagrams shown are at the standard corrosion limit and no
Ecorrection is incorporated. The dissolution boundaries for the aqueous ions in solution
expand at elevated temperatures. CuO(s) disappears near 100 ○C, while the Cu2O(s) region
shrinks substantially. Elemental copper further loses its nobility as the temperature rises.
Dotted lines represent the oxidation and reduction of potential of water compared to the
standard hydrogen electrode.

increases, E decreases. Therefore, temperature is shown to have a much stronger effect on E, and therefore

the stability region of water, than pressure. This is incorporated in to later diagrams.

Figure 4.12 presents Pourbaix diagrams calculated with HSE06 using temperature-dependent ∆fG values.

The diagrams at higher temperatures show a similar increase in the stability of aqueous ions as corrosion

products, but smaller Cu2O(s) passivation regions at the neutral pHs [1,121]. It should be noted that previous

studies found significant differences in the reported nonstandard state free energies of formation, particularly

for aqueous ions, which could account for these deviations [199]. As the temperature increases, the regions in

the Pourbaix diagram corresponding to protective copper oxide shrink and the existing corrosion boundaries

push into neutral pHs. Predominance of the copper oxyhydroxide ions is marked with increases as much as 3

pH units per 50 ○C increase. The emergence of a stable Cu+ ion occurs early (T < 50 ○C) at low pHs and small

applied potentials. Additionally, a hydrolysis product, CuOH, emerges just above T = 100 ○C and 2 < pH < 7.

Solubility studies also support the increase in region of area of Cu(OH)−3 and Cu2O(s) over CuO(s) at higher

temperatures [199]. This behavior is consistent with our knowledge of aqueous ions exhibiting more stable

chemical potentials at increased temperatures. We also find that the driving forces to create aqueous ions are

much higher at elevated temperatures, due to the identified increase in ∆fG calculated with the revised HKF
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method (Figure 4.13). In particular, Cu+, CuOH, Cu(OH)+, and Cu(OH)2 all become stabilized at higher

temperatures. Together these results indicate that copper protection and immunity is severely infringed upon,

even in oxygen free environments, at high temperatures.
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Figure 4.13. Change in aqueous ions ∆fG as a function of temperature for the (a) Cu+ and (b)
Cu2+ hydrolysis series. We see the largest change in the Z = 2+ series (e.g., Cu(OH)2−4 as part
of the Cu2+ series) at elevated temperatures. We observe charged species generally become
less favorable at higher temperatures, consistent with the smaller dielectric constant and
decreased structure of water. This effect is more pronounced with larger species, particularly
with the Cu(OH)−3 and Cu(OH)2−4 ions. The neutral species in each series, Cu(OH)2 and
CuOH, both show small increases in stability at high temperatures.

Next, we explored the effect of varied pressure on the Cu aqueous electrochemical behavior. External

pressure leads to a small effect on the room-temperature stability, but plays a significant role at elevated

temperatures as shown in the Cu Pourbaix diagrams at 300 ○C for 500 bar and 5,000 bar (Figure 4.14). Here

the shifts in the dissolution boundaries are apparent; the stability ranges of aqueous ions are more strongly

effected than the solid phases at higher pressures. The Cu2+ region grows in predominance slightly at higher

pressures around 1 pH point. The stability regions of neutral Cu(OH)2 and CuOH shrink at elevated pressures,
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Figure 4.14. Pressure dependent Pourbaix diagrams for elemental copper at (a) 500 bar
and (b) 5,000 bar at 300 ○C, the ηI = 10−6, and no Ecorrection. Diagrams use free energies of
formation calculated with the HSE06 functional. Dotted lines represent the oxidation (upper)
and reduction (lower) of potential of water compared to the standard hydrogen electrode.

while the charged Cu2(OH)2+2 region eventually disappears at over 500 bar. Conversely, the large, negatively

charged Cu(OH)2−4 ion area decreases such that it is stable from very alkaline regions through to pH = 8.

Finally, the immunity region of copper at high pressures recovers slightly at most pHs by requiring less

negative applied potentials to stabilize elemental copper.

We attribute these changes in stability to the change in heat capacity of ions, specifically charged copper

hydroxides, as pressure increases; at elevated temperatures, the heat capacity fluctuates less at high pressures

than at the saturation pressure (Psat). At 200 ○C, this change is ≈1.67 kJ/mol⋅K between saturation pressure

and 5,000 bar for Cu(OH)2−4 , and can be even larger [123]. High temperatures transform water into a nonpolar,

unstructured solvent. Applied pressure conserves some structure and polarity in high temperature H2O,

allowing for improved stability of charged ions. The dielectric constant (ϵ) and g-function (a quantitative

description of the ion-water relationship in terms of pressure and temperature) of water decline less at high

temperatures when the system is also at elevated pressures. Therefore, increasing pressure can lead to the

emergence of alternate aqueous ion stability regions. In the case of copper, applied pressure favors the

stability regions of charged ions, and leads to the loss of regions defined by neutral species.

Selective control of which ions form in water is important for many applications. In particular, many

transition metals and alloys, including copper, are susceptible to chlorine attack on their passivation
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layers [203, 204]. Aggressive anions like Cl− can target elemental copper as well as passivating scales

and are connected with detrimental corrosion mechanisms such as pitting and crevice corrosion [203,205].

Furthermore, the presence of some ions like OH− can lead to the copper surface reconstructions, even at slight

underpotentials where copper is within its immunity region [173]. The inclusion of oxidizing agents, such as

Cu+ or Cu2+, promotes anodic dissolution and pitting. Favoring non-aggressive anions or complexed anions

through the evolution of pressure could lead to greater corrosion control by promoting uniform corrosion

mechanisms. Evaluation of pressure-dependent Pourbaix diagrams will be important for future extreme

high pressure and temperature applications such that pressure ranges can be chosen that prioritize corrosive

species and stable ions tied to uniform corrosion, and not to pitting, crevice corrosion, or other harmful

mechanisms.

Table 4.6. Solid sulphur phases considered in the simulated phase diagrams. Crystallographic
information was calculated using the PBEsol functional, and ∆fG values are listed at the
HSE06 level from our DFT calculations.

Material Considered? Copper Oxida-

tion State

Computational

∆fG (eV/f.u.)

Experimental Refer-

ence (eV/f.u.)

S(s) yes I 0 0

Cu2S(s) yes I -0.7697 -0.8934 [206]

Cu1.6S(s) yes I/II -0.4966 -

Cu1.7S(s) yes I/II -0.5509 -

Cu7S4(s) yes I/II -19.0306 -23.2148 [206]

Cu1.8S(s) yes I/II -0.6111 -

Cu1.9S(s) yes I/II -0.6297 -

CuS(s) yes II -0.4795 -0.5565 [206]

4.2.6. Effects of Cl− and HS− on Copper Corrosion

Finally, we explore the effect of sulfide and chloride ions on copper thermodynamic corrosion behavior. Free

energies of formation at (non)standard state for copper solids were sourced from L.N. Walters et al. [26],

B. Beverskog et al. [121], and I. Puigdomenech et al. [206] ∆fG values for Cu2S(s), CuS(s), and S(s) were

calculated within this study from DFT. We note that disordered structures Cu2−xS(s), 0.1 ≤ x ≤ 0.4 (Fm3̄m,

Cu2Se defect structure) were created and their free energies are reported herein for future work. Initial
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solid state crystal structures were sourced from the International Crystal Structures Database (ICSD) [30],

where only oxides and sulfides and oxysulfides with stable oxidation states were considered. Moreover, due to

computational feasibility, compositions with formula units greater than 50 atoms were excluded. A full list of

compositions identified are shown in Table 4.6.

Structures were optimized with PBEsol such that total energies were converged to 10−7 eV and forces

were converged to less than 1 meV Å−1. The Brillouin zones of all structures were sampled with a minimum

of 3,000 k-points per reciprocal atom (KPRRA) and used a Γ-centered mesh. Electronic energies (Ee) were

found from an HSE06 calculation on the optimized structure. Lattice dynamical (phonon) calculations used

the PBEsol functional to obtain the vibrational energies (Fvib). Thermodynamic data for aqueous ions,

reported in Table 4.7 were found from B. Beverskog et al. [121], I. Puigdomenech et al. [206], Pourbaix [1],

Lange’s Handbook of Chemistry [9], and E.L. Shock [29].

Table 4.7. Aqueous ion phases considered in sulphur and chloride containing diagrams.

Material Considered? Copper Oxidation State ∆fG (eV/f.u.)

CuCl−2 yes I -2.5455

CuCl2−3 yes I -3.8605

Cu3Cl−6 yes I -7.5865

Cu2Cl4− yes I -5.0517

CuCl+ yes II -0.7235

CuCl2 yes II -2.0599

CuCl−3 yes II -3.3295

CuCl−4 yes II -1.7324

CuClO+3 yes II 0.5714

Material Considered? Oxidation State ∆fG (eV/f.u.)

Cl− yes -1 -1.7324

S2−
5 yes -0.4 0.4838 [1]

S2−
4 yes -0.5 0.5940 [1]

S2−
3 yes -0.67 0.7227 [1]

S2−
2 yes -1 0.8707 [1]

H2S yes -2 -0.5157 [1,115,207,208]

HS− yes -2 0.0366 [1,207,208]

S2− yes -2 0.94756 [1,207,208]
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H2S2O3 yes II -5.8855 [1]

HS2O−3 yes II -5.8671 [1,208]

S2O2−
3 yes II -5.5981 [1,114,208]

S5O2−
6 yes II -10.1961 [1,208]

S4O2−
6 yes 2.5 -11.0534 [1,208]

HS2O−4 yes III -6.1719 [207]

S2O2−
4 yes II -6.1152 [1,207]

S3O2−
6 yes 3.33 -10.1646 [1]

H2SO3 yes IV -5.8329 [1]

HSO−3 yes IV -5.7150 [1,208]

SO2−
3 yes IV -4.9349 [1,208]

S2O2−
5 yes IV -8.1958 [114]

S2O2−
6 yes V -10.2292 [1]

H2SO4 yes VI -6.3865 [1,207,208]

HSO−4 yes VI -8.0265 [1,208,208]

SO2−
4 yes VI -7.7162 [1,207,208]

S2O2−
8 yes VII -11.7990 [1,114,208]

HSO−5 yes VIII -6.6074 [114]

Figure 4.15 displays a complete pH-potential Pourbaix diagram of Cu-S-Cl in pure water at ηI = 10−6

and at standard state. Cl− is additionally stabilized at all conditions, and therefore not shown for clarity.

Color coordinated regions represent the thermodynamic stability of copper and sulfur containing species,

where greens are immunity for copper, oranges contain copper sulfides or oxides, and blue regions stabilize

corrosive copper aqueous ions. At near neutral potentials, native or passive copper will be stabilized at pH ≤ 11.

Therefore, upon initial inspection, copper should be thermodynamically protected for broad conditions, such

as the presence of aqueous sulphur and chloride, assumed by a deep geological repository.

Upon closer inspection of Figure 4.15, we find similar trends to those identified earlier in the chapter.

Near neutral pHs, copper exhibits either an immunity region or one of two scales: Cu2O(s) and Cu2S(s). Both

Cu(I) phases are formed through anodic reactions to form passive surfaces. Cu2S(s) (chalcocite) is a common

solid copper sulfide within aqueous systems. Some studies report chalcocite to be passive and protective,
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Figure 4.15. A Cu-S-Cl-H2O electrochemical (Pourbaix) predominance diagram. Regions
of stability are labeled for Cu and S containing species. All regions additionally include
the Cl− ion, not shown in labels for clarity. Diagrams were created at ηI = 10−6 activity
and standard state. Regions are colored in blues when a copper aqueous ion is stabilized,
green if the only copper species is elemental copper (immunity regions) and oranges if a
copper suphide or oxide is present. Aqueous Cu ions are generally stabalized at acidic pHs
and higher applied potentials (except for the Cu(OH)−2 dissolution boundary near pH = 11,
E ≈ 0 V. Copper sulfides are dominated by Cu2S, which demonstrates a large stability
window between approximately -0.5 V and 0.2 V. An additional immunity region separates
copper sulfide formation and and oxide film formation leading to these films being unlikely
to coexist, and demonstrating scale identity variation based on possible DGR conditions.

including D. Kong et al. [209] and F. Mao et al. [210]. These and other works supported passivity with

electrochemical impedance spectroscopy and potentiodynamic polarization curves from a conventional three

electrode cell to find that Cu2S(s) thin films form in dearated sodium sulfide solutions. Cu2S(s) films generally

demonstrate a passive potential between -0.86 to -0.33 VSCE for up to 75 ○C. Challenges to Cu2S(s) possible

protection lie in poor mechanical properties, for which flow or other strain could lead to sloughing [211], Cl−

attack at positive potentials [211], and condition dependent porosity [212].

Other (metastable) copper sulfides include CuS(s) and cation deficient CuxS(s) where x is approximately

1.2 < x < 2 within the fluorite (Fm3̄m) and anilite (Pnma) defect structures. Future work will investigate the

effects of including these phases into predominance diagrams.
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4.3. Conclusion

Here, we develop a thermodynamic model for copper corrosion in an O2 free environment at standard and

non-standard state conditions. We leverage previous work to create aqueous electrochemical phase diagrams

from computation, and propose a modified CRCP correction scheme for high throughput Pourbaix diagram

creation and instances where values for experimental references states are unknown. Our study finds that

elevated temperatures and high purity water support decreased passivation regions. Small stability region

variances are seen with changing pressures, which could be used to engineer the presence of certain aqueous

ions at elevated temperatures. Basic conditions severely limit the protection regime for elemental copper.

Additionally, the stabilization of corrosion products at neutral pHs is concerning for applications that rely on

the formation of copper oxides for protection at elevated temperatures. Even at intermediate temperatures

(T ≤ 100 ○C) where Cu2O(s) layers should still form, the driving forces for copper oxides materials are no

longer substantial when compared to other relatively stable copper ions. Finally, strong competition with

metastable phases and at low concentrations of copper should also be a concern.

We also identify that the experimentally derived diagrams and those computed from first principles

calculations exhibit a few inconsistencies which merit direct experimentation. At standard state, the dissolution

boundary of CuO(s) at an over potential and its high pH point (pH ≈ 11-14) should be re-examined. In

addition, the effect of high temperature on the stability of both Cu2O(s) and CuO(s) should be probed. Of

particular interest are regions and temperatures where first-principles simulation has predicted corrosion, but

the experimentally sourced diagrams suggest passivation behavior (T = 100 ○C, pH ≈ 6-8). In the future the

presence of specific ions at neutral pHs at high temperatures and pressures should be examined. We predict

lower pressures to stabilize neutral ions (e.g., CuOH, Cu(OH)2) more readily than charged ions as pressure

increases (P ≈ 500-5,000 bar, T > 100 ○C, pH≈7). Last, we demonstrate how the foundations understood from

copper electrochemical Pourbaix diagrams can be used to map out the corrosion conditions of a number of

key infrastructure systems, including deep geological repositories storing spent nuclear waste.
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CHAPTER 5

Understanding the Effects of Water Chemistry Treatments for

Lead Release Control Strategies Though Thermodynamic Models

of Scale Formation

Much of the work presented in the following chapter is available as a peer reviewed publication in Journal

of Physical Chemistry C [213]. Contributing researchers to the project, also listed as authors on the paper,

include Alex T. Tai, Dr. Raymond J. Santucci, Dr. John R. Scully, and Dr. James M. Rondinelli. Reprinted

(adapted) with permission from L.N. Walters, A.T. Tai, R.J. Santucci, J.R. Scully, and J.M. Rondinelli

“Density Functional Theory-Based Thermodynamic Model for Stable Scale Formation in Lead-Water Systems”,

Journal of Physical Chemistry C, 126, 39, 16841–16850 (2022) [213]. Copyright 2022 American Chemical

Society.

5.1. Introduction and Literature Review

Lead was applied throughout much of human industrialization in energy, construction, beauty products,

and more. Two of the largest lead water crises in recent decades, in Flint, MI and in Washington, DC, drew

national attention to the dangerous amounts of lead release from legacy pipes into the public and private

water supplies [214] of communities across the world [18,215-217]. With 6-10 million active lead service lines

and countless lead-based private well systems in the U.S. alone, indigestible lead in drinking water remains

a public health concern—particularly for under-served communities [218]. The Environmental Protection

Agency (EPA) has attempted to preserve nominal lead levels through the Lead Copper rule approved in

1991 and revised in 2021, which requires systematic intervention for lead levels above 15µg/L and specific

planning for lead level reduction when concentrations reach 10µg/L [219].

Indigestible lead released from pipes may occur via soluble lead present as aqueous ions in solution

and as particulate lead. Solid lead particulates are insoluble nanometer or micrometer scale lead particles
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created through precipitation of lead solids in solution or scale sloughing from pipe walls [220-222]. High

soluble and particulate lead concentrations have been measured in water systems undergoing partial piping

replacement due to galvanic couples with remaining pipe, and from lead or lead-containing pipes and solders

with entrapped lead, demonstrating that newer or replacement infrastructure may not guarantee Pb-free

water [223]. As global water resources become scarcer and infrastructure continues to age, establishing

fundamental knowledge of the processes through which aqueous, bioavailable lead forms is of upmost public

health importance.

Strategies implemented to control lead release are based on decades of water treatment and sampling,

and through experimental studies of the effectiveness of corrosion inhibitors [224,225]. Governments increase

health outcomes for communities by incorporating water additives to reduce bacteria growth such as include

chlorine and chloramines [226]. Common corrosion-control strategies include filtration (particularly for

particulate lead), the addition of phosphates and adjustment of solution pH in order to induce passivation by

the formation of an insoluble solid layer (scale) inside the pipe that blocks lead corrosion. However, myriad

of tunable variables within aqueous systems have contributed to widespread failures due the confounding

dependencies of corrosion on multiple environmental factors, including electrode potential changes due

to changing disinfectant additives (Washington, DC) and water source switching accompanying corrosion

inhibitor omission (Flint, MI) [217].

Models which account for the diverse, interconnected mechanisms of lead release, including bulk thermo-

dynamic and kinetic factors, the effects of environmental changes (e.g., temperature, increased salinity from

rising sea levels), additives, disturbances in pipe lines, and flow rates are lacking [227-230]. In particular, the

ultimate structure and mechanisms by which corrosion inhibitors form solid scales in pipes that limit lead

(II) release are not fully understood [225,231,232]. For example, it has been shown that the addition of

orthophosphate as a corrosion inhibitor causes the formation of scales dominated by hydroxylpyromorphite

and Pb3(PO4)2 [225,231,233]. Although studies have directly observed lead carbonate scales to form on

pipes expected under operating conditions, other data on lead phosphate scales are unable to identify such

scales despite current models predicting their stability [17,225]. We note that characterizing the growth

of scales is challenging, in part because of limited spectral ranges for Raman spectroscopy [17], inadequate
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solution control, little initial starting scale monitoring [234], and the ex-situ testing nature due to removal

and recovery of scales on pipe for laboratory characterization. These limitations necessitate the integration

of literature covering multiple experimental techniques here and elsewhere to best support solid lead phase

formation.

First-principles calculations based on density functional theory (DFT) have been shown to be a rigorous

electronic structure method from which to construct predictive and descriptive thermodynamic models

of corrosion, including the evaluation and design of corrosion inhibitors for transition and post-transition

metal compounds [27,235]. This approach constructs electrochemical pH-potential diagrams, also called

Pourbaix diagrams [1,53,227], using quantum-mechanically computed Gibbs free energies of formation [236].

Herein, we utilize our recently implemented computational workflow to assess the stability of relevant lead

compounds with varying environmental conditions and evaluate the effects of prevalent phosphate and

carbonate ions on lead scale formation [216,225]. We show that relativistic spin-orbit effects and non-ideal

solution interactions [67,127,128] are required to formulate an accurate thermodynamic model consistent

with experimentally observed phases (such as those reported in Table 5.3). Our models suggest that the

reported success of water chemistry treatment with orthophosphates likely depends on water lead levels

(transiently) exceeding the LCR or secondary trace elements, e.g., Ca and other divalent cations, in promoting

the Pb orthophosphate stability. It is recognized that systems in the field are far from equilibrium; nonetheless,

thermodynamics models are a necessary starting point. Our work provides improved understanding of the

thermodynamic factors and boundary conditions governing soluble Pb(II), and which influence scale formation

and therefore release of particulate lead.

5.2. Results

5.2.1. Lead Oxide Formation Energies

Accurate Pourbaix diagrams require high quality Gibbs free energies of formation values ∆fG for all solid

compounds and aqueous species possible in solution. For the Pb-H2O system, we first compute the ∆fG

values for native Pb oxides using multiple levels of DFT with spin-orbit coupling (SOC) by using the following

exchange-correlation functionals: LDA, PBE, PBEsol, and SCAN. (See methods for a brief description of

the functionals.) Figure 5.1a compares our results against experimentally reported ∆fG values. The stable
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Figure 5.1. (a) Calculated free energies of formation for solid lead oxides at T = 298.15 K
with different functionals compared to experimental ∆fG reported from a number of sources
[1,8-14]. Stable and metastable oxides include PbO2, Pb2O3, Pb3O4, and PbO. (b) Detailed
comparison over a narrower composition range showing the sizeable overestimation in ∆fG
compared to experiment when spin-orbit coupling (SOC) is not included in the DFT-PBEsol
calculations with van der Waals interactions. (c) Calculated ∆fG values with SOC and
VDW interactions for the most stable solid lead phosphates and carbonates compared to
experiment.

lead oxides, in order of mole fraction, are PbO2, Pb3O4, and PbO for all levels of theory. Pb2O3 is always

stable or above the hull by a few meV per formula unit (f.u.), while Pb2O is unstable. LDA gives large
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∆fG values, while PBE Gibbs free energies of formation are slightly below experimental and average DFT

values. In contrast, the semi-local functionals PBEsol and SCAN give free energies of formation closest to

experiment; they are within a few percent or less for each compound. For example, PBEsol gives Pb2O

and Pb2O3 to be 446 meV/f.u. above the convex hull and on the hull, respectively. Equilibrium reaction

information supports the assignment of Pb2O3 as a stable phase on the hull [1]; however, the corresponding

thermodynamic data is unavailable for Pb2O. Therefore, we formulate our thermodynamic models using

PBEsol to balance computational feasibility and accuracy.

Accurate Pourbaix diagrams require high quality Gibbs free energies of formation values ∆fG for all

solid compounds and aqueous species possible in solution. For the Pb-H2O system, we first compute the ∆fG

values for native Pb oxides using multiple levels of DFT with spin-orbit coupling (SOC) by using the following

exchange-correlation functionals: LDA, PBE, PBEsol, and SCAN. (See methods for a brief description of the

functionals.) Figure 5.1a compares our results against experimentally reported ∆fG values. The stable lead

oxides, in order of mole fraction, are PbO2, Pb3O4, and PbO for all levels of theory. Pb2O3 is always stable

or above the hull by a few meV per formula unit (f.u.), while Pb2O is unstable. LDA gives large ∆fG values,

while PBE Gibbs free energies of formation are slightly below experimental and average DFT values. In

contrast, the semi-local functionals PBEsol and SCAN give free energies of formation closest to experiment;

they are within a few percent or less for each compound. For example, PBEsol gives Pb2O and Pb2O3 to be

446 meV/f.u. above the convex hull and on the hull, respectively. Equilibrium reaction information supports

the assignment of Pb2O3 as a stable phase on the hull [1]; however, the corresponding thermodynamic data

is unavailable for Pb2O. We also find that resource-intense exact Fock-exchange does not improve the level of

agreement (see Table 5.1). Therefore, we formulate our thermodynamic models using PBEsol to balance

computational feasibility and accuracy.

The excellent quantitative agreement in ∆fG values is a consequence of our treatment of the relativistic

SOC interactions for Pb. [237]. Figure 5.1b shows the effects of including SOC on the DFT-PBEsol free

energies of formation. Although all values reported include van der Waals (VDW) interactions, the correction

is minor for the native Pb oxides (< 45 meV/atom, less than 5 % and within 4 % of the experimental value).

We find ∆fG values for PbO2 and PbO are within approximately 14 meV/atom of the experimentally reported
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Figure 5.2. Overlaid electronic band structures for elemental lead comparing (a) calculations
with and without spin-orbit coupling (b) inclusion of PBEsol or SCAN functionals.

values. Pb2O3 and Pb3O4 are within 40 meV/atom. Without SOC, our energies increase by more than

200 meV/atom, corresponding to a 20 % increase in ∆fG, which would lead to spurious relative stability of

the oxide against other compounds or species. This improvement is due to SOC decreasing the electronic

energy of Pb by 539 meV/Pb with SOC, which also affects the electronic band structure (Figure 5.2a), while

other phases are only stabilized by at most 439 meV/Pb. We find the SOC corrections are equally important

to our DFT-SCAN data (Figure 5.2b), indicating SOC inclusion is necessary to accurately model the lead

oxide system. We note that our structural and electronic data is also in general agreement with R.T. Grimes

et al. [238], though we attribute some structural differences and any reported crystalline ∆fGs to SOC not

being explicitly included.

Figure 5.1c shows ∆fG calculated with the PBEsol functional, and SOC and VDW interactions for the

most energetically stable solid phases of lead carbonates and lead phosphates. PBEsol+SOC+VDW achieves

good agreement with the experimental ∆fG values [13,14], in part because the VDW interactions improve the

hydrogen-bonding description in these phases; for example, Pb5(PO4)3OH is further stabilized by 105 meV/f.u.

owing to its stacked O-H bonds in the [001] direction. This stabilization shifts the calculated ∆fG values

closer to experiment. The calculated free energy of formation of PbCO3 is very well reproduced (<1 meV

difference), whereas the ∆fG for Pb3(PO4)2 presents the largest difference from experiment at 134 meV/atom

from one source [9], although others report closer ∆fG values (<80 meV/atom difference) [11,13]. The

∆fG of Pb3(CO3)2(OH)2 also exhibits minor deviation from experiment (within 5 meV/atom). We attribute

this discrepancy to ambiguity over the H positions in the hydrocerussite structure, which are statistically
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Figure 5.3. The considered structures for hydrocerussite, sourced from previous literature
are shown [15,16]. The structure in (a) exhibits a lower ∆fG/atom and ∆fG/Pb.

disordered. Material composition and structures have varied in literature between naturally occurring and

synthetic sources [15,16,239]. Additionally, characterization of the location of hydrogen in the material

has not been reported. Therefore, we incorporated hydrogen into the structure of two previously reported

hydrocerussite compounds based on hypothesized H locations reported in previous literature. The methods

used to select probably hydrogen positions follows that used in similar apatite structures from A. Slepko

et al. [240] Crystallographic information for the chosen phase is reported in [213] and the relaxed DFT

structures are shown in Figure 5.3.

We probed the necessity of resource-intense exact exchange to model lead and lead oxides using the hybrid

exchange-correlation functional (HSE06) [91]. Other literature which sources free energies of formation from

DFT for Pourbaix diagrams has found a Fock-exchange term for short-range interactions to be necessary to

correctly capture electrochemical passivation behavior [4,26,27]. HSE06 relaxations and static calculations

were used to find the electronic energies of lead oxides on or near the convex hull. Convergence tolerances

of a 400 eV plane wave energy cut off and 2,500 KPPRA were used. The total energy of the system was
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converged to 10−5 eV. We note these tolerances were lowered compared to other functionals in this work to

make the computations finish within a reasonable time frame. Furthermore, SOC was not included. We find

that because the HSE06 functional underestimates the formation energies of lead oxides (Table 5.1), there

is not a clear advantage for using the high-resource-cost functional in place of a semi-local functional that

would also allow SOC interactions to be included.

Table 5.1. The formation energies of lead oxides which appear on or near the convex
hull, calculated with the hybrid functional HSE06. For comparison, the difference between
experimental [1] and HSE06 ∆fGs are also listed.

Material HSE06 ∆fG (eV/f.u.) Difference Between Experi-

mental ∆fG (eV/f.u.)

PbO(s) -1.8463 -0.1295

Pb2O3(s) -3.9012 -0.5703

Pb3O4(s) -5.9895 -0.5713

PbO2(s) -2.1135 -0.1984

5.2.2. Capturing Non-Ideal Solution Effects

Subsequent sections illustrate phase diagrams at elevated concentrations where nonideal solution effects may

be significant. Therefore, use of the extended Debye-Hückel equations and Robinson-Stokes model were used

to calculate the activity coefficients for various aqueous ions. The Bromely parameters necessary for these

equations are shown in Table 5.2. We note that PbH2, H3PO4, and H2CO3 are not included, because the

Bromley model is not valid for electrically neutral aqueous ions. Instead, the activity was approximated as

unity following field standard.
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Table 5.2. The Bromley parameters, B and δ are shown below. Information for each ion
were found from previous literature or estimated (values shown in parenthesis).

Ion z B± δ±

PbOH+ 1+ (0.05) (0.2)

Pb2+ 2+ -0.104 0.25

Pb4+ 4+ (-0.1) (0.27)

HPbO−2 1- (0.05) (0.2)

PbO2−
3 2- (0.05) (-0.7)

H+ 1+ 0.0875 0.103

OH− 1- 0.076 -1.0

H2PO−4 1- -0.052 0.20

HPO2−
4 2- -0.010 -0.57

PO3−
4 3- 0.024 -0.70

HCO−3 1- (0.05) (0.2)

CO2−
3 2- 0.028 -0.67

Within the Robinson-Stokes model, we estimated aw as the molar fraction of water in solution Xw,

following methods by O. Miyawaki et al. [241] We approximated n from values provided by R.H. Stokes et

al. [127], calculated values of hydrated Pb(II) ions [242,243], and the other acids and bases [244]. The

approximated hydration numbers for each ion used in this study are as follows: 7 (Pb2+), 8 (Pb4+), 5 (PbO−2),

3 (PbO2−
3 ), 4 (H+), 0.5 (OH−). The total n was found from a sum of the individual ions in the electrolyte.

5.2.3. Lead Pourbaix Diagrams

We next explore possible thermodynamically stable solid scales and ions, and their dependencies on electrode

potential, pH, and concentration to assess lead’s electrochemical immunity, corrosion, and solid-oxide formation.

Figure 5.4 presents the Pb-H2O Pourbaix diagrams obtained using experimental ∆fG values [1] and our DFT

PBEsol+SOC+VDW calculated values with variable aqueous ion concentrations (mPb), where all diagrams

are calculated within a non-ideal solution model (see Section 3.2.1.1) and the electrode potential is reported
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versus the standard hydrogen electrode (SHE). In particular, nonideal solution effects are important to fine

tune dissolution boundaries by approximating factors such as ion charge, ion size, and ion-ion interactions

into the model with little requisite computational resources. Independent of concentration, all Pourbaix

diagrams show that Pb(s) is stable at negative (reducing) potentials. Insoluble PbO2(s) is stable at positive

(oxidizing) potentials, except in extreme alkaline conditions and low lead concentrations where the PbO2−
3 ion

is stable. Pb3O4(s) also appears in all diagrams around 500 mV and neutral to alkaline pH. Experimentally,

no Pb3O4(s) and Pb2O3(s) phases were found in surface measurements by R.J. Thibeau et al. due to limited

potential and pH control [17], which could be supported by their relatively smaller domain sizes in the

calculated diagrams.

The Pourbaix diagram constructed from experimental free energies of formation (Figure 5.4a) and

from our first-principles calculated ∆fG values (Figure 5.4b) at high lead concentrations (mPb = 1 m) show

excellent agreement with each other and with direct experimental observations (solid symbols). For specified

potential-pH values, stable elemental lead is indicated with black circles, whereas solid lead oxide phases

observed during aqueous corrosion are indicated with purple triangles [17]. We note this study experienced

characterization limitations due to the stable PbO2(s) having no infrared absoprtion bands or Raman spectra

in the region tested. Nonetheless, oxides were observed to occur where the triangle points are found at high

applied potentials. We accurately capture the dissolution boundaries among species compared to experiment

with a difference of ∼0.2 pH units for each ion by employing the Robinson-Stokes model to approximate

the effect of high concentration electrolyte (soluble lead) solutions [127]. The Bromley model is utilized to

effectively handle lower concentrations (mPb ≤ 0.1 m). The experimentally sourced diagram in Figure 5.4a

exhibits a slightly smaller PbO(s) area because of the minor but more positive lead oxide free energy of

formation. Although a passive Pb2O3(s) region appears in a narrow stability window between PbO(s) and

Pb3O4(s), near 500 mV in our calculated diagram (Figure 5.4b), it has not been conclusively verified as a

stable oxide in experiment.

Our DFT-PBEsol+SOC+VDW model accurately describes the direct observations of immunity and solid

oxide formation in lead films for high soluble lead concentrations at standard state. This initial comparison
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Figure 5.4. Aqueous Pb-H2O Pourbaix diagrams in pure water at standard state and with
non-ideal solution effects for high Pb concentration (mPb = 100 m) using (a) experimental
∆fG values from Refs. [1,8,9] and (b) our DFT-PBEsol+SOC calculated ∆fG values. Black
circles and purple triangles indicate direct experimental film growth observations of Pb(s)
(black circles) and PbO(s) (purple triangles) [17]. Note that unambiguous experimental
phase identification of PbO2(s) was not possible owing to the absence of first-order infrared
absorption bands and Raman activity in the spectral range probed. (c) Pourbaix diagram at
the standard corrosion limit (mPb = 10−6 m) obtained from our DFT-PBEsol+SOC calculated
∆fG values. Lead corrosion is predicted to occur at these low lead concentrations without
an applied potential through the formation of aqueous Pb2+ (pH < 7), PbOH+ (7 < pH < 9.5),
Pb(OH)2 (9.5 < pH < 11), or HPbO−2 (pH > 11).

allows us to justify use of our computational scheme to further probe thermodynamic corrosion propensities

at more dilute concentrations and with additional additives, which will form solid phases in solution.

Figure 5.4c shows our simulated Pourbaix diagram at the standard corrosion limit of (mPb = 10−6 m). As

in the high soluble lead concentration regions, our work employs a non-ideal solution model to more accurately

capture the phases boundaries in the Pourbaix diagram, particularly at moderate lead concentrations. The

use of an ideal solution model in Pourbaix’s original report and Ref. [228] over or under stabilize boundaries

such as Pb2+ by 0.3 pH points or more. At these lower concentrations, elemental Pb is immune to corrosion

below approximately -0.12 V, above which lead oxidizes to form ionic aqueous ions. Pb2+ ions are found over

acidic conditions (pH < 7), while highly alkaline solutions (pH > 10.5) stabilize aqueous HPbO−2 . Differently

from Pourbaix’s original report in 1966, for which more recent Pb-corrosion models base the selection of

aqueous ions on, we include additional Pb(II) ions. Specifically, we include PbOH+ and Pb(OH)2, which

have been observed in Pb-H2O solubility studies [245-247] and dominate at approximately 7 < pH < 9.5 and

9.5 < pH < 11, respectively (Figure 5.4c). An important implication of our predicted PbOH+ stability at the
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standard-corrosion limit is that it requires other scale-formation and precipitation-product models to consider

it a viable aqueous Pb(II) dissolution product in addition to the commonly reported Pb2+ ion.

5.2.4. Role of Additives on Electrochemical Solid Oxidation

We now examine thermodynamically the electrochemical phase formation and Pb corrosion arising from

the presence of two common ions directly measured in water systems throughout the U.S., orthophosphates

(PO−34 ) and carbonates (CO−23 ) [10,233]. Phosphate is used as a common lead release limiting additive,

and carbonates commonly leach into water system through organic matter and as calcium carbonate salts.

Phosphates can react with dissolved cations in water, including aqueous Pb ions, to form metal phosphate

salts that can nucleate on internal surfaces of pipes to produce protective coatings, as well as promote

direct scale formation of passive Pb compounds on piping and solder joints. Previously, added scales from

orthophosophates were reported to establish protective surface layers which isolate native lead and establish

kinetic barriers from lead dissolution, while the presence of carbonates did not sufficiently impede lead

release [10, 216, 221]. Typical concentrations of added phosphates in water are around 1-3 mg/L [18]

(m ≈ 10−5) and carbonates are typically measured near 60-180 mg/L [19] (m≈10−3–10−4). Consequently,

Pb3(PO4)2, Pb5(PO4)3OH, PbCO3, and Pb2(CO3)2Pb(OH)2 are the expected primary solid phases arising

from these additives. Therefore, we performed high-fidelity DFT-PBEsol+SOC+VDW calculations on each

phase to obtain reliable free energies of formation. We identified Pb5(PO4)3OH and PbCO3 as the most

thermodynamically stable solid phases on a per Pb atom basis. These data are then used to simulate the

additive-based Pb Pourbaix diagrams.
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Figure 5.5. Simulated standard state Pourbaix diagrams including (a) phosphate and (b)
carbonate additives at the specified Pb and additive concentrations. No solid lead phosphate
regions are predicted at the low permitted lead concentration level. Carbonate additives cause
a dominant cerussite (PbCO3) solid oxidation region, replacing portions of the Pb2+ corrosion
region and shifting the lead oxidation potential for scale formation potential lower by nearly
-450 mV with respect to the SHE. The broken vertical black lines represent phosphate and
carbonate aqueous ions in solution with zero, one, or two protons. The dark blue broken
lines represent the stability region of water. The thick, light blue broken polygons show the
stability region of lead phosphates and carbonates based on experimental formation free
energies. Green symbols in (b) correspond to experimentally observed conditions for lead
carbonate phase formation [17].

Figure 5.5 shows our calculated Pourbaix diagrams for both additives at standard state with EPA

acceptable soluble lead concentrations, mPb = 7.24 × 10−8, and approximate additive concentrations, mCO−23
=

mPO−34
= 10−3, of those currently in use [18,19]. Many of the same lead stability regions from the additive
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free Pb-H2O Pourbaix diagrams appear in Figure 5.5, including Pb(s), Pb2+, and PbO2(s). We find, however,

that phosphate ions do not supplant the formerly stable PbOH+ and Pb(OH)2 (corrosive) species at low Pb

concentrations, low potentials, and neutral pHs (Figure 5.5a). Note that when lead carbonates or phosphates

do not appear in a stability region, they are assumed to be aqueous ions in solution with zero, one, or two

protons as specified by the broken vertical black lines. There is no solid oxidation phase at the low water

lead levels shown, which follow the accepted EPA lead action level of 15µg Pb/L [219]. We find that our

calculated orthophosphate film stability, even at higher lead concentrations (Figure 5.6), is smaller than that

predicted by others [216].

The absence of hydroxylpyromorphite Pb5(PO4)3OH(s) scale as reported in experimentally derived

Pourbaix diagrams for low potentials and neutral pH values could be attributed in part to dissolution

rate suppression as in hydrocerussite [248]. Based on the quality of our first-principles data presented in

Figure 5.1c, however, we attribute the absence of Pb5(PO4)3OH(s) in Figure 5.5a to overestimated ∆fG

values extracted from experiment. The measured dissolution equilibrium gives ∆fG values that vary by

as much as 95 meV/atom in a single study, which is more than our DFT calculated energy varies from the

average experimental values. The average experimental free energy of formation is 30 meV/atom lower for

Pb5(PO4)3OH(s) than our DFT calculated value, which is enough to stabilize solid hydroxylpyromorphite at

15µg/L [13,14].

Lead phosphate films have not been observed (or were under-observed relative to model calculations

based on experimental formation free energies) under several different environmental conditions: in real legacy

piping treated with orthophosphates (black square at some approximate conditions in Figure 5.5a) [225], in

direct aqueous film growth at high lead concentrations [17,232], and in new lead pipes tested using synthetic

tap water conditions in a long-term laboratory setting [234]. A more exhaustive list of references on reported

solid lead phosphate formation is given in Table 5.3. Here, high variability could arise from changes in pH,

uncertainty in phase crystallography, defects, and ion concentrations, or the underlying DFT structural model

where hydroxide partial Wyckoff site occupancy is not fully captured, leading to configurational entropy loss

(estimated to be small). Furthermore, other competing phases with similar ∆fG values may be present in

real solutions and scales. Pb3(PO4)2(s), which has a slightly lower ∆fG per Pb atom, has been observed to
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form upon reconstruction of a synthetic hydroxylpyromorphite in some dissolution studies and in mineral

growth studies [14,232].

Figure 5.6. The multi-element Pourbaix diagrams sourced from DFT free energies of formation
at mPb = 7.24 × 10−4, mCO−23 ,PO−34

= 10−4 and standard state: (a) lead orthophosphate,

showing the Pb3(PO4)2 phase while the Pb5(PO4)3OH phase is suppressed, and (b) lead
carbonate, showing hydrocerussite while the cerussite phase (PbCO3) is suppressed. In
(a), the passivation region ranges from approximately 7 < pH < 11 and −0.3 < V < 0.75
(pH dependent). The hydrocerussite stability region extends farther into basic conditions,
reaching almost a pH of 6.

Other reports suggest that trace metals often found in hard drinking water, e.g., alkaline earth metals,

may be necessary to realize a lead-phosphate scale through the formation of a substituted calcium phosphate

solid hydroxyapatite (HA) scale [14,222,231,234,249,250]. These studies propose that when moderate Ca

concentrations are present (hard water contains mCa ≥ 10−4 [19]), the very stable apatite Ca5(PO4)3OH(s) scale
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will form. Surface absorption and a fast exchange reaction, Ca5(PO4)3OH+xPb2+ → Ca10−xPbx(PO4)6OH2+

xCa2+, is thought to occur [222,234,249,250], in part because of entropic stabilization [14], though we

note surface HA could lead to higher lead solubilities [251]. Other studies have suggested lead precipitate

reactions form dissolved HA to grow hydroxylpyromorphite [250]. This rapid phase transformation is not

accounted for in our thermodynamic model (Figure 5.5a). Lead phosphate scales like Pb5(PO4)3OH, which

are not as energetically stable as HA, have not been observed or were under-observed within isolated models

of direct aqueous film growth [17,232] and in some legacy piping treated with orthophosphates [225] (see

also Table 5.3). On the other hand, calcium-lead apatite scales are known to occur in phosphate-treated

systems with Ca present [231,234,250]. Therefore, past findings support the validity of the electrochemical

diagram in Figure 5.5a, rather than that sourced from energies from experiment, and point to likely effects of

unintentional trace elements like Ca on stability of a passivating phosphate surface through (i) fostering a

HA dissolution to hydroxylpyromorphite percipitation mechanism and (ii) Pb2+-Ca2+ cation exchange [250].

a) b)

300mV
mPb=7.24x10-4 (15mg/L)
mPO4

2-=10-2

300mV
mPb=7.24x10-4 (15mg/L)
mCO3

2-=10-2

Figure 5.7. Driving forces for (a) lead phosphate and (b) lead carbonate systems at high
concentrations. The driving forces to create a lead carbonate scale are greater for PbCO3

than Pb5(PO4)3OH.

In contrast to phosphate addition, aqueous carbonate is relatively effective at thermodynamically

stabilizing a film at low soluble lead concentrations and moderate to high pHs (Figure 5.5b), consistent with

several reports finding that lead carbonate scales form readily at numerous conditions [17,225,234]. However,

we emphasize that studies have found that effects other than thermodynamics, such as diffusivity, porosity,

and morphology, have made lead carbonate experimentally ineffective at lowering lead concentrations below
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15µg/L [216]. We find that cerussite replaces the formerly stable PbOH+ and Pb(OH)2 (corrosion) and

PbO(s) (non-protective scale) to form a phase region from about 6.4 < pH < 10.4 and −0.5 < V < 0.5 (pH

dependent), and extends stability into the lead immunity region. The strong thermodynamic stability seems

to indicate that there are greater thermodynamic driving forces to create a stable PbCO3(s) surface among

all of the phases tested with the two different additives; therefore, it is probable to form in real solutions but

is dependent upon reaction kinetics and other solution factors such as the concentration of trace elements.

Some studies have found higher amounts of cerussite rather than hydrocerussite to be prominent in real

piping systems [225,232]. Although the lack of a (Pb3(CO3)2(OH)2) hydrocerussite region in Figure 5.5b

is due in part to dissolution rate suppression not accounted for in our model [248], direct thin film growth

experiments (filled green dots) in Figure 5.5b) support our finding of stable PbCO3(s) near the alkaline solid

oxidation-immunity boundaries [17]. Moreover, phase characterization from real pipe samples are shown with

open symbols: PbCO3 (green circles), Pb3(CO3)2(OH)2 (black squares), Pb5(PO4)3OH2(s) (blue triangles),

Pb3(PO4)2 (purple pluses) in Figure 5.5 to provide greater context on reported materials formation. However,

we note that the conditions labelled are tentative due to the transient, sometimes undefined sample histories

and ambiguity in the aqueous environment. In particular, due to the similar driving forces for cerussite

and hydrocerussite (Figure 5.7), it is reasonable that condition variability not considered in our model (e.g.,

kinetics) leads to the scattered phases recorded within the lead carbonate stability region as some of these

reports are taken from experiments which have not reached equilibrium.

5.2.5. Environmental Boundary Condition Optimization for Scale Formation

We next vary the environmental boundary conditions to assess the robustness of the lead scales. Figure 5.8a-d

map the critical Pb-activity value for the general dissolution boundary between a lead compound and soluble

Pb ions. It is determined by self-consistently obtaining the terminal pH-potential value for a two phase

equilibrium (line) or a three phase equilibrium (point) for a given lead activity (ηPb). This critical value

for the multi-element systems is visualized by the marked × labelled solids stability bound in Figure 5.8e-f.

The immunity-dissolution boundary in Figure 5.8a delineates the lead activity below which dissolution

is thermodynamically driven, as a function of critical potential. All diagrams (except Figure 5.8a) were

calculated at the standard electrode potential of lead’s half cell reaction Pb → Pb2+ + e−, -126 mV versus
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Table 5.3. Summary of key studies on solid lead phosphate formation and identification by:
(i) film growth, precipitation, and cation-substitution studies, (ii) synthetic piping studies,
and (iii) real pipe extraction studies.

Film growth, precipitation, and cation-substitution studies
Authors Title Journal Summary Notes
R.J. Thibeau, C.W. Brown, A.Z.
Goldfarb, and R.H. Heidersbach

Infrared and Raman spectroscopy of
aqueous corrosion films on lead [17]

J. Electrochem. Soc. Lead films were held in phosphate so-
lution at varying pHs and potentials

Raman spectra may have been
too narrow to capture lead phases

X. Li, B. Azimzadeh, C.E. Mar-
tinez, and M.B. McBride

Pb Mineral Precipitation in Solutions
of Sulfate, Carbonate and Phosphate:
Measured and Modeled Pb Solubility
and Pb2+ Activity [232]

Minerals Lead precipitates were synthesized and
characterized in sulfate, carbonate,
and phosphate solutions

J.D. Pasteris, Y. Bae, D.E. Gi-
ammar,S.N. Dybing, C.H. Yoder,
J. Zhao, and Y. Hu

Worth a Closer Look: Raman Spectra
of Lead-Pipe Scale [252]

Minerals Discusses use of Raman to character-
ize lead precipitates, including substi-
tuted lead phosphate scales

Review paper with some original
information

Y. Takeuchi, T. Suzuki, and H.
Arai

A study of equilibrium and mass transfer
in processes for removal of heavy-metal
ions by hydroxyapatite [249]

J. Chem. Eng. Japan Pb2+ substitution rates are found for
hydroxyapatite in solution

Q.Y. Ma, S.J. Traina, T.J. Logan,
and J.A. Ryan

In situ lead immobilization by apatite
[250]

Environ. Sci. Technol. Hydropyromorphite was found to oc-
cur precipitation of aqueous Pb and
HA

Dissolved HA was the only source
of phosphate

S.M. Vesecky J. Liu, R.M. Fried-
man, F. Pacholec, and J.B. Lech-
ner

Comparison of film formation using
phosphate inhibitors in systems with
comparable water qualities [253]

J. N. Engl. Water Works Assoc. Investigation of efficacy of different
phosphate inhibitors on forming lead
scales

G.P. Lobo and A.J. Gadgil Preventing leaching from lead water
pipes with electrochemistry: an ex-
ploratory study [254]

Environ. Sci. Water Res. Tech-
nol.

The scales of lead coupons and re-
claimed pipes subjected to orthophos-
phate synthetic tap water were char-
acterized

B.P. Boffardi and A.M. Sher-
bondy

Control of Lead Corrosion by Chemical
Treatment [255]

Corrosion Lead pipe sections were subjected to
water treatments, including orthophos-
phates and characterized

Synthetic piping studies

Y. Bae, J.D. Pasteris, and D.E.
Giammar

The Ability of Phosphate To Pre-
vent Lead Release from Pipe Scale
When Switching from Free Chlorine to
Monochloramine [234]

Environ. Sci. Technol. Piping system was set up and solutions
were run through to evaluate scales
that formed

Phosphate solution was inade-
quately monitored, piping be-
gan solution exposure with PbO2

scale
J. Zhao, D.E. Giammar, J.D. Pas-
teris, C. Dai, Y. Bae, and Y. Hu

Formation and Aggregation of Lead
Phosphate Particles: Implications for
Lead Immobilization in Water Supply
Systems [222]

Environ. Sci. Technol. Pilot piping systems are used to study
lead phosphate aggregation and scale
formation

Y. Bae, J.D. Pasteris, and D.E.
Giamma

Impact of orthophosphate on lead re-
lease from pipe scale in high pH, low
alkalinity water [256]

Water Res. Piping system was built from ex-
tracted LSL piping. Scales were ana-
lyzed after multi-month of orthophos-
phate treatment

Real pipe extraction studies

J. Tully, M.K. DeSantis, and M.R.
Schock

Water quality–pipe deposit relationships
in Midwestern lead pipes [225]

AWWA Wat. Sci. Pipes from real lead service lines were
extracted and internal scales charac-
terized.

Phosphate was used irregularly
(not controlled) to treat pipes

J.D. Hopwood, G.R. Derrick,
D.R. Brown, C.D. Newman, J.
Haley, R. Kershaw, and M.
Collinge

The Identification and Synthesis of Lead
Apatite Minerals Formed in Lead Water
Pipes [231]

J. Chem. Calcium substituted lead apatites were
synthesized and identified in real pip-
ing

M.K. DeSantis and M.R. Schock Ground Truthing the ‘Conventional Wis-
dom’ of Lead Corrosion Control Using
Mineralogical Analysis [257]

Proc. AWWA 2014 Water Qual-
ity Technology Conference

Over 300 pipe samples were taken from
LSLs were taken and scales character-
ized

L.W. Wasserstrom, S.A. Miller,
S. Triantafyllidou, M.K. Desantis,
and M.R. Schock

Scale Formation Under Blended Phos-
phate Treatment for a Utility With Lead
Pipes [258]

J. Am. Water Work. Assoc. Over 340 pipes from LSLs and steel
piping systems were extracted and
scales were characterized

Phosphate solution was not con-
trolled or documented precisely
within long term pipe treatment

SHE [259]. However, the diagrams are identical when the electrode potential is chosen to be the approximate

solution potential of non-disinfected tap water (300 mV) [260] or at the lower potentials reported in some

systems with high lead water levels (≈-250 mV) [220]. Because there is no change in Pb oxidation state, this

activity boundary occurs at a fixed pH, although it is dependent on additive concentration (Figure 5.8c,d). It

is linear in the potential-lead activity space and the critical potential value shifts to more negative voltages

with decreasing lead activity. At ηPb = 10−7, which is still above the accepted lead action level, the potential

drops to less than -300 mV, or 600 mV below the potential of tap water.
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The critical Pb activity also decreases with elevated temperatures in the Pb-H2O system, corresponding

to a pH-dependent critical point for the PbOH+-Pb(OH)2-PbO(s) equilibrium (Figure 5.8b). At pH = 9.51,

-126 mV (the standard electrode potential for lead [259]), and at standard state, the critical lead activity to

stabilize any PbO(s) is ηPb = 1.86× 10−4. The Pb activity difference between near freezing temperatures (5○C)

and high summer temperatures (≥ 40○C), however, is an increased by 95% at elevated temperatures (about

3.88 mg/L) and also occurs. These results emphasize that minerals and oxidizing disinfectants (leading to

potential changes), and temperature volatility introduce significant variability on the boundary conditions of

lead corrosion. Thus, control-mechanism modeling and lead-level testing should not be performed only at

standard conditions.

Figure 5.8c,d show the most stable lead-phosphate and lead-carbonate triple points with respect to

additive concentrations and lead activity. The triple points are calculated at the solid phase boundary

intersecting with the Pb2+ to PbOH+ predominance line near pH = 7. Here, the most probable solid scales at

low lead levels are Pb5(PO4)3OH(s) and PbCO3(s) for phosphate and carbonate addition, respectively. The

minimum aqueous lead levels required to thermodynamically stabilize a scale are highly dependent upon

additive concentration. The decrease of either additive concentration by an order of magnitude indicates

an increase in soluble lead by approximately an order of magnitude. High enough levels of additive are

imperative to foster thermodynamic driving forces for scale formation, but we note excess additives can also

lead to harmful health and environmental implications. Consistent with our simulated Pourbaix diagram, the

cerussite region is stabilized at lower lead concentrations, down to the lead-action level or below at reasonable

carbonate concentrations. In contrast, lead levels are half an order of magnitude above the lead-action level,

even at mPO−34
= 10−3, to stabilize a phosphate scale.

Finally, we present standard concentration-pH stability diagrams for orthophosphate (Figure 5.8e) and

for carbonate (Figure 5.8f) addition at the lead action level (15µg/L). For both additives, we find Pb2+,

PbOH+, Pb(OH)2, and HPbO−2 dominate at low and high pHs, respectively, at Pb concentrations below

the critical value for solid oxide formation. We find very high orthophosphate concentrations m > 10−3 are

required to thermodynamically stabilize a protective Pb5(PO4)3OH(s) scale at acceptable aqueous lead levels.

At lower concentrations comparable to that in real pipes (m ≈ 10−5), no solid should form, again leading to
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Figure 5.8. Phase diagrams showing environmental changes on lead corrosion, focusing on
changes in the low lead activity boundary as function of (a) potential, (b) temperature
and pH, and additive (c,d) concentrations. The concentration versus pH diagram (stability
diagram) for (e) lead-orthophosphate and (f) lead-carbonate. The low pH boundary near
pH ≈ 6 − 8 for elemental lead is found to be too high, particularly for high temperatures and
low lead concentrations. All diagrams other than in panel (a) were calculated at -126 mV
versus SHE, the standard electrode potential of lead. All diagrams other than panel (b) were
calculated at standard state. Note that typical phosphates added to water are around 1-
3 mg/L (≈ 10−5 m) [18] and carbonates from calcium-containing sources are near 60-180 mg/L
(≈ 10−3 to 10−4 m) [19].

discrepancies between our ab initio model using defect-free, solute-free phosphate phases and the known

success of orthophosphate addition as a lead release inhibitor which lowers the lead oxidation rate [220,255].

We would expect small shifts in the stability boundaries towards smaller stability ranges upon defect and

structural distortion inclusion. This inconsistency could be due to other effects such as particle aggregation

in hard water from high zeta potentials [216,222]. In contrast, we find carbonates foster PbCO3(s) even at

low lead concentrations (m > 10−4).
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5.3. Discussion and Future Work

Our work within this chapter provides the first stability maps, generated from thermodynamic data

sourced from DFT calculations, for compounds (solid scales and aqueous ions) expected under equilibrium

conditions at the potential and pH anticipated for lead pipes in drinking water. We demonstrated that first

principles thermodynamic models for lead release via corrosion based on semi-local density functional theory

with spin-orbit coupling and van der Waals interactions included capture experimentally-verified stability

regions of native Pb oxides in the Pb-H2O system. The stability/dissolution boundaries for the oxides were

found to vary by as much as 6 pH points without SOC included and with an ideal solution model, leading to

dangerous overestimation of scale formation if the interactions are not included. This poses a challenge for

generating reliable electrochemical models using computational data obtained with current high-throughput

DFT databases. Nevertheless, DFT-sourced thermodynamic models reported here and those found elsewhere

are one reasonable tool for streamlining analysis of a material’s chemical and electrochemical behavior [27].

Our model shows that solid lead oxides scales exhibit a limited stability range under many aqueous

conditions, and especially at acceptable EPA action levels (15µg/L, m ≈ 7.24×10−8 mol/kg Pb(II)) [219]. We

predict soluble Pb phases are thermodynamically stable at aqueous lead levels below higher concentrations

such as m ≈ 10−4 without an appropriate oxidizing potential to promote the formation of a tetravalent

lead film. The driving forces that spur lead release are further increased with varying water hardness and

temperatures above 25 ○C, which is a reality for many U.S. cities in the spring, summer, and fall [261]. These

trends are revealed by the higher incidence of lead poisoning in the summer than in any other season [214].

Nonetheless, inclusion of additives such as phosphates and carbonates increase the stability domains of

protective oxide scales, and consequently, limit soluble lead in potable water. Although Pb5(PO4)3OH(s) and

PbCO3(s) are the most probable scales to form on pipes with water treated with these additives, respectively,

our models predict that carbonates provide the broadest solid phase region for oxidized scale stability at the

low lead concentrations imposed by current policy. This is reflected in the lower pH dissolution boundary and

high maximum driving forces for forming solid PbCO3(s) (Figure 5.7), though passivation and protection is not

obtained by cerussite scales, potentially due to kinetic effects [10,216]. Our phosphate-containing models are

inconsistent with the practical success of orthophosphate scale as a corrosion inhibitor [216,232,233,255] in
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city water systems and earlier models that predicted orthophosphate scales when few were found experimentally

in highly controlled experiments. Although we cannot identify a singular source for the discrepancies, possible

factors include: overestimated free energies of formation, ∆fG, the presence of additional elements like

Ca to stabilize more complex Pb solids not previously considered and difficult to experimentally identify,

chloride-sulfate mass ratios, and kinetic effects [216].

Our thermodynamic models highlight the need for more comprehensive atomistic/nanoscale studies with

coupled kinetic models to clarify under what circumstances scales may form, in part because Pb-P solid

formation has been tied to mitigating Pb dissolution rates [220,262]. It should also be noted that phosphate

anions may inhibit corrosion kinetics without detection of stable phosphate-based scales. At the center

of the lead-release problem is the kinetically dependent accumulation of consumable lead in the drinking

water, whether through direct dissolution of the pipe or through a multi-step pipe-film-electrolyte process.

Furthermore, lead particulate release may be limited by consistent orthophosphate treatment [221,222].

There is the critical need to define whether leaded distribution systems supporting potable water of a certain

chemistry ever reach thermodynamic equilibrium or whether accumulation is instead kinetically mediated,

e.g., possibly by clean water flushing, an inhibiting ion, or a scale that protects the surface or acts as a

chemical sink for lead ions.

Future work should continue to establish reliable thermodynamic models describing scale stability

within aqueous lead systems. DFT modeling helps advance the field by providing a better thermodynamic

understanding of the probability of compound formation as a function of select water chemistry variables.

State of the art computational tools make available probing of scale-dependent and amorphous solids, which

will be imperative to increased accuracy of modeling solid oxidation formation. Furthermore, projects could

examine the effect of other common ions in solution, such as calcium, chlorides, and sulfates, which are known

to impact corrosion in other systems [263]. For example, calcium and magnesium concentrations are variables

used to calculate water hardness. However, water hardness is often reported indiscriminately as equivalent

CaCO3 concentration. This ignores the possibly important effect calcium (and perhaps magnesium) may have

in stabilizing lead films, as discussed above. Future advances to our models should include complex aqueous

ion components, however, further experiments or advanced computation is required to the high-fidelity
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thermodynamic data on multiple-cation complexes that might form. Mapping the effect of common additives

and trace elements and minerals in water on scale formation in Pb pipes would bring the ability to forecast

whether certain compounds might be expected to exist over long-term exposures. An increased understanding

of lead-water chemistry and scale formation thermodynamics will aid lead release studies and improve practices

for corrosion mitigation in the presence of multiple scales, which is often neglected.

As the industry conducts batch analysis of soluble lead collected at sampling intervals unlikely to

catch episodic events that release lead, establishing a causal connection between water chemistry, compound

formation, and soluble lead content is challenging but of of utmost importance. Factors to consider include, but

are not limited to: structural and compositional disorder, Mg/Ca-associated hardness, chloride-to-sulfate mass

ratio, phosphate and carbonate concentration, electrode potential, and lead film/scale chemistry, morphology,

thickness, surface energy, etc. Additionally, the sources of consumable lead—bioavailable soluble lead as well

as particulates—must be understood on the materials science length scale, whether from electrochemical

ejection from lead pipe, chemical dissolution of lead corrosion products and scales, or particulate spallation.

Finally, due to the complexity of the flowing drinking water systems and the grave consequences associated

with lead release predictions, experimental work should also continue to explore these same questions, like

the role of calcium in lead film formation and the presence/absence of phosphate-based films [252]. The most

compelling framework involves computational modelling working in harmony with experimental analysis.

Future work will evaluate the effects of further additives common in piping systems, including the effects of

chlorine, chlorides, and sulfates in scale formation.

5.4. Conclusions

Here we presented a computationally-sourced, experimentally-reinforced first principles thermodynamic

model of aqueous lead corrosion. We varied environmental conditions to assess corrosion suppression

dependencies to acceptable concentrations in legacy water distribution systems through phase diagrams with

state-of-the-art theory and non-ideal solutions. We found a collection of lead oxides and multi-element lead

oxides and hydroxides are energetically stable. PBEsol with spin orbit coupling provides the best DFT model

choice for matching experimental free energies of formation and reproducing directly observed solid phases

at specific conditions while conserving computational resources. Pourbaix and stability diagrams generated
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with ∆fGs calculated from DFT indicated that standard state conditions at low water lead levels promote

thermodynamically driven corrosion in the absence of a corrosion inhibitor. We further found that although

aqueous carbonate or orthophosphate additions promote solid lead-additive scales, only very high aqueous

ion concentrations can substantially support an increase the total passivation at conditions similar to those

in piping. Carbonate has high probable thermodynamic efficacy through the creation of a stable PbCO3(s)

region even at very low lead concentrations and at a wide range of pHs. Moreover, we suggest that the

disconnect between previous studies on absence of solid lead phosphate even when predicted by stability

models may be due to overestimated free energies of formation, and the need for calcium to form a substituted

Ca10−xPbx(PO4)6OH2 hydroxyapatite scale. We anticipate this chapter will provide thermodynamic guidance

for scientists attempting to first understand and then suppress lead corrosion in legacy piping. Additionally,

our investigation contributes a baseline for lead oxide computational work through our identification of the

inclusion of spin-orbit coupling as necessary to capture lead system energetics. Future work should evaluate

the effects of further additives common in piping systems, including the effects of chlorine, chlorides, and

sulfates in scale formation.
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CHAPTER 6

Synthesis Prediction and Optimization of Thermoelectric,

Heteroanionic BiMOQs

Much of the work presented in the following chapter is available as peer reviewed publications in (i)

Chemistry of Materials and (ii) Journal of the American Chemical Society [20,63]. Contributing researchers

to the project, also listed as authors on the paper, include Dr. Chi Zhang, Dr. James Rondinelli, Dr. Vinayak

Dravid, Dr. Kenneth Poeppelmeier, Dr. Jiangang He, Dr. Rebecca McClain, Hongyao Xie, Songting Cai,

Jiahong Shen, Fenghua Ding, Xiuquan Zhou, Dr. Christos Malliakas, Dr. Mercouri Kanatzidis, Dr. Christopher

Wolverton. Article (i) was reprinted (adapted) with permission from L.N. Walters, C. Zhang, V.P. Dravid,

K.R. Poeppelmeier, J.M. Rondinelli “First-Principles Hydrothermal Synthesis Design to Optimize Conditions

and Increase the Yield of Quaternary Heteroanionic Oxychalcogenides”, Chemistry of Materials, 133, 8,

2726–2741 (2021) [63]. Copyright 2022 American Chemical Society. Article (ii) was reprinted (adapted) with

permission from C. Zhang, J. He, R. McClain, H. Xie, S. Cai, L.N. Walters, J. Shen, F. Ding, X. Zhou, C.D.

Malliakas, J.M. Rondinelli, M.G. Kanatzidis, C. Wolverton, V.P. Dravid, K.R. Poeppelmeier “Low Thermal

Conductivity in Heteroanionic Materials with Layers of Homoleptic Polyhedra”, Journal of the American

Chemical Society, 144, 6, 2569–2579 (2022) [20]. Copyright 2022 American Chemical Society.

6.1. Introduction and Literature Review

Heteroanionic materials are compounds comprising two or more anions for which one is typically the oxide

anion [60,264]. Many heteroanionic materials exhibit structures similar to their homoanionic counterparts,

fluorides, nitrides, and other chalcogenides; however, the change in chemical bonding afforded by the

additional distinct anions increases structural diversity [265,266] and accessible electronic, magnetic, and

optical properties making them a desirable composition space for materials design [58,267-269]. Recent

progress in heteroanionic materials research led to development of oxynitrides for water splitting applications
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and bismuth oxychalcogenide materials for thermoelectric applications [270-273]. Yet, understanding of the

synthesis methods of heteroanionic oxides with methods beyond solid-state synthesis is less developed than

their homoanionic counterparts.

Hydrothermal synthesis methods are one promising approach to achieve fast and tailorable crystal growth

of heteroanionic materials [274-278] because they offer control over morphology and composition through

changes in the interactions among the involved species [279]. Dynamic processes active in hydrothermal

synthesis, however, remain difficult to model as they involve complex sets of cooperative and/or competing

reactions. In addition, there are local spatial and temporal variations in pressure, chemical potentials, and

solubilities, which may explain why the design of reaction protocols often use trail-and-error approaches.

Predictive design of synthesis is further complicated because process conditions that yield successful synthesis

of targeted homoanionic materials may not result in similar synthesis fidelity for compositionally-derived

heteroanionic materials, owing to how the additional anion changes the hydrothermal environment [59].

One approach towards achieving predictive hydrothermal synthesis procedures uses first-principles derived

thermodynamic models, and avoids undertaking modeling of kinetic processes accessible from panoramic-

based studies [62,64-66] aimed at integrating nucleation and crystallization pathways. The computational

challenges for the former are distinct: accurate phase-stability models under realistic hydrothermal conditions

and suitable processing models that connect phase equilibria to process variables, which can be selected in

the laboratory, e.g., temperature, reactant concentrations, and pH.

The aforementioned models can be constructed using electrochemical (Pourbaix) phase diagrams [1], in

combination with stability diagrams, respectively. As mentioned in previous chapters, Pourbaix diagrams

depict phase stability of a compound and its competing oxides, hydroxides, or ions in aqueous solution

as a response to changes in pH and potential, which makes it a useful tool to understand redox active

thermodynamic species in a hydrothermal reaction. Stability diagrams can be used to identify processing

conditions for synthesis, including reactant concentration and pH [56], because pH becomes a dependent

variable (rather than an independent variable as in a Pourbaix diagram) that is determined self-consistently by

H+ or OH− ions in solution. Furthermore, it permits more accurate modeling of acids and bases through non-

ideal solution behavior expected to occur in realistic hydrothermal reactions. Although Pourbaix [28,37,45-50]
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Figure 6.1. The structures of the layered bismuth oxychalcogenide BiMOQ (M = Cu, Ag; Q =
S, Se) family, including (a) the typical layered oxychalcogenide structure for (b) copper
bismuth oxysulfide, (c) silver bismuth oxysulfide, (d) copper bismuth oxyselenide, and (e)
silver bismuth oxyselenide. Layers extend in the a-b plane and are formed by (OBi4) and
(MQ4) tetrahedra.

and stability [54-56,67-71] diagrams have been applied successfully in the past to predict synthesis conditions,

their use extends primarily to single-component homoanionic materials.

Here we implemented these tools within a first-principles framework to predict and understand hy-

drothermal synthesis of the quaternary heteroanionic bismuth oxychalcogenides family, BiMOQ (M =

Cu, Ag; Q = S, Se). Although the physical properties of these layered 2D semiconductors have been stud-

ied before, owing to their use as p-type semiconductors, thermoelectrics, and photoluminescent materi-

als, [31,32,272,273,280-284] minimal efforts have focused on understanding their synthesis. The ternary

Bi2O2Q (Q = S, Se, Te) materials [285-287] have been pursued with hydrothermal synthesis whereas the

quaternary BiMOQ compounds, and particularly BiCuOSe, have largely been pursued through solid-state

synthesis [280,283,284,288-290]. Owing to the vast space of temperature and pH processing conditions

accessible in the laboratory, we constructed first-principles phase diagrams to select synthesis parameters and

identify when hydrothermal reactions would lead to high yield. We also calculated the driving forces for the

formation of competing phases to understand where secondary metastable phases were in strong energetic

competition with our target products. Our collaborators then hydrothermally synthesized pure BiCuOS,

BiAgOS, BiCuOSe, and BiAgOSe crystals and assessed phase purity with scanning electron microscopy

(SEM) and powder X-ray diffraction (PXRD). This experimentation further aids in discussion of chemical
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distinctions among the bismuth oxychalcogenides. We explain differences in reaction conditions and changes

in secondary phase competition. This work provides a strategy to develop first-principles based synthesis

procedures for hydrothermal reactions, which should accelerate the time from computational prediction of

novel materials to laboratory discovery.

6.2. Results

6.2.1. Dependencies at Standard State

Multi-element Pourbaix diagrams were computed for relevant systems, i.e., Bi-Cu-S-H2O, Bi-Ag-S-H2O,

Bi-Cu-Se-H2O, and Bi-Ag-Se-H2O, in the BiMOQ family. Target phase stability regions were observed for

each of our four Bi-M-Q-H2O systems (Figure 6.2 and Figure 6.3), indicating potential synthesizability

through hydrothermal methods. Further inspection shows the target BiMOQ phases are bordered by relatively

large regions comprising either homoanionic oxides or single-cation comprising heteroanionic materials near

zero potential (−0.25 < VSHE < +0.25). We find that large pH ranges, varying from acidic to alkaline, promote

target product stability for both copper and silver oxyselenides (Figure 6.2), with the domain of stability larger

for Cu than Ag. The prominent selenate ion appears only at very basic pHs or high potentials. Therefore,

only competing solid phases limit the stability range in the oxyselenides except for very alkaline solutions

(pH > 14). In contrast, the BiMOS oxysulfides exhibit smaller regions of stability (Figure 6.3). Within the

Bi-Cu-S and Bi-Ag-S systems, ions and solid secondary phases are found to be stable near electrochemical

conditions similar to the target heteroanionic materials. As with the BiMOSe oxyselenides, BiCuOS exhibits

a larger domain of stability near 0 V compared to BiAgOS by ≈ 3 pH units; however, this behavior is amplified

in the oxysulfides because the SO2−
4 ion infringes upon the stabilization of BiAgOS. For all materials, a

higher concentration of all species in solution at ηI=10−2 versus ηI=10−6 leads to a substantial increase in

pH stability ranges of the target BiMOQs, consistent with the increase in solubility term [63].

To understand the stability differences appearing in the Pourbaix diagrams, we examined in detail the

multi-dimensional convex hull diagrams of the quaternary Bi-M-O-Q systems (Figure 6.4). The ∆fG values

of both target heteroanionic copper oxychalcogenides are more negative with respect to the hull, indicating

increased stability compared to the corresponding BiAgOQ materials. BiCuOS is 4.5 meV above the hull,

while BiAgOS is 68.4 meV above it. Furthermore, BiCuOSe is on the hull while BiAgOSe lies above the hull
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Figure 6.2. Multi-element Pourbaix diagrams for the (left) Bi-Cu-Se and (right) Bi-Ag-Se
systems. Diagrams were calculated with an activity of η = 10−6 and Bi:Ag:Se=1:1:1 mass
ratio at standard state with VSHE in units of Volts. At no applied electrode potential, both
BiCuOSe and BiAgOSe are stable from acidic to alkaline pH. This crossover point occurs at
pH ≈14 for BiCuOSe, and pH ≈11 for BiAgOSe.
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Figure 6.3. Multi-element Pourbaix diagrams for the (left) Bi-Cu-S and (right) Bi-Ag-S
systems. Diagrams were calculated with an activity of η = 10−6 and 1:1:1 mass ratio at
standard state with VSHE in units of Volts. At no applied electrode potential, both BiCuOS
and BiAgOS exhibit narrow ranges of stability with respect to pH.

by 9 meV per atom. The increased thermodynamic stability of the copper oxychalocogenides correlates with

larger pH stability ranges for the copper target phases in the Pourbaix diagrams.

We can further clarify key differences in the copper and silver containing Pourbaix diagrams through the

nobility of each transition metal. Although both BiMOSe phases are stable across large pH ranges, the range

for BiCuOSe is about 5 pH units greater. Similarly, BiCuOS has a wider stability region than BiAgOS at no



6.2. RESULTS 131

a) b)

c) d)

Figure 6.4. The convex hulls for each of the four BiMOQ species: (a) Bi-Cu-S-O (b) Bi-Ag-
S-O (c) Bi-Cu-Se-O (d) Bi-Ag-Se-O. The target BiCuOSe phase is stable regarding the 4
dimensional hull. All other target phases are metastable.

applied potential by about 4 pH units. This variation is reflected in the single element Pourbaix diagram

of Cu and Ag [1,63]. Ag is a more noble metal such that it resists oxidation at a wide range of pHs and

applied potentials. Despite evolving pH and redox potentials, we prioritize setting up the initial conditions of

our reaction to be within stability regions for the target phase. For acidic pHs, oxidation of silver into Ag+

occurs at VSHE = 0.5 V instead of VSHE = 0.1 V. Similarly, at a pH of 16, Ag begins to corrode at VSHE = 0.0 V
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Figure 6.5. Multi-element stability and yield diagrams for the (a) Bi-Cu-O-S (b) Bi-Ag-O-S
(c) Bi-Cu-O-Se (d) Bi-Ag-O-Se systems. Diagrams were calculated with a 1:1:1 ratio of
elements, and the ideal solution approximation at standard state. The yield for the BiMOQ
compounds is maximum at high concentration. Reagents considered were the elemental
chalcogenide (S or Se), the elemental transition metal (Cu or Ag) and Bi2O3. High yield
regions for the target phases, shown in darker purple or blue, are larger for the oxyselenides
than the oxysulfides.

while Cu corrodes at any potentials VSHE > −0.5 V. Therefore, silver is less reactive, a fact which leads to

suppressed elemental ion transport and silver oxide formation.

Next, we examine the standard state stability and yield diagrams sourced from the same ∆fGs as the

multi-element Pourbaix diagrams above. These constant potential (VSHE) diagrams present the dependence

of phase stability with concentration of the elements in solution and pH. Here, aqueous ions with molar

concentrations ranging from very dilute (10−9 mol/L) to strong (101) mol/L were used along with the ideal

solution approximation [27] to further refine the synthetic processing variables required for the BiMOQ
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materials. It should be noted that there are approximately 55 mol/L in pure water, which sets the maximum

theoretical solute molarity.

Percent actual yield values, determined by Equation 3.44, are then projected into the same phase space

to obtain a yield diagram (Figure 6.5); here, we only overlay the yield diagrams on the stability maps in the

space spanned by the target BiMOQ compounds. These hybrid stability-yield diagrams may be interpreted

similarly to Pourbaix diagrams; they present electrochemical equilibria with dividing lines between different

phases and/or species indicating equivalent reaction chemical potentials. Within the target phase regions,

lines are drawn to indicate conditions that produce the specified yield values. Relevant yield ranges for the

oxyselenide systems were chosen to be 0-50 %, 50-90 %, and over 90 % yield. The BiMOS target products

never reach 90 % yield, and thus a maximum yield range of > 70 % was chosen. To optimize hydrothermal

product yield, reactions should be completed within the maximum percent yield region.

Figure 6.5 shows numerous boundaries occur between the target BiMOS oxysulfides and simpler homoan-

ionic solids or intermetallics in combination with aqueous ions in solution. In contrast, only two boundaries

(one at low and one at high pH) occur for the BiMOSe compounds, presumably due to a decreased number of

stable competing phases for the oxyselenide systems. We find that the higher the total concentration of Bi,

M, and S in solution (MBi,M,S), the broader the range of pH that is able to precipitate the target oxysulfides.

For BiCuOS and BiAgOS, these high concentration-limited pH values range from approximately pH 3 to 6.5

and pH 4.5 to 8.5, respectively. Conversely, the phase boundaries for the oxyselenides are markedly different;

they are largely concentration independent, except at alkaline solutions in BiAgOSe. The concentration

independence stems from the stable precipitate regions of both systems. Note that such vertical, concentration

independent, boundaries occur whenever all reacting species on either side of the target phase’s dissolution

boundary are solids. The silver oxyselenide system also exhibits the largest target phase stability area, owing

to the small number of competing phases that have relatively lower competing ∆µrxn when compared to the

other Bi-M-Q systems.

Figure 6.5 also shows yield percentages (shaded regions) inside the BiMOQ phases where the target

oxychalcogenide will precipitate from the solution within the specified yield range. We find that the oxysulfides

do not reach their maxima yield until the aqueous ion concentration is at least 10−2 mol/L. In contrast,
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Figure 6.6. Driving forces for each BiMOQ oxychalcogenide at the standard corrosion limit,
VSHE = 0.0 V, and at standard state obtained from the ∆µrxn for stable and metastable
species combinations in the (a) Bi-Cu-S (b) Bi-Ag-S (c) Bi-Cu-Se (d) Bi-Ag-Se systems.

maximum yields of > 90 % occur in large ranges of pH and ion concentration in the BiMOSe oxyselenides.

Because the maximum yield region of BiMOS is relatively small and limited to high pH values compared to

BiMOSe, we expect that phase pure oxyselenides should be experimentally easier to realize.

Based on the above thermodynamic phase diagrams we recommend neutral pHs at no applied potential

for synthesis of the bismuth oxychalcogenides. Because there could be difficulty preserving Bi-O bonds at low

pHs, deviations from neutral pHs to optimize yield should be performed at higher pHs.

An important consideration to note is that the primary chemical substitution in the target phases also

leads to variations in driving forces of the systems, which influences the real-time progression of experimental

reactions [39,291]. The driving forces are defined by ∆µrxn,i −∆µrxn,j , where i and j are two formation

reactions comprising two different species combinations. At the dissolution boundaries, chemical equilibrium

requires ∆µrxn,i =∆µrxn,j such that the driving force is zero; however, near the boundary there is a small

finite driving force for one of the forward or reverse reactions, i and j, to occur. The driving forces are



6.2. RESULTS 135

Figure 6.7. Standard state probability profiles for the BiMOQ compounds and potential
byproducts with respect to pH (VSHE = 0 V, ηI = 10−6), and equal elemental ratio. Only the
most stable and metastable species are presented at all pHs. The target BiMOQ products are
indicated by broken, dashed lines in dark purple or blue. Common hydrothermal byproducts
are those that appear with high probabilities near the pH boundaries of each BiMOQ
material.

strongly influenced by the ∆fG of the reactants and products, and the solution pH. From our analysis of the

∆µrxn,i values (Figure 6.6), we find that the driving forces to precipitate copper containing BiCuOQ phases

are larger than those for the silver containing analogues. For instance, at pH = 5 and VSHE = 0.0 V within

the middle of the target phase stability regions, the BiCuOQ compounds exhibit a 0.16 eV larger driving

force. This is largely tied to the larger ∆µrxn of the copper containing target phases. Furthermore, many

of the byproducts in the oxysulfide systems, such as SO2−
4 , have ∆µrxn,i values comparable to the BiMOS

target phases, which reduces the magnitude of the driving force to create the BiMOS target products. In

contrast, among the possible bismuth oxyselenide species, there are few competing energetically favorable

phases, ensuring a large driving force for BiMOSe formation. These aforementioned differences in driving

forces suggest then that hydrothermal synthesis of the copper oxychalcogenides will likely be easier than that

of the silver variants, and similarly the oxyselenides should be easier to synthesize than the oxysulfides.
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Last, we examine important metastable species that could appear as secondary phases (alternative

reaction by-products) in the context of the driving forces and probability diagrams. Figure 6.7 shows the

probability that specific species combinations will precipitate under a given reagent ratio and ion activity. A

decrease in probability by one order of magnitude corresponds to an approximate increase in the reaction

chemical potential of 0.1 eV or less. Phases closer to 1 are the most stable for a given pH, while those

indicated by lines with intermediate probabilities indicate that multiple secondary metastable phases may

be observed during laboratory synthesis. We point out that this analysis is based only on thermodynamic

arguments, and thus attempts to identify potential byproducts in the absence of a kinetic model.

In Figure 6.6 and Figure 6.7, both oxyselenide systems demonstrate large regions where pure BiCuOSe

and BiAgOSe are the most stable phases to form, e.g., pH from about 0 to 14 and 3.5 to 12.5, respectively.

Competing metastable secondary phases with similar ∆µrxns include BiCuSe2, Bi2SeO5, and elemental Ag,

and thus may appear during hydrothermal synthesis of BiMOSe oxyselenides. The oxysulfides exhibit a

narrower range of phase pure stability and more prominent potential byproducts. BiAgOS is the most stable

species for less than a single pH unit. Strong competition with a number of other metastable compounds, e.g.,

Ag and SO2−
4 , decrease the stability region of the BiAgOS target phase. Therefore, we collectively learn from

the driving force and probability plots in combination with the stability and yield diagrams that the reaction

conditions most conducive to precipitating the targeted BiMOQ phases requires simultaneously achieving

large ion concentrations (Figure 6.5) with pH values at the center of the BiMOQ domain where the relative

∆µrxn of BiMOQ is greatest.

6.2.2. Dependencies at Nonstandard State Reaction Conditions

We now examine the effect of nonstandard state conditions on phase equilibria in the BiMOQ family by

simulating Pourbaix diagrams and stability-yield diagrams at T = 200 ○C and P = Psat to approximate

hydrothermal reaction conditions. Experimental increases in temperature allow for reagents to more readily

dissolve in solution due to the increase in entropy and solubility within solution and the greater ∆fG values of

the aqueous ions. The justification for simulating nonstandard state conditions is that if the thermodynamics

favors the targeted phase at nonstandard state, then kinetic processes leading to nucleation and growth

(precipitation) should be sufficiently rapid for the formation of small target phase nuclei. This is principally
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Figure 6.8. Nonstandard state multi-element Pourbaix diagrams for the (a) Bi-Cu-S and (b)
Bi-Cu-Se systems. Diagrams were calculated at T = 200 ○C and P = Psat with an activity of
η = 10−6 and a 1:1:1 mass ratio of Bi:Cu:Q. Stable domains of BiCuOQ appear at acidic pH
values, where BiCuOSe demonstrates a larger stability domain than BiCuOS. A significant
factor in the decrease of the BiCuOS region resides in the prominent aqueous ions regions
bordering the target phase. (c) Temperature dependence of ∆fG, as shown by the change in
the Gibbs free energy of BiMOQ target phases at elevated temperature minus the standard
state Gibbs free energy of formation (∆fG(T ) −∆fG(T = 25○C)). The change in free energy
of formation is also shown at T = 200○C for common byproducts. Most byproducts, such
as Bi2SeO5 and the SO2−

4 ion, decrease in energy while the Cu2+ ion increase in Gibbs free
energy of formation at elevated temperatures.

important, because there is an increase in the stability of aqueous ions with temperature, which effectively

increases their concentration in solution. Upon cooling, if the BiMOQ phase remains stable (or metastable),

the percent transformation to it from species in solution will increase, ultimately leading to nuclei growth

and crystallization with minimal byproducts as the ion concentration decreases.

Nonstandard state Pourbaix diagrams are presented in Figure 6.8a and Figure 6.8b for BiCuOS and

BiCuOSe, respectively. The corresponding nonstandard state silver oxychalcogenide phase diagrams are found

in Figure 6.9. Immediately, we find large stable regions for the Cu(I) and Ag(I) oxidation states, particularly
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Figure 6.9. Nonstandard state multi-element Pourbaix diagrams calculated at T = 200 ○C
and P = Psat, an activity of η = 10−6, and Bi:M:Q=1:1:1 mass ratio for the (a) Bi-Ag-S
and (b) Bi-Ag-Se systems. For BiAgOSe compounds, the target phase occurs at lower pHs.
BiAgOS does not exhibit a higher temperature stability region due to high stability of ion
species like SO2−

4 . In general, sulfate and selenate species largely dominate applied oxidizing
potentials. The HS− and HSe− ions are generally stable at applied potentials below the
stable region of the target phase at a given pH.

when compared to standard state. This may be explained by in situ experimental evidence, which shows

lower oxidation states become stable with increasing temperature for transition metals with variable oxidation

states [292]. Additionally, water becomes a less dense and nearly nonpolar liquid at increased temperatures,

which energetically penalizes higher oxidation states and large aqueous ions. The increase in the +1 oxidation

state is principally important for the successful reaction of copper containing products with variable aqueous

oxidation states, as Cu(II) is usually the most common oxidation state in aqueous solutions. Therefore, the

phase diagrams support the use of increased temperature to improve the prevalence of appropriate oxidation

states for efficient synthesis.

As we move our focus to the target phases, we notice the dissolution boundaries of the BiCuOQ phases

shrink at 200 ○C, leading to the formation of ions in solution near VSHE = 0 V and alkaline pH values. The

reduction in the relative stability of solid phases occurs as a consequence of the increase in the solute activity

term within the free energy of formation, RT log10(ηI), which leads to a dramatic decrease in the chemical

potentials for the aqueous ions (≈ 600 meV). Moreover, the dielectric constant of water decreases and its
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molar volume increases with increasing temperature, which generally leads to a more drastic stabilization

of large and neutrally charged ions [115,118,293,294]. Nonetheless, the BiMOQ species are energetically

more stable at higher temperatures as well. The free energy of formation for all target compounds increase

by ≈ 400 meV from room temperature to T =250○C (Figure 6.8c), which allows for the solid BiMOQ phases

to preserve much of their pH stability ranges at elevated temperatures. In comparison, the free energy of

formation of other solid phases increased from about 100 meV to 600 meV, while the ∆fG for aqueous ions

changed from -400 meV to 400 meV. For example, BiCuOS and BiCuOSe each exhibit a decrease in stability

region by about 3 and 8 pH units, respectively. BiCuOS retains much of its stabilizing region at elevated

temperatures. For BiCuOSe, this dramatic decrease in pHs that stabilize the target phase support performing

the synthesis at relatively neutral pHs, and none greater than ≈8.

Figure 6.9 shows all nonstandard state Pourbaix diagrams, including BiAgOS and BiAgOSe, which

both demonstrate stability decreases at VSHE = 0.0 V. The stability region for BiAgOS was not found at the

standard corrosion limit, meaning that at the current theory level of DFT+SOC we are unable to predict

BiAgOS even at high temperatures. BiAgOSe exhibits a decrease in its pH range of stability, shifting from

approximately 2.5 < pH < 11 to 1 < pH < 7.5. Therefore, basic condition should only stabilize BiAgOSe at

lower temperatures. As with the copper diagrams, stable aqueous ions impede upon the stabilty regions of

both target phases, and particularly for BiAgOS.

The nonstandard state stability diagram for all systems is shown in Figure 6.10. The target phases appear

for all systems, although generally with a smaller stabilizing pH range than those shown from the Pourbaix

diagrams. This supports the idea that increasing temperature, which is necessary for solubilization and

transport of reagents, can nucleate the target phase. Both oxyselenide systems remain widely independent of

concentration, with target phases at nearly neutral pHs and at all concentrations considered. On the other

hand, the oxysulfide systems demonstrate strong concentration dependencies. Below a critical concentration

of aqueous ions the BiMOS phases will not form, similarly to what we found at standard state conditions.

We found this concentration to be about 10−5 M and 10−3 M at their maxima for BiCuOS and BiAgOS,

respectively. Finally, the median pH value within each target phase shifted towards the right with respect to

the standard phase pH regions. This change indicates that the pH needed to generate target phase production
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Figure 6.10. The stability diagram at T = 200○C, P=Psat, and VSHE = 0.0 V for (a) Bi-Cu-S
(b) Bi-Ag-S (c) Bi-Cu-Se and (d) Bi-Ag-Se. As with the nonstandard state Pourbaix diagrams,
the oxyselenides (BiCuOSe and BiAgOSe) demonstrate larger stability and yield regions,
which indicates relative ease of nucleation even at higher temperatures. The oxysulfides,
BiCuOS and BiAgOS, might not need such high temperatures to solvate reactants and
nucleate target phases.

is dynamic and is flexible throughout the experiment as the temperature varies. Additionally, such high

temperature may not be as necessary or effective for nucleating BiMOS target phases.

Therefore, hydrothermal synthesis of the target oxychalcogenides is supported by Figure 6.8, Figure 6.9,

and Figure 6.10. They suggest that nucleation of the target phases should occur even at high temperatures.

Stable regions exist at T =200○C for all systems, except BiAgOS in the Pourbaix diagrams at the DFT+SOC

level of theory. The most prominent stable regions are at neutral and acidic pHs, demonstrating that very

little mineralizer should be necessary to obtain viable pH environments for successful reactions. It is important

to emphasize that these conditions rationalize and support previous hydrothermal synthesis methods of

BiCuOQ target phases, including Refs. [272,273] which used a 1Bi:1M:1Q reagent ratio, relatively neutral

solution pHs, and no applied potential. Moreover, while prominent aqueous ion byproducts are expected to
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Table 6.1. Reaction formation energy differences for BiAgOSe, BiCuOSe, and relevant side
reactions as calculated with ∆fGs from DFT (solids) and experimental literature (aqueous
ions). Revised from original table produced in the supplemental materials of C. Zhang et
al. [20]

Reaction Reaction Formation
Energy (meV/f.u.)

Bi2O2Se +Cu2Se→ 2BiCuOSe -793.3
Bi2O2Se +Ag2Se→ 2BiAgOSe -72.2
Bi2O3 + 2Ag+ + 2Se2− +H2O→ 2BiAgOSe + 2OH− -2,129.5
Bi(OH)−4 +Ag+ + Se2− → 2BiAgOSe + 2OH− +H2O -2,700.7
2Bi(OH)−4 + Se2− → Bi2O2Se + 4OH− + 2H2O -2,127.8

occur, we know from the standard state thermodynamic phase diagrams that decreases in temperature will

only lead to broadening of the solid BiMOQ phases boundaries. Heteroanionic chemistry changes lead to a

decline in the stability region of the BiMOQ target product. The BiCuOS phase in particular demonstrated

a very small change in the stable region with temperature, indicating that it should be produced independent

of reaction temperature.

6.2.3. Understanding Two-Step Subtractive Synthesis for High Yield BiAgOSe

Later sections report that a complex two-step, subtractive synthesis methodology is necessary to generate

high yield BiAgOSe and to eliminate the formation of secondary phases. In general, our collaborators

obtain multiple phases from the initial BiAgOSe hydrothermal synthesis reported in L.N. Walters et al. [63]

owing to several concurrent, highly thermodynamically favorable reactions, and the residue of reagents

with low solubilities in water. Therefore, additional synthesis steps are necessary. Our group utilized

DFT-sourced ∆fGs, phase diagrams, and classic nucleation theory arguments to improve understand of the

complex BiAgOSe synthesis. In particular, we answered (i) the most probable reactions taking place in the

hydrothermal system (ii) why a two step synthesis is required (iii) why the second synthesis step necessitates

target phase seeding.

First, we formed an aggregate list from our previous computational work [63] and our collaborators’

experimental observations describing the most common products formed from reactions after both synthesis

steps. This demonstrated that Bi2O2Se(s), Ag(s), Bi2O3(s), BiAgOSe(s) were the most common byproducts

and occured at the largest amounts. Based on the high pHs and relatively neutral potentials imposed upon
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the system, the most likely aqueous ions were assumed to be Bi(OH)3(aq), Bi(OH)−4(aq), Ag+
(aq), AgO−

(aq),

HSe−
(aq), Se2−

(aq), and SeO2−
4(aq). Combinations of potential reactions were probed for phase stability at reaction

conditions and energetic driving force to determine the most probable system progression. An abbreviated

list of chemical reactions considered is shown in Table 6.1.

Based on experimental and computational results [20,63], we present two likely reactions and one side

reaction that progress within our synthetic route. Our initial synthesis advances through the competition

of Reaction R1 and the energetically favorable side Reaction R3, which happen concurrently owing to

comparable, highly favorable reaction energies (see Table 6.1):

Bi(OH)4− +Ag+ + Se2− ÐÐ→ BiAgOSe(s) + 2 OH− +H2O (R1)

Bi2O2Se(s) +Ag2Se(s) ÐÐ→ 2 BiAgOSe(s) (R2)

2 Bi(OH)4− + Se2− ÐÐ→ Bi2O2Se(s) + 4 OH− + 2 H2O (R3)

Therefore, Reaction R3 diverts some bismuth to create Bi2O2Se. In the second synthesis step, Reaction R2

utilizes the Bi2O2Se and other byproducts, such as Ag2Se, to create BiAgOSe. Note that these reaction are

not written as standard half cell reactions, as OH− will be the reacting species in basic solutions rather than

H+.

Next, we explore why a two-step reaction is necessary to create high yield BiAgOSe. Other BiMOQ

materials, particularly the most widely reported BiCuOSe, can be produced hydrothermally at high yield in

a single step with similar reagents [63]. First, we compare the inital reaction formation energies of BiCuOSe

and BiAgOSe with the most probable reactants. For simplicity, we assume that substitution of copper for

silver only modifies the final target phase and leads to a substitution of Ag+ for Cu+ as a reactant, as shown

in

Bi(OH)4− +Cu+ + Se2− ÐÐ→ BiCuOSe(s) + 2 OH− +H2O (R4)

We find that BiCuOSe has a reaction free energy of -6.65 eV/f.u., versus -2.70 eV/f.u. for BiAgOSe. This

indicates a much more substantial driving force for the formation of BiCuOSe. Accordingly, side reactions

such as Reaction R3 are able to better compete against formation of BiAgOSe. Moreover, the free energy of
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Figure 6.11. (a) The reversible work for Reaction R1 and Reaction R2 as part of the two
step subtractive synthesis methodology presented in [20]. Reaction R1 (dotted green line)
is shown to have a three order of magnitude smaller nucleation barrier than Reaction R2.
(b) Schematic of two step subtractive synthesis method. In step 1, reactants form target
BiAgOSe and byproducts. Step 2 removes unnecessary byproducts and left over reactants,
such as Bi2O3. Finally, step 3 shows the reaction of the two main byproducts, Bi2SeO2 and
Ag2Se seeded with target phase to complete the high yield synthesis. (c) The hydrolysis
series of Bi3 demonstrates the stable aqueous Bi(III) ions at a range of pHs.

formation of BiCuOSe, which is on the composition-energy convex hull, is lower (more stable) at -2.6258 eV/f.u.

BiAgOSe is 8.2 meV/atom over the hull and considered metastable with a ∆fG of -2.3675 eV/f.u. Finally, we

note that Ag is more noble with lower solubility than Cu under the reaction conditions. This is supported by

the silver and copper Pourbaix diagrams [1] and their solubility equilibrium constants. Therefore, copper

solubilization and ion transport is more accessible in bismuth oxychalcogenide synthesis. Therefore, the
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decrease in silver solubility and reaction driving forces to create target BiAgOSe compared to BiCuOSe

provides support for understanding why there is not high yield of BiAgOSe after Reaction R1.

Finally, we consider the seeding requirement for the second synthesis step. We utilized classical nucleation

theory to calculate the nucleation barrier associated with each step in the reaction process. Figure 6.11a

shows the nuclei size needed to reach over the reaction work barrier W∗. Reaction R1 necessitates a moderate

nucleus size to get over a relatively small nucleation barrier of approximately 10−9 eV (10−7 kJ/mol). On the

other hand, Reaction R2 must reach a size of approximately two orders of magnitude larger to overcome

a reversible work barrier that is three orders of magnitude larger. Therefore, seeding Reaction R2 (the

second synthesis step) with the target phase aides in overcoming the nucleation barrier and allowing bulk

thermodynamic driving force to foster high yield BiAgOSe production.

We show a schematic of the proposed reaction sequence in Figure 6.11b. The initial evolution of Reaction

R1 and Reaction R3 leads to BiAgOSe accompanied with Bi2O2Se. To design a high-yield methodology,

Bi2O2Se obtained in Reaction R3 must be subsequently reacted with Ag2Se to produce BiAgOSe, show in in

Reaction R2. However, the energetic driving force of Reaction R2 is quite small (-72.2 meV/f.u., shown in

Table 6.1). Most of the formation energy of the desired quaternary phase in this route is consumed by the

formation of the Bi2O2Se and Ag2Se intermediates, which limits formation of subsequent BiAgOSe and must

be overcome through seeding. Therefore, Reaction R2 can reach completion when no additional Bi2O2Se is

produced by Reaction R3.

Based on these concepts and experimental constraints, our collaborators formally introduced a “subtraction

strategy” to facilitate target product formation through chemically removing the remaining Bi2O3 and

additional aqueous bismuth ions after the initial reaction period [20]. The synthesis method contains the

above mentioned three steps: (i) Ag, Se, and Bi2O3 react in a hydrothermal vessel via Reaction R1 and

Reaction R3 to produce target BiAgOSe in parallel with undesired Bi2O2Se, Ag2Se, and remaining Bi2O3;

(ii) production of Bi2O2Se is halted through Reaction R3 termination by removing aqueous bismuth ions and

unreacted Bi2O3; and (iii) Bi2O2Se and Ag2Se react as demonstrated in Reaction R2 with seeded BiAgOSe

produced in Reaction R1. Our collaborators reported successful, high yield BiAgOSe target material recovery.



6.2. RESULTS 145

Figure 6.12. SEM images of the target (a) BiCuOS (b) BiAgOS (c) BiCuOSe and (d)
BiAgOSe heteroanionic materials. The scale bar is set to 10µm.

The peer-reviewed study provides the characterization of the product after each step via PXRD and the SEM

images illustrate their morphology [20].

6.2.4. Computationally Guided BiMOQ Synthesis: Summary of Collaborative Experimental

Efforts

Computational models shown above suggested a number of hydrothermal conditions for optimal synthesis.

Therefore, our collaborators probed the possibility for the systems to facilitate nucleation of BiMOQ species

at high temperatures, and found that all exhibited a range of pHs and concentrations where the emergence

of the target phases could occur. Successful synthesis of the heteroanionic BiMOQ materials as confirmed

by PXRD and SEM (Figure 6.12) [63]. BiCuOS, BiAgOS, and BiCuOSe were obtained as phase pure

compounds without secondary byproducts, whereas BiAgOSe coexisted with Ag2Se and Bi2O2Se phases after

leaching with HCl to remove Bi2O3. As the synthesis methodology was optimized, many of the detected
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secondary phases, such as BiCuSe2 and elemental Ag, were the same as those observed in the driving

force, probability, and thermodynamic phase diagrams. The dependencies of the hydrothermal synthesis on

environmental variables, including the choice of mineralizer, pH sensitivity, and ratio of reagents, on the

ultimate BiMOQ purity and yield were detailed in the peer-reviewed manuscript [63]. The study focused on

these key optimization approaches, which were found to be most significant for the bismuth oxychalcogenides,

while emphasizing how a priori knowledge and computationally sourced phase diagrams work together for

synthesis design.

6.3. Discussion

This section lays out primary takeaways and trends found from our computationally lead synthesis efforts.

Future work on complex hydrothermal methods should add to this list, providing intuition with which to

design initial experiments. This is important, as heteroanionic materials are often metastable and require

greater synthesis optimization than their homoanionic analogs. We note that, during hydrothermal synthesis,

different anions can facilitate or hinder reagent transportation, while the presence of additional ions can

change the potential, solubility, and pH of the reaction environment. Often these intricacies are further

complicated by mineralizer and temperature selection, demanding additional time and resources. Here, we

discuss how to design and optimize future hydrothermal synthesis of heteroanionic materials by examining in

further detail the solution pH and byproducts formed in our bismuth oxychalcogenides.

An effective indicator to understand hydrothermal heteroanionic materials synthesis is by understanding

propensity to oxide byproduct formation. Although oxides form frequently at various conditions, oxide

precipitates appear most prominently in high pH regions where the potential needed to reduce water is much

lower than it is at acidic pHs. Most elemental metals, including copper, silver, and bismuth are also more

likely to create oxide solids and OH− coordinated ions at high pH values, making the incorporation of the

oxygen-metal bond into a target phase more likely to occur in basic conditions. This is supported by our

computationally generated electrochemical phase diagrams, where complex oxides and oxygen containing ions

dominate in alkaline environments.

Conversely, we found both in Pourbaix diagrams and in our collaborators’ experiments that at extremely

low pHs, all BiMOQ systems favor homoanionic species without oxygen. Solid secondary phases at low
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pHs included transition metal sulfides and selenides, e.g., BiMQ2 (M = Cu, Ag; Q = S, Se) could be made

from similar reactants but in an acidic environment. Future reactions may consider lower pHs in order to

favor homoanionic products without oxygen. Therefore, to form heteroanionic oxide containing products, we

recommend a median pH that balances the bonding of both O and Q anions.

We further recommend the use of driving force and probability diagrams to identify likely prominent

byproducts and assess synthesis design and pH selection. For example, in the oxyselenide systems the BiMOSe

target phases were most often produced with CuSe, Cu(BiO2)2, and Bi2O3 as byproducts (see Figure 6.6

and Figure 6.7), and these phases are stable at the same conditions as the target phase. Connecting which

species form at conditions near the target phase, therefore, helps us to better understand and optimize the

processing parameters. Moreover, these probability diagrams can be used to guide synthesis of many different

homoanionic products within the same materials family through changes in pH, temperature, and pressure.

Finally, the additional chalcogenide species in heteroanionic materials can change the thermodynamic

regions that normally stabilize solid products towards conditions favoring aqueous ions. The impeding effects

of including stable sulfur or selenium anions on ion transport and precipitate formation are illuminated from

the multi-element electrochemical and stability diagrams. For instance, when considering oxysulfide systems,

our collaborators found the formation of stable heteroanionic precipitates are prevented due to the formation

of sulfate ions. Furthermore, introduced ions can form weakly basic or acidic byproducts that influence

the pH beyond a typical metal-oxide system, such as the introduction of the S2− anion and its respective

hydrolysis. Therefore, altering the type or amount of mineralizer is necessary for the reaction to proceed

effectively. It is therefore important to use a priori knowledge and thermodynamic diagrams to obtain a

coherent picture of anion behavior and to minimize the complexity of synthesis optimization.

6.4. Conclusions and Future Work

There are many different considerations that go into the development of new synthesis methods of novel

complex compounds. Here, we focused on hydrothermal synthesis, where a priori knowledge of the synthesis

methods of similar materials is often insufficient to guide a new synthesis. The massive complexity introduced

from multiple ions in heteroanionic materials synthesis necessitates the use of theoretical approaches and

computational phase diagrams. We showed that thermodynamic analyses based on electrochemical Pourbaix
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and stability-yield phase diagrams afford a view into the active species present during realistic reaction

conditions, providing guidance for rational synthesis design. Our successful hydrothermal syntheses of

the layered bismuth oxychalcogenides, based on theory-informed pH, metastable species, reactant ratios,

temperature, and mineralizer choices, reinforces the utility of a first-principles parametric simulation approach

in selecting processing parameters. Subsequent work to optimize experimental reaction conditions iteratively

and interactively with computation during synthesis development will lead to adaptive implementation of

the methods and improved knowledge of material synthesizability, including use of nucleation barriers and

solubility to further fine tune understanding. Future development of models of transient and/or competing

phases near phase boundaries could be developed based on the results presented herein, which connect

reaction pathways and simultaneous reactions within the closed synthesis system. We hope that our work

both standardizes the use of computation to guide de novo inorganic materials synthesis and ultimately

facilitates the efficient synthesis of important new technological materials.



7.1. INTRODUCTION AND LITERATURE REVIEW 149

CHAPTER 7

Development of Quantitative Thermodynamic Descriptors of Solid

Phase Formation In Aqueous Environments

Much of the work presented in the following chapter is available as a peer reviewed publication in Journal

of Physical Chemistry Letters [136]. Contributing researchers to the project, also listed as authors on the

paper, include Emily L. Wang and Dr. James M. Rondinelli. Reprinted (adapted) with permission from L.N.

Walters, E.L. Wang, J.M. Rondinelli “Thermodynamic Descriptors to Predict Oxide Formation in Aqueous

Solutions”, Journal of Physical Chemistry Letters, 13, 26, 6236–6243 (2022) [136]. Copyright 2022 American

Chemical Society.

7.1. Introduction and Literature Review

Quantitative comparisons of protective oxidized solid formation in corrosion-resistance alloy design

remains a grand challenge in materials and corrosion sciences. Corrosion resistant materials often rely on

the creation of these stable, solid (hydr)oxides, termed scales, to limit any release of soluble ions or larger

particulates. A general approach to predict scale formation is to rely on free energies of formation of the

bulk oxide, ∆fG, and its location on the convex hull (composition-energy diagram) to predict which oxide is

most likely to form. This technique omits key aspects of the oxidation problem at the nanoscale, such as

diffusion, kinetics, and the relative energetic stabilities of competing phases. Initial (≤10−7 s) and kinetically-

controlled film growth can be described by decoupled kinetic models, such as percolation and diffusion

models [295-297], however, these rely often on experimentally-derived parameters that are challenging to

extract. On the other hand, thermodynamic phase diagrams have demonstrated success as predictive tools

for understanding scale growth [21,89,121,298-300]. Predominance diagrams, including Pourbaix [1,53]

and stability diagrams [54,55,67], compare how the environment, described by pH, potential, concentration,

and temperature, changes the stability regions of ions and solids. Figure 7.1a shows the stable phases in the
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potential–pH space for the Cu-H2O system. The phase diagram-based models, however, are computationally

intensive to calculate for multiple-element systems, e.g., binary or multi-principal elemental alloys. They also

do not provide a direct route to compare oxide-phase stabilities among different alloy systems; they only

convey the size of the stability fields.

Within this chapter, we develop the concept of thermodynamic driving forces, i.e., chemical potential dif-

ferences (∆µ), as a way to quantitatively describe aqueous stable (hydr)oxide formation during electrochemical

oxidation. High thermodynamic driving forces, evidenced by large, negative ∆µs, are likely to indicate which

initial phases will appear, and may also describe phase evolution and the final equilibrium microstructure that

forms. For example, steel-process design (quenching or annealing) to achieve diffusionless transformations

for the creation of martensitic transformation-induced-plasticity steels may be informed by driving forces,

determined from chemical potential lines with respect to temperature and composition [301,302]. Recently,
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the synthesis science community has used chemical potential predominance mapping to select the most

successful precursors for target-phase synthesis [37,63,67] and mapping of the initial reaction steps verified

by in situ characterization support the use of thermodynamic driving forces [62,138]. Our utilization of

driving forces is similar to that proposed by M.J. McDermott et al. for solid-state reactant selection [303],

which relies on maximization of the system thermodynamic free energy difference upon product formation;

our work, however, proposes an extension of this concept towards aqueous two-medium systems.

In situations where early solid-oxide growth may be followed by aqueous dissolution, a high driving force

for scale formation would likely produce a solid-liquid equilibrium with an oxide phase at the boundary

separating the alloy from the aqueous environment. Herein, we formulate the maximum driving force (MDF)

descriptor to characterize solid phase oxide or hydroxide formation in an aqueous metal-H2O system. We

calculate it from the chemical potential difference between the solid element or (hydr)oxide and the most

stable aqueous ion over a range of pH and potentials. Our workflow leverages existing computational materials

science frameworks and experimental thermodynamic databases to determine the MDF for systems with

n ≤ 5 elements in equilibrium with H2O. We also introduce a second metric to account for oxide growth

parametrically through effective oxygen chemical potential changes (µeff
O ) without explicitly treating the

kinetics of nucleation and growth. To justify the use of our descriptors, we interpret experimental film

growth studies of the aqueous nickel (hydr)oxide system. Furthermore, we examine the MDF trends for

transition-metal and main-group elements, focusing on correlations between the MDF and enthalpy of

formation. Following, we apply the MDF to simple TM-substituted Cr2O3 corrundum scales demonstrated

to form on a set of cantor alloy systems, thus debuting our models for multiple cation oxides. Finally, we

propose the MDF parameter can further be used in a predictive manner to assess oxide phase evolution from

different metals, thereby informing alloy composition design for selective oxidation.

7.2. Results

7.2.1. Thermodynamic Descriptor Formulation

To build the formalism of our thermodynamic descriptors, we first establish that materials in aqueous

environments may be stable or react with water or other dissolved ions to form aqueous dissolution products

or solids, most commonly in the form of oxides or hydroxides. Then, solid native (hydr)oxide MxOyHz
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formation can be described using a generalized redox reaction of water with metal M as

XM + YH2O→MxOyHz + (2Y −Z)e− + (2Y −Z)H+

where X, Y , and Z provide stoichiometric mass balance. To predict if a solid phase forms, we calculate

the chemical potentials (µ) for each species. The chemical potential of elements in their most stable phase

at standard state (T = 298.15 K, P = 1 atm) is µ = ∆fG = 0, where ∆fG is the bulk Gibbs free energy of

formation. The chemical potential (∆µsolid) for the formation of a solid phase, e.g., MxOyHz, from the

reaction of water with its respective metal is

∆µMxOyHz = (∆fGMxOyHz − (2Y −Z) ⋅ FU − (2Y −Z) ⋅RT ln(10) ⋅ pH

−X ⋅∆fGM − Y ⋅∆fGH2O)/N , (7.1)

where R is the ideal gas constant, T is the temperature, F is Faraday’s constant, and N is the total number

of metal elements per formula unit (here N =X).

Corrosion occurs through the solubilization of the solid and subsequent formation of aqueous ions

[MxOyHz]δ(aq), for which the reaction chemical potential ∆µrxn to form the aqueous ion ∆µaq. ion is

∆µ
[MxOyHz]

δ
(aq)
= (∆fG[MxOyHz]

δ
(aq)
+RT ln(ηI) − (2Y −Z + δ) ⋅ FU

− (2Y −Z) ⋅RT ln(10) ⋅ pH −X ⋅∆fGM − Y ⋅∆fGH2O)/N , (7.2)

where δ is the molecular charge and ηI is the solute activity. The first two terms of Equation 7.2 show that

the chemical potential contributions to the aqueous ion include both its free energy of formation and some

measure of solvation captured by the solute activity. Equation 7.1 and Equation 7.2 may be formulated to

include different reacting species known to be present in water, such as OH− (alkaline conditions), H+ (acidic

conditions), and common aqueous ions (e.g., Mδ).

These expressions are used commonly to construct Pourbaix diagrams and certain driving force diagrams,

including within this work. For example, taking a constant potential contour through Figure 7.1a (dotted

line at applied potential of 100 mV), the stable phases appearing here are obtained by examining the relative
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chemical potentials of aqueous copper species at varying pH values and identifying those with lowest ∆µrxn

(Figure 7.1b). The small chemical potential differences between the first and second most stable species in

Figure 7.1b indicate there are small driving forces for Cu formation at low pH values, whereas there are

moderate driving forces to stabilize a solid oxide for 6 ≤ pH ≤ 14. This missing variation in magnitude of the

driving force to form oxides in Figure 7.1a is what motivates us to compute the potential and pH-dependent

MDF.

The maximum driving force (MDF) for solid phases that would nucleate on the surface of a metal in an

aqueous system is defined as

∆µmax =max (∆µsolid −∆µaq.ion) ≡MDF , (7.3)

where ∆µmax ≤ 0 is the optimized driving force, ∆µsolid is the reaction chemical potential for solid phase

formation, e.g., an alloy or (hydr-)oxide, obtained from Equation 7.1, and ∆µaq. ion is the reaction chemical

potential for the most stable aqueous ion(s) at a given set of environmental conditions found in Equation 3.33.

Although Equation 7.3 does not have any interfacial or kinetic terms explicitly included, we make the ansatz

that rapid formation of the solid is expected whenever there are large driving forces, because the liquid

provides sufficiently fast transport of ions.

Computing the MDF requires: (i) identifying the most stable solid-aqueous ion pair and then (ii)

calculating the chemical potential difference at the specific electrochemical conditions, i.e., pH, potential,

concentration, for which the greatest difference occurs. Similar to P.K. Todd et al., while the ∆µ difference is

maximized with respect to solid species selection, the ∆µ Euclidean distance is minimized with respect to

aqueous ion selection [132]. Environmental conditions will restrict the ion most likely to form in solution,

thus requiring the MDF to incorporate the known most stable soluble ion for the considered aqueous phase,

which leads to the minimized distance than if an unstable ion had been chosen. Subsection 3.2.3 provides

additional details on free energy of formation sources and numerical evaluation details. A schematic of the

MDF, shown in Figure 7.1c, illustrates that the chemical potential lines enclose a range of conditions (shaded

area) that stabilize an oxide more than aqueous ions. The purple arrow indicates the difference in solid phase
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and aqueous ion chemical potential at maximizing conditions. Details for extrapolating the MDF to multiple

elements are provided in Subsection 3.2.3.

Initial solids most likely to form at the surface are the most thermodynamically stable species based on the

overall highest driving force within a chemical potential window. Although ∆µmax assesses oxide formation at

the surface of a material from a difference in stability between aqueous and solid species, subsurface oxidation

exclusively occurs as a solid-state transformation. Below this initial layer, time-dependent solid-state oxidation

is reflective of the compositionally-constrained subsurface environment. Therefore, we use a model that is

unconstrained at the surface, with fast reaction rates due to mobile water and ions, and without knowledge

of the solid bulk composition [62]. We assume the subsurface system to be isothermal and isobaric, and an

open system to oxygen (or other active diffusing ions) but closed to other elements.

Following Ref. [62] and [138], the grand canonical free energy for a given (solid) product, e.g., oxide

or hydroxide, below the surface is ϕ̄effsolid = (∆fGsolid −NOµ
eff
O (x))(∑Nmetal)−1, where ∆fGsolid is the free

energy of formation of the product, NO and Nmetal is the number of oxygen and metal atoms per formula unit,

respectively, and µeff
O (x) is the depth-dependent effective oxygen chemical potential. Here, we parametrically

decrease µeff
O (or another ion such as hydrogen or a transition metal, TM, µeff

H or µeff
TM) with scale depth to

reflect declining oxygen content below a solid’s surface, for which the true depth dependence is a consequence

of diffusion during active corrosion and/or changes in oxygen solubility from alloy processing. In other

words, as is shown in Figure 7.1d, the oxygen chemical potential decreases accordingly with the reduction

in local oxygen composition. The chemical potential of the product will then decrease according to oxygen

composition.
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7.2.2. Bulk and pH/V Dependent Ni Film Growth

Next, we develop the use of the MDF by applying it to understand scale formation of nickel (hydr-)oxides thin

films. Generally, Ni(OH)2(s) initially grows at the surface and then NiO(s) evolves beneath it at moderate

pHs and potentials (approximately 7 ≤pH ≤ 15, -0.5 V ≤VSHE ≤ 1 V) (Figure 7.3a) [21,304,305]. Surface

NiO(s) initiates at lower pHs between 5 and 7. L.F. Huang et al. characterized this pH-dependent and

depth-dependent nickel scale formation by reporting film identity and thickness at pH = 4.9 and 12.0 for

distinct potentials in the range of -600 mV ≤VSHE ≤ 800 mV [21]. Figure 7.3b shows their experimental Ni thin

film depths, ∆hNi(s) , at pH = 12 decrease nearly 2 nm with increasing oxidation potential from about -0.6 V

to 0.8 V. Simultaneously, the subsurface NiO(s) film depth increases in magnitude from only 0.8 nm to 2.4 nm.

The thickness hNi(OH)2(s) starts at ≈ 5 nm, demonstrating fast initial growth, but plateaus during further

oxidation potential change. This and other past literature utilizing model Pourbaix diagrams to interpret this

phase evolution could not fully capture the pH-dependent and depth-dependent scale formation [21,89,126].

Historically, predicting the phases of aqueous Ni surface scales has been challenging and led to contradicting

reports. This was due in part to discrepancies in ∆fGs reported in literature, shown in Figure 7.2, where
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chemical potential of µeff
O = −0.7 eV with limited oxygen, NiO(s) becomes the most stable

solid. Note the chemical potential axes are flipped.
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DFT and experimental sources demonstrate qualitative and quantitative differences in solid (hydr)oxide

stability.

Figure 7.4. Aqueous ion predominance diagram for Ni. At pH = 12, Ni(OH)−3 is the most
predominant aqueous ion. Dissolution boundaries for Ni2+ occur at pH ≈ 10 and for Ni(OH)2−4
at pH ≈ 14.

Figure 7.3c presents the calculated driving forces found through the subtraction of the chemical potential

of Ni(OH)−3 from the formation of solid oxides and elemental Ni. Ni(OH)−3 was found to be the most stable

aqueous ion at the pH tested (Figure 7.4). Consistent with previous reports [21,89], we choose ∆fGs calculated

from DFT HSE06 calculations to better model the aqueous electrochemical behavior of nickel. Surface energy

corrections are not included here, but could be through inclusion of surface electronic energy [21]. We

find the most stable solid scales to be Ni(OH)2(s) and NiO(s), in agreement with previous thermodynamic

predictions [1,21,89]. At alkaline pHs, OH− (rather than H2O) and Ni2+/Ni (potential-dependent) exhibit

the highest (most negative) driving forces, fostering Ni(OH)2(s) scale formation. Ni(OH)2(s) exhibits higher

unconstrained (bulk) driving forces than NiO(s) formation at all potentials, consistent with its initial significant

growth on the Ni film (hNi(OH)2(s) ≈ 5 nm). The dot-dash line reveals that elemental Ni is increasingly unstable

and prone to oxidation as the potential increases, through either solubilization into Ni(OH)−3 or scale formation,

which agrees with the disappearance of Ni film depth in Figure 7.3b. The initial and stable nickel hydroxide

surface film is a product of the large chemical potential difference between Ni(OH)2(s) and the most stable

ion, Ni(OH)−3 . The less negative driving forces for surface nickel oxide formation appear in Figure 7.3d, where
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NiO forms as the most thermodynamically stable product under subsurface composition constraints at a

critical point for constrained µeff
O . Finally, we exhibit calculated driving forces for thin films grown at pH = 4.9

in Figure 7.5. At lower pHs, L.F. Huang et al. [21] reports an experimental switch to favor NiO(s) surface

growth instead of Ni(OH)2(s). When pH = 4.9, the most stable ion is Ni2+. Driving forces in Figure 7.5

correctly predict that the most stable surface solid is NiO(s) (orange solid line). The dotted lines represented

driving forces for surface nickel hydroxide formation are less negative, indicating less thermodynamic drive

for formation. Therefore, the MDF and ϕ̄effsolid successfully describe the experimentally demonstrated external

and internal oxidation of the Ni film.

Figure 7.5. Ni driving force diagram at pH= 4.9 and potential range consistent with experi-
mental thin film characterization presented in L.F. Huang et al. [21].

7.2.3. Mapping Elemental Corrosion Trends

We next explore MDF trends for elements by calculating the MDF for 3d, 4d, and select main group metals,

using ∆fG values sourced from Pourbaix’s Atlas [1]. Figure 7.6a-b shows the stable solid (element, oxide,

hydroxide, or oxyhydroxide) with the highest MDF in the standard corrosion window. The MDFs are plotted
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Figure 7.6. (a) Calculated MDF versus free energy of formation for 3d and 4d transition
metals (TM), and select p-block elements (Al, Ga, Sn, In) whose solid product is an oxide,
hydroxide, or oxyhydroxide. (b) The calculated MDF for 3d and 4d elements whose MDFs
are calculated from their elemental states, i.e., ∆fG = 0. (c) Calculated MDF for each
of the transition metals, including the most stable (orange, ∎) and any other stable (teal,
×) solid products. All calculations are performed for the standard corrosion window with
thermodynamic data sourced from experimental ∆fG values [1].

against Gibbs free energy of formation for the solid, which has been utilized as a “rule of thumb” guide for

assessing phase stability [306]. First, we note that MDF and ∆fG show little correlation. The elements

group within one of three categories according to the two energy descriptors: (i) ∆fG ≈ 0 and MDF < 0,

demonstrating little thermodynamic drive for general oxidation despite the MDF indicating solid stability in

water, (ii) ∆fG < 0 and MDF ≈ 0, occurring for an oxidized solid that readily might form outside of water, but

is an unstable or metastable scale within an aqueous environment, or (iii) ∆fG < 0 and MDF < 0, where there

is high thermodynamic drive within and outside aqueous conditions to generate a solid oxidation product.

The MDF, as it represents a driving force for scale formation (solid oxidation) over aqueous ion formation

(corrosion), is a unique descriptor which captures behavior missing in ∆fG.

Figure 7.6a-b demonstrates also the variability in scale stability and corrosion behavior that exists within

the periodic table. 4d elements exhibit the largest MDFs, such as Ru and Ag, whose elemental metals have

MDFs of -4.05 eV and -2.61 eV, respectively. The 4d row also contains two elements, Nb and Cd, that have

an MDF close to 0, indicating metastable oxide or hydroxide scales that may be more susceptible to other

effects (e.g., kinetic effects) within the standard corrosion window. This leads to a discrepancy between the
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MDFs of Nb and Cd and their reported solid oxide phase formation in water, which we attribute to inclusion

of the Nb(OH)5(aq) and Cd(OH)2(aq) ions in our dataset, whose very negative ∆fG values limit the known

solid stability. This inconsistency highlights the need for high-fidelity energies and the importance of data

sources, particularly for high-throughput studies that may employ the MDF for predictive purposes.

Nearly all the 3d transition metals exhibit MDFs ranging from -0.25 to -0.75 eV/metal. All 3d TMs

but copper find their largest driving forces with a (hydr)oxide product. Moreover, V2O3 is the only oxide

scale predicted from the 3d series, again demonstrating the need for accurate sourcing of ∆fG values, and

particularly hydroxide values from DFT, which exhibit greater uncertainty (Figure 7.7). Main group metals

also show moderate MDFs. In(OH)3 exhibits the largest MDF at -0.62 eV/In and the smallest MDF is for

hydrated Al2O3 with -0.19 eV/Al. Finally, as expected many noble metals, such as Ag and Cd, have a high

driving force to resist oxidation (≥ 1 eV), despite ∆fG = 0 (Figure 7.6b).

To further explore variation in the 3d row, we plot all solids with MDF ≤ 0 for each element in Figure 7.6c.

Data shown in squares indicate the species with the highest MDF per element. The crosses represent any

solids with MDFs less than the most stable species. We find that TiO2 has the largest driving force of all

3d oxidized phases explored. Most other 3d transition metals exhibit MDFs ranging from approximately

-0.4 to -0.7 eV per transition metal. Cu is the only 3d metal whose elemental form is most stable within the

standard corrosion window with respect to oxidized products. Furthermore, between Mn and Cu, we find

multiple oxides, hydroxides, and oxyhydroxides provide sizeable MDFs. This data suggests that Mn, Fe, Co,

Ni, and Cu are more likely prone to multiphase competition during electrochemical oxidation. Further use

of ϕ̄effsolid applied to these metals may provide insight into subsurface compound formation, particularly for

materials with multiple metastable phases.

7.2.4. Multiple Element Driving Forces to Describe Cantor Alloy Films

Multicomponent cantor alloys are known for their excellent mechanical properties and synergistic behavior

produced from the unique chemical interactions of the different alloying elements [307,308]. Collaborators

have synthesized a CrMnFeCoNi-Al Cantor alloy system and characterized its corrosion behavior. They

found complex Al-Cr oxides form on the surface at a range of compositions. We therefore apply the MDF to

understand the oxide scale formation with respect to Al-Cr concentration.
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Figure 7.7. Comparison of experimental [1], high throughput DFT calculations from the
Materials Project (corrected values) and OQMD databases [22-25], and HSE06 hyrbrid
functional taken from L.N. Walters et al. [26] and L.F. Huang et al. [27] for some 3d
transition metal hydroxides.

To apply the MDF, we first make a number assumptions about the system: (i) Al3+ and Cr3+ are the

most stable aqueous ions in solution, (ii) the structure of the scale forming is a corundum CrxAl2−xO3(x ≤ 1.4)

structure (R3̄c), (iii) the scale is substitutionally disordered for cations within a single phase, and (iv) the

effect of modeling the oxide formation from elements instead of its respective alloy will only quantitatively

alter the MDF value, and not change the MDF trend within the oxide set. Future work should evaluate

the validity of these assumptions, in particular (iii) and (iv). We note that within this study, experimental

collaborators provided evidence for a single phase scale. Studies to establish energetic landscape of alloy

reference states will aid in understanding when (iv) can be safely adopted.

To simulate the cation-disordered corundum scale, we first create special quasi-random structures (SQS)

between 8-60% Al, to fully explore the experimental composition limits of approximately 10-40% Al. The

implementation of IceT [82-86] and Supercell methods [309] were used to create structures ranging from 30

to 60 atoms to accommodate multiple cation orders and compositions. DFT calculations implemented the

generalized gradient approximation PBEsol, a 600 eV plane wave cutoffs, and 4,000 KPPRA to evaluate the

electronic energy contribution to the enthalpy of formation (∆H) as an approximation for ∆fG. SQS were
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relaxed to ensure structural optimization within 0.01 eV/Å, followed by a static calculation with tetrahedron

method smearing and Blöchl corrections to ensure accurate energies.

First, we benchmark the calculated enthalpies of formation, as well as an average of all energies, shown in

Figure 7.8. The enthalpy sets tested were IceT structures of 50 atom supercells, IceT structures of 30 atom

supercells, and Supercell generated structures of 60 atom supercells. We demonstrate that substitution of

Al leads to a decrease in enthalpy by approximately 300 meV per metal atom with an additional 10% Al

substitution with all methods and supercell sizes. There is some variation in ∆H magnitude between each

energy set. Both IceT methods exhibit lower enthalpies at a given composition than any Supercell generated

structure. Furthermore, there is a larger difference in magnitude between all energetic sets with lower Al

content, particularly ≤ 35% Al. Finally, the noise appearing in the linear dependence of ∆H on Al content is

due to the simulated disorder by the SQS. Owing to the noise and magnitude variation between energetic

sets, the average of all sets includes significant noise as well. In order to model MDF, we chose to use ∆H

from the IceT 50 atom set and the Supercell 60 atom set. This is due to the larger supercell sizes within

these sets, known to better accommodate disorder, and the larger number of composition, enthalpy points in

these sets. Due to the significant amount of noise and different magnitude variations, we will not combine

data sets or utilize the average enthalpies for the subsequent calculations.

Next, we calculate the MDF utilizing the IceT 50 atom structure enthalpy set (Figure 7.9a) and the

Supercell 60 atom structure ∆H (Figure 7.9b). Approximate experimental conditions are pH = 5, U = 100 mV,

and η= 10−6, which are used herein. We note the graphical trends are preserved with lower pHs and varying

potentials and concentrations. Driving forces are calculated with respect to the most stable aqueous ions,

therefore, at the given conditions the solution is composed of a compositionally identical combination of

aqueous Al3+ and Cr3+. At very low (≤ 15%) and high (≥ 55%) aluminum content, both enthalpy sets

experience increasing (more positive) driving forces, meaning that the scale is thermodynamically less stable

than scales with intermediate Al content. Experimentally, our collaborators found that the most protective

scales contained approximately 25% aluminium. The minimum of the IceT set is 40% Al, and 50 %Al for

Supercell. Both graphs exhibit several local minima, which we attribute to the imperfect simulation of

disorder by the limited SQS cell size. Moreover, the large DF range, such as 250 meV difference between the
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Figure 7.8. Enthalpies from supercell calculations of substituted CrxAl2−xO3(x ≤ 1.4) scales.
Supercell and IceT SQS generators were used with different supercell sizes and show roughly
the same magnitude enthalpies of formation. Enthalpies are shown to decrease with increasing
Al content.

Figure 7.9. The driving forces of substituted CrxAl2−xO3(x ≤ 1.4) scales calculated at the
approximate experimental conditions of pH = 5 and U = 100 mV for (a) the IceT method
and (b) the Supercell method. DF minima occurs near 40% Al and 50% Al for (a) and (b)
respectively, with local minima near 20-30% Al corresponding to the most protective scales
found in experiment. Driving forces are calculated with respect to the most stable aqueous
ions, therefore, at the given conditions the solution is composed of a compositionally identical
combination of aqueous Al3+ and Cr3+.

two methods at approximately 30% Al , demonstrates the significant difference that local (dis)order can play

on the MDF, structural energetics, and thermodynamic scale stabilization.

Through this initial investigation into multi-element MDF, we demonstrate that the possibility of

leveraging MDF to show quantitative trends in compositionally varying systems, which is not easily available

with traditional predominance diagram tools. Future work should explore the use of SQS with controlled



7.3. DISCUSSION 164

short range order to understand energetic variance, the effect of alloy versus from-element formation reference

states when calculating chemical potentials, and attempt to establish best practices for sourcing disorder

from SQS to limit computational and structural artifacts within energy sets.

7.3. Discussion

Finally, we discuss additional considerations for the inclusion of the MDF and effective potential

parameters, focusing on systems with many different elements or varying compositions that may benefit from

easy to interpret and low resource-requirement predictions. This is particularly relevant to advanced alloy

systems, such as multi-principal element alloys (MPEAs) with five or more elements, for which recent research

focuses on multi-component interactions, but is resource demanding [310,311]. It has been shown that the

superior corrosion resistance of some MPEAs can be linked to mixed-metal oxides formed via higher driving

forces than relevant binary oxides [312]. To that end, effects of alloying elements or alloy composition may be

compared with the MDF to understand any increased or suppressed driving force, in addition to any changes

to scale composition or structure. One approach to capture the configurational entropy contribution central

to phase stability in MPEAs or other high entropy materials is through computational techniques such as

DFT, which allow researchers to probe how atomic scale differences and local orderings may change formation

energies, leading to measurable differences in the MDF, scale identity, and/or dissolution boundaries. The

very beginning of this idea is what was attempted in Subsection 7.2.4, but which must extrapolated on

to include more physical structure generation, the alloy species, and more oxide structures. In practice,

thermodynamic competition between solids of similar (M)DFs may also provide insight into complex or

phase-separated scales. Last, we note that because this approach requires either calculated or experimentally

determined, accurate energies for new alloying systems or compositions, energetic sourcing becomes the

bottleneck to using the MDF broadly, as it is for predominance diagram creation.

Reaction kinetics can play a dominant role in the formation of new materials. We propose two kinetically

driven aspects of the system for which the MDF may approximate: (i) reaction rate of the initial surface

species formation, and (ii) sub-surface, depth-dependent scale formation. As in Ref. [62], we argue that

the initial species to form will be that with the highest driving force. Because a reaction rate is often

approximated as the ratio of the thermodynamic driving force to a generalized resistance, the spatial or
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temporal effects hindering the transformation must be defined. At the solid-liquid boundary, there should be

little or different resistances for the transformation. Thus, the thermodynamic driving force can account for a

large portion of the system dynamics. Solid-solid transformations, described next, would require defining

resistance terms to evaluate whether a transformation would proceed; examples include anion and cation

transport, defect density, interfacial reaction rates, and thickness, among others. Furthermore, state-of-the-art

protection attributes, which can tune resistance terms such as sacrificial cathodic protection in the presence

of Cl−, may be incorporated by modifying the potential to account for additional ions, leaving of any less

noble metallic species, and additional reactions to form complex soluble ions or multiple-anion solid surface

phases within Equation 3.40 and Equation 3.42 [313].

Internal (subsurface) oxidation within aqueous thin film growth are limited by ion mobility, e.g., diffusion

barriers of redox agents such as H+ and OH− below the liquid-solid interface. Oxidized products that occur

subsurface have not been described by widely used, easily-calculable parameters. Spatially-dependent chemical

potentials can describe concentration gradients, as used in phase field models [314-316], for example µeff
O (x)

and µeff
H (x), to examine internal/external oxidation and serve as a resistance proxy for diffusional barriers of

O and H from the aqueous medium. Furthermore, cation (M) diffusion may be included with a variance of

µeff
M (x) within an open system towards the cation element. By graphing the driving forces with respect to

constrained chemical potentials, we can examine species evolution both from reaction of elements/alloys and

from the transformation of initial surface products. Future experimental work to characterize depth-dependent

oxygen content or film formation through use of x-ray photoelectron spectroscopy, time of flight secondary

ion mass spectrometry, or reflectometry measurements may be used to assess the bounds on µeff
O (x).

7.4. Conclusions and Future Work

In conclusion, we formulated quantitative descriptors for solid-phase formation in aqueous environments

using free energies of formation for solids and ions. We showed the maximum driving force parameter enables

a comparison of the tendency for solid-phase formation in aqueous electrochemical environments among

different materials systems, which is difficult to achieve from classic pH–potential diagrams alone. The

MDF and depth-dependent descriptors are versatile and easily-calculable based on available thermodynamic
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databases, and are therefore ideal for implementation in high-throughput workflows, particularly where free

energies of formation are already available.

We propose using the MDF to guide the selection for alloying elements and composition to control

corrosion behavior, for understanding depth-dependent scale growth, and to aide in devising solvothermal

synthesis methodologies.
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CHAPTER 8

Summary and Outlook

8.1. Summary

This dissertation developed models for predicting materials formation in aqueous environments. Here, we

review the overarching questions introduced by the project chapters alongside results-driven responses.

● What benchmarking is necessary to establish a level of DFT that can create accurate Pourbaix

diagrams? Are there methods we can develop to improve the accuracy and efficiency of Pourbaix

diagram creation? Are there further analyses tools that we can develop beyond the Pourbaix

diagram still using DFT-calculated free energies of formation?

For copper free energies of formation, hybrid HSE functionals are required to generate an

accurate thermodynamic model. This is established through comparison of free energies

of formation, electronic behavior, structural parameter differences, and the location of

dissolution boundaries from DFT-simulated Pourbaix diagrams. Other functionals that

require less time resources may be sufficient for other materials systems. Inclusion of energy

corrections, such as fitting aqueous ion thermodynamic data with the difference of hybrid

functional- and gga functional-sourced DFT energies, can limit the time resources necessary

to construct a DFT-based free energy of formation set for a give materials family. Further

analysis tools, such as driving force diagrams, can provide supplementary information

on aqueous materials formation. Wider spread inclusion of diverse thermodynamic tools

presents an area of future work for the computational corrosion science field.

● Do calculated lead predominance diagrams match what we know about lead release, particularly

in legacy water systems? Can we learn anything new about limiting Pb corrosion through

studying the thermodynamic contributions to lead solubilization?
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No, our calculated lead predominance diagrams are inconsistent with the dissolution and

phase stability regions previously published. The most significant deviations occur for

multi-element systems with water additives. These differences suggest thermodynamic

contributions to scales previously thought to be stable within legacy water systems, such as

hydroxylpyromorphite, may rely on other environmental conditions to form, such as Ca2+

ions, not explicitly modeled in our work.

● Can we effectively utilize predominance diagrams to understand and optimize hydrothermal

synthesis methods for multiple element compounds? Are there ways that we can bridge the

gap between traditional thermodynamics and kinetics modeling of materials formation?

Yes, synthesis methodologies for a family of four element, layered, heteroanionic bis-

muth oxychalcogenides was rationalized through thermodynamic models such as Pourbaix,

stability-yield, driving force, and probability diagrams. This presents an opportunity for

synthetic-process design and optimization of other chemically complex products. One way

that thermodynamic and kinetic modeling can be bridged are critical radii of nucleation

calculations based on classic nucleation theory. Other opportunities to probe the interplay

of kinetics and thermodynamics should be explored with future work.

● Are there further models or descriptors we could develop to provide quantitative information

for aqueous materials formation? What ways could we ground this descriptor in physical

observation and experiment?

Within this work we attempted to develop two new descriptors, the maximum driving force

(MDF) and effective chemical potential, which we believe provide valuable quantitative

information about surface and subsurface scale formation, respectively. Further studies

which carefully control and characterize the aqueous ion concentration, temperature, po-

tential, and solution pH of aqueous thin film growth would provide significant insight into

the utility of these descriptors. Furthermore, benchmarking these descriptors for multiple

element systems would help discern how well single value descriptors can simulate more

chemically complex environments.
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8.2. Outlook

Based on experience in the field of thermodynamic modeling, I propose a few frontier opportunities for

aqueous materials formation research. I hope to be able to participate in some of these directions in the

future, and look forward to progress made in these and other directions.

8.2.1. Frontier 1: Synthesis Design and Development

Accelerating materials discovery will yield new energy, electronic, and health care solutions to transform

society for the better. Necessary to achieve this is efficient use of time, experimental, and human resources.

Computational modeling may be used as an optimization tool to provide a priori understanding of prospective

syntheses. Thermodynamic diagrams connect the multiple interacting factors that influence hydrothermal

synthesis, such as solution pH, temperature, pressure, potential, reactant choice, and reactant concentration.

Incorporation of other variables, such as non-aqueous solutions and mineralizer contents, would provide key

steps towards mapping these diagrams onto the systems they attempt to replicate. Widespread use of these

models, and making them more accessible to laboratories without computational expertise, could rapidly

change synthesis development and success product yield.

8.2.2. Frontier 2: Better Access and Standards for Benchmarking Thermodynamic Data

A bottleneck for utilizing thermodynamics modeling is the creation of a comprehensive free energy of formation

data set, regardless of the use of experimental or computational solid phase energies. It is time consuming

to identify and assemble experimental values, and this data may contain errors due to defects in samples.

On the other hand, DFT-sourced solid phase ∆fGs are known to contain systematic errors, and the time

and expertise necessary to execute relaxation and phonon calculations can be a significant obstacle. For

both solid and aqueous ion phases, it may not be clear what all known phases are. Comparison of many well

respected high throughput DFT and experimental databases often yield different included phases, likely in

part due to incomplete knowledge of the materials system at the time of publication.

Future creation of accessible thermodynamic models will rely on building better databases, which

accumulate knowledge of all known phases in a material set and their respective free energies of formation.
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Furthermore, though DFT has provided computational researchers with a way to model systems before

synthesis and thus provide a priori system knowledge for new materials. Providing accuracy standards for

energy sets found with DFT will increase the fidelity of reported diagrams. We here acknowledge that high

accuracy energetic calculations have been a significant thrust of computational chemistry within the last

decade [317-319]. Leveraging benchmarks and methods within this field may allow for additional insight

during future establishment of best practices for calculating accurate free energies of formation with reasonable

resource availability.

8.2.3. Frontier 3: Bridging Kinetics and Thermodynamics

Thermodynamic models are limited in their description of phase stability simulating only thermodynamic

contributions. Improved models could include kinetic effects to materials formation as well. Within some

of our works, such as within Chapter 6, we make an initial attempt to bridge these theories with classic

nucleation theory’s critical radii analysis paired to driving forces and bulk free energies of formation. However,

models which incorporate diffusion, reaction rates, scale dependence of products, surface free energies and

identification of nucleation and growth sites, could provide valuable information towards for materials

formation predictions.

8.2.4. Frontier 4: Model Extrapolation to Further Descriptors

Inclusion of more parameters to adjust predominance diagrams for different environments would allow this

subfield to increase its predictive capabilities. Frontier 1 discusses modifying theory to include mineralizer

and nonaqueous solutions. Moveover, better incorporation of scale dependence, surface orientation, multiple

cation aqueous ion complexes, and continuously varying nonstandard state conditions are available paths. For

widest spread use, tools such as ASE and Materials Project that provide materials scientists with access to

free, open source post processing of datasets, could incorporate such tunability into phase diagram creation

libraries.
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8.3. Concluding Statements

To wrap up this disertation, I would like to share a few additional concluding remarks and takeaways

with readers. First, that this work would not have been possible without the significant contributions of

foundational thermodynamic literature in the 19th and 20th centuries by Gibbs, Pourbaix, and countless others.

Furthermore, modern scientists within the last decade made important contributions to the use of phase and

predominance diagrams within peer reviewed literature, one of which, Dr. Wenhao Sun, cannot be cited enough

as inspiration for many of the projects included herein. Libraries, scripts, databases, and information made

available particularly by Dr. Liang-Feng Huang and the Materials Project allowed DFT-sourced Pourbaix

diagrams to accessible from the start of this works 5 years ago, without which the extrapolations presented in

the project chapters would not have been able to be made.

This dissertation attempted to make a modest contribution to the field of computational DFT-sourced

Pourbaix diagrams and wider thermodynamic tools, which I believed should be used in the future for aqueous

materials formation prediction and rationalization. Accessible materials discovery will occur only when more

research groups across the world are able to contribute. I believe this will transpire when we can preserve

experimental and time resources where possible with colloquial use of computation and thermodynamic tools.

Furthermore, phase and predominance diagrams can cultivate intuition about a new system to scientists

unlike many other data reporting schemes. I look forward to seeing the incredible strides sure to be made by

materials scientists in the future, for which this work will hopefully add a small founding piece to.
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Appendix A: Additional Tables Supplementing Results Chapters

8.4. Results Chapter 5 Crystallographic and Phase Information

Table 8.1. Crystallographic parameters for the lead oxides calculated utilizing DFT-PBEsol
with spin-orbit coupling and Van der Waals forces implemented. Z is the number of formula
units (f.u.) per unit cell.

Pb (metal), Fm3̄m symmetry, Z = 4

a = 4.8527 Å,

Atom Wyckoff Orbit x y z

Pb(1) 4a 0.0000 0.0000 0.0000

Pb2O (insulator), Pn3̄m symmetry, Z = 2

a = 5.3620 Å

Pb(1) 4b 0.0000 0.0000 0.0000

O(1) 2a 0.2500 0.2500 0.2500

PbO (insulator), Pbcm symmetry, Z = 4

a = 5.7594, b = 5.4821, c = 4.7014 Å

Pb(1) 4d 0.2378 0.4901 0.2500

O(1) 4d 0.8610 0.5913 0.2500
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Pb3O4 (metal), P42/mbc symmetry, Z = 4

a = 8.7169, c = 6.6204 Å

Pb(1) 4d 0.0000 0.5000 0.2500

Pb(2) 8h 0.8402 0.8591 0.0000

O(1) 8g 0.8261 0.3261 0.2500

O(2) 8h 0.3598 -0.0926 0.0000

Pb (metal), Fm3̄m symmetry, Z = 4

a = 4.8527 Å,

Pb2O3 (metal), P21/c symmetry, Z = 4

a = 7.4987, b = 5.6377, c = 7.7649 Å, β = 112.92 ○

Pb(1) 4e -0.0911 0.7458 0.8823

Pb(2) 4e 0.6110 0.2390 0.1410

O(1) 4e 0.6267 0.8738 0.7287

O(2) 4e 0.1927 0.5927 0.0497

O(3) 4e 0.0715 0.0644 0.8615

PbO2 (metal), P42/mnm symmetry, Z = 2

a = 4.9704, c = 3.4012 Å

Pb(1) 2b 0.0000 0.0000 0.5000

O(1) 4g 0.8073 0.1927 0.0000
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Table 8.2. Crystallographic parameters for the lead carbonates derived from relaxation
calculations utilizing DFT-PBEsol with spin-orbit coupling. Z is the number of formula
units (f.u.) per unit cell.

PbCO3 (insulator), Pnma symmetry, Z = 4

a = 5.9864, b = 5.1369, c = 8.4524 Å

Atom Wyckoff Orbit x y z

Pb(1) 4c 0.7550 0.2500 0.4167

C(1) 4c -0.0899 0.2500 0.7603

O(1) 4c -0.0997 0.2500 -0.0866

O(2) 8d -0.0926 0.4684 0.6832

Pb2OCO3 (insulator), P222 symmetry, Z = 4

a = 5.0669, b = 8.8179, c = 9.2129 Å

Atom Wyckoff Orbit x y z

Pb(1) 4a 0.5115 0.0608 0.0848

Pb(2) 4a 0.4726 0.7431 0.8440

C(1) 4a 0.4918 -0.0098 0.3996

O(1) 4a 0.7150 -0.0088 0.3335

O(2) 4a 0.2269 -0.0010 0.8281

O(3) 4a 0.5159 0.4768 -0.0408

O(4) 4a 0.5390 0.8144 0.0739
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Pb(CO3)Pb2(OH)2 (insulator)*, P31m symmetry, Z = 3

a = 15.32491, c = 14.00625 Å, γ = 120.00 ○

Atom Wyckoff Orbit x y z

Pb(1) 1a 0.0000 0.0000 -0.0902

Pb(2) 2b 0.3333 0.6667 -0.0502

Pb(3) 3c 0.3537 0.0000 0.5276

Pb(4) 3c 0.6702 0.0000 0.1237

C(1) 1a 0.0000 0.0000 0.2068

C(2) 2b 0.3333 0.6667 0.2142

C(3) 3c 0.6668 0.0000 0.7787

O(1) 3c 0.0831 0.0000 0.2057

O(2) 6d 0.5750 0.2624 0.2133

O(3) 3c 0.5852 0.0000 0.7618

O(4) 6d 0.3367 0.2526 0.7887

O(5) 1a 0.0000 0.0000 0.5523

O(6) 2b 0.3333 0.6667 0.5063

O(7) 3c 0.6690 0.0000 0.4796

H(1) 1a 0.0000 0.0000 0.4829

H(2) 3c 0.6073 0.0000 0.4971

H(3) 2b 0.3333 0.6667 0.4364
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Table 8.3. Crystallographic parameters for the lead phosphates derived from relaxation
calculations utilizing DFT-PBEsol with spin-orbit coupling. Z is the number of formula
units (f.u.) per unit cell.

Pb3(PO4)2 (metal)*, C2/c symmetry, Z = 4

a = 13.7198, b = 5.8244, c = 9.3333 Å, β = 101.92 ○

Atom Wyckoff Orbit x y z

Pb(1) 4e 0.0000 0.6942 0.2500

Pb(2) 8f 0.3171 0.3250 0.8483

P(1) 8f 0.3995 0.2506 0.5555

O(1) 8f 0.3533 0.0389 0.6173

O(2) 8f 0.3698 0.4719 0.6318

O(3) 8f 0.1421 0.2209 0.6127

O(4) 8f 0.5136 0.2206 0.5817
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Pb4O(PO4)2 (metal), P21/c symmetry, Z = 4

a9.1981, b = 6.9573, c = 13.9556 Å, β = 104.43 ○

Atom Wyckoff Orbit x y z

Pb(1) 4e -0.0301 0.3155 0.6421

Pb(2) 4e 0.3365 0.2687 0.8369

Pb(3) 4e 0.3232 0.5055 0.5793

Pb(4) 4e 0.2947 0.0086 0.6117

P(1) 4e 0.0311 0.2915 -0.0974

P(1) 4e 0.3677 0.7276 0.8237

O(1) 4e -0.0331 0.4971 0.8915

O(2) 4e 0.1865 0.2793 -0.0220

O(3) 4e 0.2406 0.2922 0.6730

O(4) 4e 0.2463 0.5941 0.8471

O(5) 4e 0.4972 0.7539 -0.0819

O(6) 4e -0.0823 0.1596 -0.0662

O(7) 4e 0.0655 0.2170 0.8053

O(8) 4e 0.2923 -0.0785 0.7859

O(9) 4e 0.4367 0.6298 0.7445
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Pb8O(PO4)2 (metal), C2/m symmetry, Z = 4

a = 10.4833, b = 9.9571, c = 14.0192 Å, β = 98.79 ○

Atom Wyckoff Orbit x y z

Pb(1) 4i -0.0681 0.0000 0.2956

Pb(2) 4i 0.3483 0.0000 0.8866

Pb(3) 4i 0.7524 0.0000 0.4912

Pb(4) 4i 0.4318 0.0000 0.2974

Pb(5) 8j 0.0963 0.2506 -0.0865

Pb(6) 8j 0.1907 0.2533 0.2974

P(1) 4i 0.1561 0.0000 0.0961

P(2) 4h 0.0000 0.2567 0.5000

O(1) 8j 0.3057 0.3542 0.1910

O(2) 8j 0.0749 0.3462 0.4366

O(3) 4i 0.7289 0.0000 0.3346

O(4) 8j 0.0272 0.3571 0.2106

O(5) 4i 0.1415 0.0000 -0.0153

O(6) 8j 0.0956 0.1281 0.1343

O(7) 4i 0.3025 0.0000 0.1372

O(4) 8j 0.4031 0.3313 0.4329
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Pb5(PO4)3OH (metal), P21 symmetry, Z = 2

a = 9.8158, b = 7.3274, c = 9.8158 Å, β = 120.00 ○

Atom Wyckoff Orbit x y z

Pb(1) 2a 0.3333 -0.0020 0.6667

Pb(2) 2a 0.6667 0.0032 0.3333

Pb(3) 2a 0.0045 0.7609 0.2527

Pb(4) 2a 0.7473 0.7609 0.7518

Pb(5) 2a 0.2482 0.7609 -0.0045

P(1) 2a 0.6327 0.7524 0.0346

P(2) 2a -0.0346 0.7524 0.5980

P(3) 2a 0.4020 0.7524 0.3673

O(1) 2a 0.5187 0.7563 0.8554

O(2) 2a 0.1446 0.7563 0.6633

O(3) 2a 0.3367 0.7563 0.4813

O(4) 2a 0.5372 0.7474 0.1231

O(5) 2a 0.8769 0.7474 0.4141

O(6) 2a 0.5859 0.7474 0.4628

O(7) 2a 0.7415 -0.0775 0.0950

O(8) 2a -0.0950 -0.0775 0.6465

O(9) 2a 0.3535 -0.0775 0.2585

O(10) 2a 0.2582 0.0819 -0.0846

O(11) 2a 0.0846 0.0819 0.3428

O(12) 2a 0.6572 0.0819 0.7418

O(13) 2a 0.0000 0.3284 0.0000

H(1) 2a 0.0000 0.4623 0.0000
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Table 8.4. Phases considered in the simulated phase diagrams. Note that experimental ∆fG
values are listed for aqueous ions along with the reference study [1,8,29]. Solid ∆fG values
are listed at the PBEsol+SOC level from our DFT calculations and are used throughout.
Multi-element lead carbon and phosphorous species were considered if they contained the
carbonate or phosphate groups.

Material Considered? Lead Oxidation

State

∆fG (eV/f.u.)

PbOH+ yes II -2.2647, Ref. [29]

Pb2+ yes II -0.2485, Ref. [1]

HPbO−2 yes II -3.5120, Ref. [1]

PbO2−
2 yes II -3.5075, Ref. [8]

Pb(OH)−3 yes II -5.9657, Ref. [8]

Pb(OH)2 yes II -4.1623, Ref. [246]

Pb3+ no III -

Pb4+ yes IV 3.1352, Ref. [1]

PbO2−
3 yes IV -2.8768, Ref. [1]

PbO4−
4 yes IV -2.9236, Ref. [1]

Pb5+ no V -

Pb2O(s) yes I -0.6390

PbO(s) yes II -1.9758

Pb2O3(s) yes III -4.4715

Pb3O4(s) yes II/IV -6.3159

PbO2(s) yes IV -2.3119

PbCO3(s) yes II -6.5530

Pb2O(CO3)(s) yes II -8.6476

Pb3(CO3)2(OH)2(s)

*

yes II -16.9861

Pb3(PO4)2(s) yes II -23.4763

Pb4O(PO4)2(s) yes II -25.9576

Pb8O5(PO4)2(s) yes II -23.4054

Pb5(PO4)3(OH)(s) yes II -38.4626
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8.5. Results Chapter 6 Crystallographic and Phase Information

Table 8.5. Crystallographic information for the bismuth oxychalcogenide target phases.
Parameters are given for experimentally synthesized products [30-32], and for the computa-
tionally optimized crystal structure relaxed with the PBEsol functional. All target phases
exhibit P4/nmm symmetry with Z = 2. We also give z1 and z2 positions for bismuth and
selenium, where z corresponds to free parameter in the 2c Wyckoff position (1/4,1/4, z).

Experimental Structures
Compound a (Å) c (Å) z1 2c(Bi) z2 2c(Se)
BiCuOS 3.8713 8.5678 0.6482 0.1710
BiAgOS 3.9188 9.2149 0.6990 0.1370
BiCuOSe 3.9303 8.9319 0.6402 0.1756
BiAgOSe 3.9962 9.4321 0.6309 0.2026

DFT Optimized Structures
Compound a (Å) c (Å) z1 2c(Bi) z2 2c(Se)
BiCuOS 3.8425 8.4957 0.6512 0.1650
BiAgOS 4.1076 8.8253 0.6394 0.1969
BiCuOSe 3.9059 8.9062 0.8581 0.3270
BiAgOSe 3.9704 9.3933 0.6321 0.2010

Table 8.6. Single element solids considered in our thermodynamic diagrams. Crystal structure
information, sources, and the Gibbs free energy of formation (∆fG) from computational
(this study) and experimental sources are provided.

Compound Source Crystal System Computational ∆fG (eV) Experimental ∆fG (eV)

Cu ICSD Cubic 0.0 (Ref ) 0.0 (Ref )

Cu2O ICSD Cubic -1.1199 -1.5327 [1,6,121]

CuO ICSD Monoclinic -1.1369 -1.3297 [1,6,121]

Cu(OH)2 ICSD Orthorhombic -3.4363 -3.8623 [1,6,121]

Ag ICSD Cubic 0.0 (Ref ) 0.0 (Ref )

Ag2O ICSD Cubic -0.3052 -0.1121 [1,9,53]

AgO ICSD Monoclinic -0.3654 0.1127 [1,9,53]

Ag2O3 ICSD Cubic 0.5446 1.2582 [1,9,53]
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Bi ICSD Trigonal 0.0 (Ref ) 0.0 (Ref )

Bi2O3 MP Trigonal -7.2904 -5.1473 [1]

Bi4O7 MP Triclinic -15.4064 -10.0930 [1]

Bi2O4 ICSD Monoclinic -7.6153 -4.7267 [1]

Bi2O5 MP Orthorhombic -5.9491 -3.9709 [1]

S ICSD Orthorhombic 0.0 (Ref )) 0.0 (Ref )

Se ICSD Monoclinic 0.0 (Ref ) 0.0 (Ref )

Table 8.7. Binary element solids considered in our thermodynamic diagrams. Crystal struc-
ture information, sources, and the Gibbs free energy of formation (∆fG) from computational
(this study) and experimental sources are provided, when possible.

Compound Source Crystal System ∆fG (eV) Experimental ∆fG (eV)

CuS MP Orthorhombic -0.4588 -0.5087 [320]

Cu2S ICSD Hexagonal -0.4334 -0.9003 [320]

CuS2 MP Orthorhombic -0.5183

Cu7S4 MP Orthorhombic -2.1411

Cu2(SO4)3 MP Trigonal -18.0188

CuSe MP Orthorhombic -0.2824 -0.3814 [321]

CuSe2 MP Orthorhombic -0.4316 -0.4270 [321]

Cu3Se2 MP Tetragonal -0.7916

Cu2O(SeO3) ICSD Cubic -4.9188

CuO3Se ICSD Orthorhombic -3.6289

CuO4Se MP Orthorhombic -3.7876

CuO5Se2 MP Monoclinic -6.2280

Ag2S MP Monoclinic -0.0930 -0.4214 [9]

Ag8S ICSD Orthorhombic 1.6062
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AgSe ICSD Cubic 0.1779

Ag2Se MP Orthorhombic -0.2508 -0.4861 [9,321]

Ag2SeO3 MP Monoclinic -3.1914 -3.0927 [9,321]

Ag2SeO4 MP Orthorhombic -3.5008 -3.4217645 [9,321]

BiCu ICSD Orthorhombic -0.7669

Cu(BiO2)2 MP Tetragonal -8.9425

BiAg5O4 MP Monoclinic -4.7101

BiAg2O3 MP Orthorhombic -4.3401

BiAgO3 ICSD Trigonal -3.8081

BiS2 MP Monoclinic -1.4952

Bi2S3 MP Orthorhombic -3.0501

Bi2OS2 MP Tetragonal -4.6905

Bi2(SO4)3 MP Trigonal -25.9265

Bi2O2S ICSD Orthorhombic -6.2557

Bi3Se4 ICSD Trigonal -4.7166

Bi4Se3 ICSD Trigonal -5.2953

Bi2Se2 ICSD Trigonal -2.8929 -0.9701 [321]

BiSe2 ICSD Monoclinic -1.6438

Bi2Se3 David Trigonal -3.3801 -1.5194 [321]

Bi2O2Se David Tetragonal -6.4567

Bi2O5Se David Orthorhombic -10.9477

Bi2(SeO3)3 MP Monoclinic -16.5421



8.5. RESULTS CHAPTER 6 CRYSTALLOGRAPHIC AND PHASE INFORMATION 209

Table 8.8. Ternary element solids considered in our thermodynamic diagrams. Crystal struc-
ture information, sources, and the Gibbs free energy of formation (∆fG) from computational
(this study) and experimental sources are provided, when possible.

Compound Source Crystal System ∆fG (eV) Experimental ∆fG (eV)

BiCuOS ICSD Tetragonal -3.3806

BiCu3S3 ICSD Orthrombic -2.0831

Bi4Cu4S9 MP Orthrombic -6.7229

Cu4(BiS2)5 MP Monoclinic -7.8584

BiCuS2 ICSD Orthrombic -1.6201

BiAgOS This work Tetragonal -3.0226

BiAgS2 ICSD Cubic -1.6455

Bi3AgS5 MP Monoclinic -4.8242

Bi6AgS9 ICSD Monoclinic -8.9945

BiCuOSe ICSD Tetragonal -3.5053

BiCuSe2 ICSD Orthrombic -1.8157

BiCu6Se6 ICSD Orthrombic -3.1504

Bi2Cu(SeO3)4 ICSD Monoclinic -19.1080

BiAgOSe J. Gabon et al. [31] Tetragonal -3.1707

BiAgSe2 MP Trigonal -1.5769
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Appendix B: Density Functional Theory Settings

8.6. Results Chapter 4 DFT Settings

Density functional theory calculations were performed with the Vienna Ab initio Simulation Package

(VASP) [96-99]. Density functionals at different approximation levels were utilized to optimize solid structures

and obtain the ground state formation energy for each composition: the local density approximation (LDA),

the generalized gradient approximation (GGA) by Perdew-Burke-Ernzerhof (PBE), the Perdew-Burke-

Ernzerhof generalized gradient approximation revised for solids (PBEsol), the strongly constrained and

appropriately normed semilocal density functional metaGGA (SCAN), and the hybrid exchange-correlation

functional (HSE06) [91,100-105]. Plane wave calculations with PBEsol were used for all lattice dynamics

calculations [92,93,100,101]. Sampling of the Brillouin zone was done by converging to at least 4,000

k-points per reciprocal atom (KPPRA), and was implemented with a Γ centered k-mesh. Gaussian smearing

was used with a small smearing width of 0.1 eV to accurately obtain any electronic band gaps. The oxygen

molecular and hydrogen molecular bonds were relaxed within a simulation cell with 15 × 15 × 15 Å3 vacuum.

A triplet state ferromagnetic moment was preserved in the end of the O2(g) relaxations for all functionals.

The initial antiferromagentic moment for copper (II) oxide was chosen based on experiment [106,181], and

single-point-energy calculations showed the experimental magnetic moment was consistent with the DFT

ground state. The total energy was converged to 10−7 eV and forces were converged to less than 10−3 meV Å−1

during relaxations. An energy cutoff of 700 eV was used for all calculations. Nonspherical gradient corrections

within the PAW spheres were included. Van der Waals forces were considered for all solids implemented using

the Tkatchenko-Scheffler method with iterative Hirshfeld partitioning for the LDA and GGA functionals in

VASP. Van der Waals corrections for SCAN were implemented with the revised Vydrov and Van Voorhis

nonlocal functional (rVV10) [109] and with the DFT-D3 dispersion correction for HSE06 [110]. The hydrated

solid Cu(OH)2(s) was found to exhibit the largest van der Waals corrections to the energy.
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Lattice dynamics calculations were performed with VASP and the Phonopy software [111]. We generated

small displacements (displacement amplitude = 0.01 Å) within supercells for the frozen phonon method using

the harmonic approximation [112]. All solid-state phases were found to be dynamically stable. We calculated

thermodynamic data using statistical thermodynamics expressions implemented in Phonopy.

8.7. Results Chapter 5 DFT Settings

DFT calculations were performed with the Vienna Ab initio Simulation Package (VASP) [96-99]

using the projector augmented-wave method [92,93]. We utilized a 520 eV energy cutoff for all materials

and projector-augmented wave (PAW) pseudopotentials [92,93] to treat the separation between the core

and valence electrons. We examined the effect of electronic exchange through comparing different DFT

functionals, including the local density approximation (LDA), the generalized gradient approximation (GGA)

by Perdew-Burke-Ernzerhof (PBE), the Perdew-Burke-Ernzerhof generalized gradient approximation revised

for solids (PBEsol), the strongly constrained and appropriately normed semilocal density functional metaGGA

(SCAN) [100-105]. We included spin-orbit coupling (SOC) in all static simulations of Pb-containing materials;

SOC was not included in the lattice dynamics calculations. SOC leads to significant changes in ∆fG for lead

containing compounds, as has been previously reported [237] and described in the Supporting Information

(SI). Final calculations with PBEsol were performed with van der Waals forces for all solids implemented

using the Tkatchenko-Scheffler method with iterative Hirshfeld partitioning in VASP.

Initial solid state crystal structures were sourced from the International Crystal Structures Database

(ICSD) [30]. Structures were optimized such that total energies were converged to 10−7 eV and forces were

converged to less than 1 meV Å−1. The Brillouin zones of all structures were sampled with a minimum of

3,000 k-points per reciprocal atom (KPRRA) and used a Γ-centered mesh. Lattice dynamical calculations

used the PBEsol functional to obtain the vibrational energies (Fvib).

8.8. Results Chapter 6 DFT Settings

First principles density functional theory (DFT) calculations were performed using the Vienna Ab

initio Simulation Package (VASP) [96-99] with the Perdew-Burke-Ernzerhof (PBE) generalized gradient

approximation revised for solids (PBEsol) functional [92,93,100,101]. We used a 550 eV energy cutoff for
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all materials and projector-augmented wave (PAW) pseudopotentials [92,93] to treat the separation between

the core and valence electrons. The Brillouin zones of all structures were sampled with a minimum of 3,000

k-points per reciprocal atom (KPRRA) and used a Γ-centered mesh. Total energies were converged to 10−7

eV and forces were converged to less than 1 meV atom−1 within an ionic relaxation loop. For magnetically

ordered compounds, we initialized the spin order to the experimentally observed configuration and allowed the

magnitude of the collinear spins to relax. Spin-orbit coupling (SOC) was used in all simulations of materials

comprising bismuth. Lattice dynamical calculations were performed using the small displacement method

(≈ 0.01 − 0.03 Å) implemented in the Phonopy software [111]. Vibrational energies (Fvib) were calculated

using the quasi-harmonic approximation [112] at T = 298.15 K for standard state simulations.
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Appendix C: Code Usage

Code central to creating predominance diagrams in the respective chapters is listed below. All code are

Python scripts. Therefore, within an Python integrated development environment (IDE), code can simply be

executed as a script with no build or compile necessary. Some programs contain dependencies for other free

and open source libraries, such pymatgen [322]. For chapters which utilize multiple programs, any running

order dependency will be listed within the relevant section. Most code contained may also be found in Github

repositories (see Section 3.3).

8.9. Results Chapter 4 Code and Use

#!/ usr / b in / env python3

# −∗− cod ing : u t f −8 −∗−

import numpy as np

import matp lo t l ib . pyplot as p l t

#Created by Lauren Walters , 2017−2018

#Con t r i b u t i on s by Liang Feng Huang

#For r e a c t i o n s in aqueous c on d i t i o n s

#Thermo data : h t t p ://www. conradna leway . ne t /ThermoData .PDF, Pourbaix Book

#f i n d out how much d e t a i l you want in your graph

#n=i n t ;

#n=inpu t (” Enter t h e g r i d d e t a i l you want (0−100): ”)

n=50;

#Constants

R=8.31447; #J/(mol∗K)

T=298.15; #K

#T=473.15

F= 9.648533∗10∗∗4 ; #J/(V∗mol )

P=1; #bar , 10ˆ5∗Pa
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eta=6

nI=10∗∗−eta ; #Ac t i v i t y Concen t ra t ion

#pH Constants

lowpH = 2 ;

highpH = 12 ;

pHrange = int ;

pHrange = highpH−lowpH ;

pHcount = pHrange/n ; #used to i t e r a t e th rough pH range

#U Constants

Ulow = −1.0; #V

Uhigh = 1 . 0 ; #V

Urange = Uhigh−Ulow ; #V

Ucount = Urange/n ; #used to i t e r a t e th rough U ( energy ) range

#PBE

#Ee Cu=−3.727442565; #eV/atom #s e t as 0 va l u e

#Ee CuO=−9.870476045; #eV/atom

#Ee Cu2O=−13.64922363; #eV/atom

#Ee O2=−9.89611509; #eV/O2

#Ee H2=−6.7746011

#Ee CuOH2 s=−24.55448475

#PBEsol

#Ee Cu=−4.3083660025; #eV/atom #s e t as 0 va l u e

#Ee CuO=−10.7432559675; #eV/atom

#Ee Cu2O=−14.988153475; #eV/atom

#Ee O2=−10.28833536;

#Ee H2=−6.515187

#Ee CuOH2 s=−25.606095;

#PBEsol +SOC

#Ee Cu=−4.3152965; #eV/atom #s e t as 0 va l u e

#Ee CuO=−10.7488868; #eV/atom

#Ee Cu2O=−14.99698; #eV/atom

#Ee CuOH2 s=−25.1916025;

#Ee O2=−10.281123

#Ee H2=−6.5141508

#Scan

#Ee Cu=−15.135967; #eV/atom #s e t as 0 va l u e

#Ee CuO=−22.9833752; #eV/atom
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#Ee Cu2O=−37.995761; #eV/atomm

#Ee O2=−12.322421; #eV/O2

#Ee H2=−6.9120129

#Ee CuOH2 s=−38.68172;

#Ee CuOH2 s=−36.8449925;

#HSE06

Ee Cu=−3.65597325; #eV/atom #s e t as 0 va l u e #From HSE06

Ee CuO=−48.49823829/4; #eV/atom

Ee Cu2O=−31.734654/2; #eV/atom

Ee O2=−14.12028857; #Liang

Ee H2=−7.8316838

#Ee CuOH2 s=−30.08723;

#LDA

#Ee Cu=−4.707347975; #eV/atom

#Ee CuO=−46.49804486/4; #eV/atom

#Ee Cu2O=−16.304663885; #eV/atom

#Ee O2=−10.48946456; #eV/O2

#Ee H2=−6.7005255;

#Ee CuOH2 s=−27.457315

#V i b r a t i o n a l and T r an s l a t i o n a l Energ i e s ( Phonopy )

#Fvib , Frot , Ftrans , t a k e from the F va l u e in t h e DFT ou tpu t

#Found wi th mesh . con f and the command TROP=. t r u e .

#eV/ s t o i c h i om e t r i c un i t

Fvib O2=−0.272; #eV/O2

F rot t rans O2 =0.099; #eV/O2

Ftot O2=Fvib O2+F rot t rans O2 ; #eV/O2

F H = . 2 0 2 ; #eV/H

###############################################################################

############################Vi b r a t i o n a l Energ i e s###############################

###############################################################################

#Room Temperature

#So l i d Copper s p e c i e s , found from Phonopy PBEsol WHERE IS THIS FROM

Fvib CuO=0.01295; #eV/atom #Phonopy

Fvib Cu2O=−0.202775; #eV/atom #Phonopy

Fvib Cu=−0.04189825; #eV/atom #Phonopy

Fvib CuOH2 s=0.643953328858

#30 C

#Fvib Cu=−0.01562229435825
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#Fvib CuO=0.03238025334 # PBEsol

#Fvib Cu2O=−0.0209987707197

#50 C

#Fvib CuO=0.0221406759264

#Fvib Cu2O=−0.0418116545882

#Fvib Cu=−0.02231218494087

#100 C

#Fvib CuO=−0.00584618492307

#Fvib Cu2O=−0.0973199131906

#Fvib Cu=−0.0403414887809

#200 C

#Fvib CuO=−0.0708965108501

#Fvib Cu2O=−0.22159084325

#Fvib Cu=−0.0812560725897

###############################################################################

###############################################################################

#Ca l c u l a t i o n s o f t h e d e l t aG f d e l t a G o f Formation

#Fto t=de l t aG f=Ef+de l t aF

#eV/atom

dGf CuO= (Ee CuO+Fvib CuO) − (Ee Cu+Fvib Cu ) − 0 . 5∗ ( Ee O2+Ftot O2 ) ; #eV/atom

dGf Cu2O=(Ee Cu2O+Fvib Cu2O) − (2∗ ( Ee Cu+Fvib Cu ) ) − 0 . 5∗ ( Ee O2+Ftot O2 ) ;#Might need to be not ∗2∗Fvib Cu

dGf CuOH2 s= (Ee CuOH2 s+Fvib CuOH2 s)−(Ee Cu+Fvib Cu)−(Ee O2+Ftot O2)−(Ee H2+F H ) ; #eV/atom

dGf H2O=−2.458;

dGf Cu= 0 . 0 0 ;

#pr i n t ( dGf CuO) #eV/atom

#p r i n t ( dGf Cu2O )

#p r i n t ( dGf CuOH2 s )

#Exper imenta l Values , from on l i n e da ta ba s e

dGf Cu2O=−1.5168 #eV/atom

dGf CuO=−1.328 #eV/atom

#dGf Cu1= 0 .518018 ; #eV/atom

#dGf Cu2= 0 .678772 ; #eV/atom

###############################################################################

####################ENERGY CORRECTIONS#########################################

###############################################################################

#pr i n t ( dGf Cu2O/3)

print ( dGf CuOH2 s )
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#dGf Cu2O Exp=−1.5328759

#Ecorr=(dGf Cu2O−dGf Cu2O Exp )/2

#p r i n t ( dGf Cu2O )

#p r i n t ( Ecorr )

#dGf CuO Exp=−1.3296325

#Ecorr=dGf CuO−dGf CuO Exp

#p r i n t ( dGf CuO)

#p r i n t ( Ecorr )

#HSE06 CuO=−1.26709378;

#Ecorr=dGf CuO−HSE06 CuO ;

Ecorr=0.0

###############################################################################

###############################################################################

#Values from the paper by Puigdomench

dGf Cu= 0 . 0 ; #kJ/mol

#dGf CuO= −1.3296325; #kJ/mol

#dGf Cu2O= −1.5328759; #kJ/mol

#dGf CuOH2 s=−3.86234972 ## Janaf Tab l e s

dGf CuOH2 s=100#−3.7303089; #Pugiomench paper

dGf Cu1= 0.506502+Ecorr ; #kJ/mol

dGf Cu2= 0.674092+Ecorr ; #kJ/mol

dGf CuOH4 2= −6.8143018+Ecorr ; #kJ/mol

dGf CuOH2= −3.2666113+Ecorr ; #kJ/mol

dGf CuOH2 minus= −3.4518209+Ecorr ; #kJ/mol

dGf CuOH3= −5.1197432+Ecorr ; #kJ/mol

dGf CuOH Plus= −1.3127387+Ecorr ; #kJ/mol

dGf CuOH = −1.2677578+Ecorr ;

dGf Cu2OH2 2plus=−2.9424173+3∗Ecorr ;

dGf Cu3OH4 2plus=−6.567839+3∗Ecorr ;

#pr i n t ( dGf Cu1 )

#Convert from eV/atom to kJ/mol

dGf Cu= dGf Cu∗F#+0.03315∗T; #kJ/mol

dGf CuO= dGf CuO∗F#+0.0426∗T; #kJ/mol

dGf Cu2O= dGf Cu2O∗F#+0.09236∗T; #kJ/mol

dGf CuOH2 s=dGf CuOH2 s∗F;

dGf Cu1= dGf Cu1∗F#+0.0406∗T; #kJ/mol
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dGf Cu2= dGf Cu2∗F#−0.098∗T; #kJ/mol

dGf H2O= dGf H2O∗F; #kJ/mol

dGf CuOH4 2= dGf CuOH4 2∗F#−0.175∗T; #kJ/mol

dGf CuOH2= dGf CuOH2∗F#+0.026∗T; #kJ/mol

dGf CuOH3= dGf CuOH3∗F#−0.014∗T; #kJ/mol

dGf CuOH Plus= dGf CuOH Plus∗F#−0.061∗T; #kJ/mol

dGf CuOH = dGf CuOH∗F;

dGf Cu2OH2 2plus=dGf Cu2OH2 2plus∗F;

dGf Cu3OH4 2plus=dGf Cu3OH4 2plus∗F;

dGf CuOH2 minus=dGf CuOH2 minus∗F;

#ax . p l o t (pH [ : ] , muH [ : ] )

#c r e a t e a g r i d o f z e r o s to graph the chemica l p o t e n t i a l

gr id = np . z e ro s ( ( n+1,n+1))

m=int ;

#shou l d be as l ong as t h e r e are s p e c i c i e s c on s i d e r ed

#popu l a t e w i th sma l l e r v a l u e s t h a t w i l l be c a l c u l a t e d .

muValues=np . array ( [ 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 ] )

# f i l l in t h e g r i d . Ca l c u l a t e

for i in range (0 , (n+1)) :

#c a l c u l a t e t h e e n e r g i e s f o r each s p e c i e s number

pH=lowpH+i ∗pHcount ;

for j in range ( 0 , ( n+1)) :

U=Ulow+(Ucount∗ j ) ;

#Check c on c en t r a t i o n s o f i on s f o r Cu1+ and Cu2+

#S o l u b i l i t y o f Copper Oxides in Water and Steam

muValues [0 ]=( dGf Cu2+R∗T∗np . log ( nI ))−2∗F∗U; # Cu2 #kJ/mol

muValues [1 ]=( dGf Cu1+R∗T∗np . log ( nI ))−F∗U; # Cu1 #kJ/mol

muValues [ 2 ]=0 . 0 0 ; # Cu #kJ/mol

muValues [3 ]=dGf CuO−2∗R∗T∗np . log ( 10 . 0 )∗pH−2∗F∗U−(dGf Cu+dGf H2O ) ; #CuO #kJ/mol

muValues [4 ]=(dGf Cu2O−2∗R∗T∗np . log ( 10 . 0 )∗pH−2∗F∗U−(2∗dGf Cu+dGf H2O ) ) / 2 ; #Cu2O #kJ/mol

muValues [5 ]=dGf CuOH4 2+R∗T∗np . log ( nI )−2.0∗F∗U−4.0∗R∗T∗np . log ( 10 . 0 )∗pH−4.0∗dGf H2O ;

muValues [6 ]= dGf CuOH2+R∗T∗np . log ( nI )−2.0∗F∗U−2.0∗R∗T∗np . log ( 10 . 0 )∗pH−2.0∗dGf H2O ; #Cu(OH)2 minus

muValues [7 ]= dGf CuOH3+R∗T∗np . log ( nI )−2.0∗F∗U−3.0∗R∗T∗np . log ( 10 . 0 )∗pH−3.0∗dGf H2O ; #Cu(OH)3 minus

muValues [8 ]= dGf CuOH Plus+R∗T∗np . log ( nI )−2.0∗F∗U−R∗T∗np . log ( 10 . 0 )∗pH−dGf H2O ;#Cu(OH)+

muValues [9 ]= dGf CuOH+R∗T∗np . log ( nI )−1.0∗F∗U−1.0∗R∗T∗np . log ( 10 . 0 )∗pH−dGf H2O ;

muValues [10]= ( dGf Cu2OH2 2plus +R∗T∗np . log ( nI )−4.0∗F∗U−2.0∗R∗T∗np . log ( 10 . 0 )∗pH−2∗dGf H2O )/2 ;

muValues [11]= ( dGf Cu3OH4 2plus +R∗T∗np . log ( nI )−6.0∗F∗U−4.0∗R∗T∗np . log ( 10 . 0 )∗pH−4∗dGf H2O )/3 ;
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muValues [12]=dGf CuOH2 s−2.0∗F∗U−2.0∗R∗T∗np . log ( 10 . 0 )∗pH−2.0∗dGf H2O ;

muValues [13]=dGf CuOH2 minus+R∗T∗np . log ( nI )−1.0∗F∗U−2.0∗R∗T∗np . log ( 10 . 0 )∗pH−2.0∗dGf H2O ;

m=np . argmin (muValues ) ;

g r id [ i , j ] = m;

#update v a l u e s in array to ensure numbers are c a l c u l a t e d p r o p e r l y

muValues=np . array ( [ 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 ] ) ;

#Create t h e l i n e f o r t h e d o t t e d l i n e s

#These are found from the O2 and H+ s t a b i l i t i e s ∗∗∗

muH=np . z e ro s ( ( pHrange ) ) ;

muH2O=np . z e ro s ( ( pHrange ) ) ;

pHArray=np . z e ro s ( ( pHrange ) ) ;

for i in range (0 , pHrange ) :

pHArray [ i ] =lowpH+i ;

muH[ i ]=−0.059∗pHArray [ i ] ;

muH2O[ i ]=1.23 −0.059∗pHArray [ i ] ;

f i g =p l t . f i g u r e ( )

ax=p l t . subplot (111)

f l a g=np . z e ro s ( ( 1 4 ) ) ;

#For l o o p s to i t e r a t e th rough p l o t t i n g

#Implements i f s t a tmen t s to p l o t g r i d o f p o i n t s

#p l t . p l o t ( ( pH , muH))

for i in range (0 , (n+1)) :

pH=lowpH+i ∗pHcount ;

for j in range ( 0 , ( n+1)) :

U=Ulow+(Ucount∗ j ) ;

i f gr id [ i , j ] == 0 :

i f f l a g [0]==0:

ax . p l o t (pH,U, ’ r . ’ , l a b e l=’$Cuˆ{2+}$ ’ )

f l a g [ 0 ]=1 ;

else :

ax . p l o t (pH,U, ’ r . ’ )

e l i f gr id [ i , j ] == 1 :

i f f l a g [1]==0:
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ax . p l o t (pH,U, ’ y . ’ , l a b e l=’$Cuˆ{1+}$ ’ )

f l a g [ 1 ]=1 ;

else :

ax . p l o t (pH,U, ’ y . ’ )

e l i f gr id [ i , j ] == 2 :

i f f l a g [2]==0:

ax . p l o t (pH,U, c o l o r = ’ l i g h tp i nk ’ , marker = ’ . ’ , l a b e l=’$Cu$ ’ )

f l a g [ 2 ]=1 ;

else :

ax . p l o t (pH,U, c o l o r = ’ l i g h tp i nk ’ , marker = ’ . ’ )

e l i f gr id [ i , j ] == 3 :

i f f l a g [3]==0:

ax . p l o t (pH,U, ’b . ’ , l a b e l=’$CuO$ ’ )

f l a g [ 3 ]=1 ;

else :

ax . p l o t (pH,U, ’b . ’ )

e l i f gr id [ i , j ] == 4 :

i f f l a g [4]==0:

ax . p l o t (pH,U, ’m. ’ , l a b e l=’$Cu 2O$ ’ )

f l a g [ 4 ]=1 ;

else :

ax . p l o t (pH,U, ’m. ’ )

e l i f gr id [ i , j ] == 5 :

i f f l a g [5]==0:

ax . p l o t (pH,U, ’ c . ’ , l a b e l=’$Cu(OH) 4ˆ{2−}$ ’ )

f l a g [ 5 ]=1 ;

else :

ax . p l o t (pH,U, ’ c . ’ )

e l i f gr id [ i , j ] == 6 :

i f f l a g [6]==0:

ax . p l o t (pH,U, ’ k . ’ , l a b e l=’$Cu(OH) 2$ ’ )

f l a g [ 6 ]=1 ;

else :

ax . p l o t (pH,U, ’ k . ’ )

e l i f gr id [ i , j ] == 7 :

i f f l a g [7]==0:

ax . p l o t (pH,U, c o l o r = ’ goldenrod ’ , marker = ’ . ’ , l a b e l=’$Cu(OH) 3ˆ−$ ’ )

f l a g [ 7 ]=1 ;

else :

ax . p l o t (pH,U, c o l o r = ’ goldenrod ’ , marker = ’ . ’ )

e l i f gr id [ i , j ] == 8 :

i f f l a g [8]==0:

ax . p l o t (pH,U, c o l o r = ’ l i g h t g r e en ’ , marker = ’ . ’ , l a b e l=’$CuOHˆ+$ ’ )
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f l a g [ 8 ]=1 ;

else :

ax . p l o t (pH,U, c o l o r = ’ l i g h t g r e en ’ , marker = ’ . ’ )

e l i f gr id [ i , j ] == 9 :

i f f l a g [9]==0:

ax . p l o t (pH,U, c o l o r = ’ azure ’ , marker = ’ . ’ , l a b e l=’$CuOH$ ’ )

f l a g [ 9 ]=1 ;

else :

ax . p l o t (pH,U, c o l o r = ’ azure ’ , marker = ’ . ’ )

e l i f gr id [ i , j ] == 10 :

i f f l a g [10]==0:

ax . p l o t (pH,U, c o l o r = ’ l i g h t b l u e ’ , marker = ’ . ’ , l a b e l=’ $Cu 2 (OH) 2ˆ{2+}$ ’ )

f l a g [ 10 ]=1 ;

else :

ax . p l o t (pH,U, c o l o r = ’ l i g h t b l u e ’ , marker = ’ . ’ )

e l i f gr id [ i , j ] == 11 :

i f f l a g [11]==0:

ax . p l o t (pH,U, c o l o r = ’maroon ’ , marker = ’ . ’ , l a b e l=’ $Cu 3 (OH) 4ˆ{2+}$ ’ )

f l a g [ 11 ]=1 ;

else :

ax . p l o t (pH,U, c o l o r = ’maroon ’ , marker = ’ . ’ )

e l i f gr id [ i , j ] == 12 :

i f f l a g [12]==0:

ax . p l o t (pH,U, c o l o r = ’maroon ’ , marker = ’ . ’ , l a b e l=’$Cu(OH) {2( s )}$ ’ )

f l a g [ 12 ]=1 ;

else :

ax . p l o t (pH,U, c o l o r = ’maroon ’ , marker = ’ . ’ )

else :

i f f l a g [13]==0:

ax . p l o t (pH,U, c o l o r = ’ l emonch i f fon ’ , marker = ’ . ’ , l a b e l=’$Cu(OH) {2}ˆ−$ ’ )

f l a g [ 13 ]=1 ;

else :

ax . p l o t (pH,U, c o l o r = ’ l emonch i f fon ’ , marker = ’ . ’ )

ax . p l o t ( pHArray [ : ] , muH[ : ] , ’ c ’ , l a b e l=’ $H 2$ ’ , l i n ew idth=3)

ax . p l o t ( pHArray [ : ] , muH2O [ : ] , ’ k ’ , l a b e l=’$H 2O$ ’ , l i n ew idth=3)

p l t . y l ab e l ( ’ E l e c t r i c Potent ia l , E(V) ’ )

p l t . x l ab e l ( ’pH ’ )

p l t . t i t l e ( ’ Copper Pourbaix Diagram , Experimental Data , $\ eta=10ˆ{− ’+str ( eta )+ ’}$ ’ )

chartBox=ax . g e t p o s i t i o n ( )

ax . s e t p o s i t i o n ( [ chartBox . x0 , chartBox . y0 , chartBox . width ∗ . 9 , chartBox . he ight ] )
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ax . legend ( l o c=’ upper cente r ’ , bbox to anchor =(1.45 , 0 . 8 ) , nco l=1)

p l t . show ( )

p l t . s a v e f i g ( ’ PourbaixDiagram CopperOxide . png ’ )

#p l t . l e g end ( ( p l t Cu2 , p l t Cu1 , p l t Cu , plt CuO , pl t Cu2O ) , ( ’ Cu2− ’ , ’Cu1− ’ , ’Cu ’ , ’CuO ’ , ’CuO ’ ) )

def g raph l i n e s ( ) :

###################Plo t Ma t e r i a l s######################

#f i n d out how much d e t a i l you want in your graph : Recommended 30−100

n=400;

pHcount = pHrange/n ; #used to i t e r a t e th rough pH range

Ucount = Urange/n ; #used to i t e r a t e th rough U ( energy ) range

#c r e a t e a g r i d o f z e r o s to graph the chemica l p o t e n t i a l

gr id = np . z e ro s ( ( n+1,n+1))

#Dec lare Constant

m=int ;

#Matrix to s t o r e c a l c u l a t e d mu va l u e s a t each i t e r a t i o n o f t h e l oop .

#popu l a t e w i th sma l l e r v a l u e s t h a t w i l l be c a l c u l a t e d .

muValues=np . array ( [ 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 ] )

#######################Begin Chemical P o t e n t i a l Loop###########################

# f i l l in t h e g r i d . Ca l c u l a t e chemica l p o t e n t i a l

#I t e r a t e over a l l t h e pH and v o l t a g e range f o r t h e d e t a i l s p e c i f i e d .

for i in range (0 , n+1):

#c a l c u l a t e t h e e n e r g i e s f o r each s p e c i e s number

pH=lowpH+i ∗pHcount ;

for j in range (0 , n+1):

U=Ulow+(Ucount∗ j ) ;

#Check c on c en t r a t i o n s o f i on s f o r Cu1+ and Cu2+

#S o l u b i l i t y o f Copper Oxides in Water and Steam

muValues [0 ]=( dGf Cu2+R∗T∗np . log ( nI ))−2∗F∗U; # Cu2 #kJ/mol

muValues [1 ]=( dGf Cu1+R∗T∗np . log ( nI ))−F∗U; # Cu1 #kJ/mol

muValues [ 2 ]=0 . 0 0 ; # Cu #kJ/mol

muValues [3 ]=dGf CuO−2∗R∗T∗np . log ( 10 . 0 )∗pH−2∗F∗U−(dGf Cu+dGf H2O ) ; #CuO #kJ/mol

muValues [4 ]=(dGf Cu2O−2∗R∗T∗np . log ( 10 . 0 )∗pH−2∗F∗U−(2∗dGf Cu+dGf H2O ) ) / 2 ; #Cu2O #kJ/mol

muValues [5 ]=dGf CuOH4 2+R∗T∗np . log ( nI )−2.0∗F∗U−4.0∗R∗T∗np . log ( 10 . 0 )∗pH−4.0∗dGf H2O ;

muValues [6 ]= dGf CuOH2+R∗T∗np . log ( nI )−1.0∗F∗U−2.0∗R∗T∗np . log ( 10 . 0 )∗pH−2.0∗dGf H2O ; #Cu(OH)2 minus

muValues [7 ]= dGf CuOH3+R∗T∗np . log ( nI )−2.0∗F∗U−3.0∗R∗T∗np . log ( 10 . 0 )∗pH−3.0∗dGf H2O ; #Cu(OH)3 minus
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muValues [8 ]= dGf CuOH Plus+R∗T∗np . log ( nI )−2.0∗F∗U−R∗T∗np . log ( 10 . 0 )∗pH−dGf H2O ;#Cu(OH)+

muValues [9 ]= dGf CuOH+R∗T∗np . log ( nI )−1.0∗F∗U−1.0∗R∗T∗np . log ( 10 . 0 )∗pH−dGf H2O ;

muValues [10]= ( dGf Cu2OH2 2plus +R∗T∗np . log ( nI )−4.0∗F∗U−2.0∗R∗T∗np . log ( 10 . 0 )∗pH−2∗dGf H2O )/2 ;

muValues [11]= ( dGf Cu3OH4 2plus +R∗T∗np . log ( nI )−6.0∗F∗U−4.0∗R∗T∗np . log ( 10 . 0 )∗pH−4∗dGf H2O )/3 ;

muValues [12]=dGf CuOH2 s−2.0∗F∗U−2.0∗R∗T∗np . log ( 10 . 0 )∗pH−2.0∗dGf H2O ;

muValues [13]=dGf CuOH2 minus+R∗T∗np . log ( nI )−1.0∗F∗U−2.0∗R∗T∗np . log ( 10 . 0 )∗pH−2.0∗dGf H2O ;

#Find minimum chemica l p o t e n t i a l

m=np . argmin (muValues ) ;

#Assign the c o r r e c t s p e c i e s to t h a t p o i n t on the g r i d

gr id [ i , j ] = m;

#update v a l u e s in array to ensure numbers are c a l c u l a t e d p r o p e r l y

muValues=np . array ( [ 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 ] ) ;

#######################END LOOP################################################

ax=p l t . subplot (111)

axes = p l t . gca ( )

axes . s e t x l im ( [ lowpH , highpH ] )

axes . s e t y l im ( [ Ulow , Uhigh ] )

#l i n e s = np . z e r o s ((2∗n ,2∗n ) )

for i in range (1 , (n−1)) :

pH=lowpH+i ∗pHcount ;

for j in range ( 1 , ( n−1)) :

U=Ulow+(Ucount∗ j ) ;

i f gr id [ i , j ] != gr id [ i −1, j ] :

#l i n e s [2∗n−1, 2∗n]=1

ax . p l o t (pH,U, ’ k . ’ , markers i ze =0.4)

i f gr id [ i , j ] != gr id [ i , j −1] :

#l i n e s [2∗n , 2∗n−1]=1

ax . p l o t (pH,U, ’ k . ’ , markers i ze =0.4)

#######################################################
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#####Plo t H2O and H2 l i n e s##################################

muH=np . z e ro s ( ( pHrange+1)) ;

muH2O=np . z e ro s ( ( pHrange+1)) ;

pHArray=np . z e ro s ( ( pHrange+1)) ;

for i in range (0 , pHrange ) :

pHArray [ i ] =lowpH+i ;

muH[ i ]=−0.059∗pHArray [ i ] ;

muH2O[ i ]=1.23 −0.059∗pHArray [ i ] ;

pHArray [ pHrange ] =lowpH+(pHrange ) ;

muH[ pHrange ]=−0.059∗pHArray [ pHrange ] ;

muH2O[ pHrange ]=1.23 −0.059∗pHArray [ pHrange ] ;

ax . p l o t ( pHArray [ : ] , muH[ : ] , ’ c−− ’ , l a b e l=’ $H 2$ ’ , l i n ew idth=1)

ax . p l o t ( pHArray [ : ] , muH2O [ : ] , ’b−− ’ , l a b e l=’$H 2O$ ’ , l i n ew idth=1)

#########################################################3

p l t . y l ab e l ( ’ E l e c t r i c Potent ia l , E(V) ’ , f o n t s i z e =15)

p l t . x l ab e l ( ’pH ’ , f o n t s i z e =15)

p l t . t i t l e ( ’ Scan Copper , $\ eta=10ˆ{− ’+str ( eta )+ ’}$ ’ , f o n t s i z e =18)

chartBox=ax . g e t p o s i t i o n ( )

ax . s e t p o s i t i o n ( [ chartBox . x0 , chartBox . y0 , chartBox . width ∗1 .1 , chartBox . he ight ∗ 1 . 3 ] )

#ax . l e g end ( l o c =’ upper c en t e r ’ , b b o x t o an cho r =(1.45 , 0 . 8 ) , nco l =1)

p l t . show ( )

g raph l i n e s ( )

print ( ’End o f Sc r i p t ’ )

8.10. Results Chapter 5 Code and Use

All programs given below should be imported into the same folder. Then, Pourbaix diagrams can be

created by running the top file listed ( init .py), and then the second file listed (run.py).

from . generate mesh import generate

from . makeplot import makeplot

from generate mesh import generate

from makeplot import makeplot
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import numpy as np

pH , V , mesh = generate ( conc = 1 .5 e−3, carbon = None , phosphate = 1e−3)

print (mesh )

makeplot (pH , V , mesh , ’ p l o t ’ , exp = True )

import matp lo t l ib . pyplot as p l t

import numpy as np

import pandas as pd

c o l o r d i c t = {

”Pb” : ”#85807b” ,

”Pb++” : ”#db653d” ,

”PbO” : ”#e04a16” ,

”PbO2” : ”#3ec760 ” ,

”Pb3O4” : ”#2a8744” ,

”Pb++++” : ”#c92840” ,

”HPbO2−” : ”#db7d42” ,

”PbO3−−” : ”#bf3939 ” ,

”Hc” : ”#191 c f7 ” ,

”PbCO3” : ”#007BA7” ,

”Pb3(PO4)2 ” : ”#d142f5 ”

}

pHexp = [7 , 7 , 7 , 7 , 7 , 7 , 7 , 7 , 7 , 7 , 7 , 10 , 10 ,

. . . 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 , 10 ]

Vexp = [ −0.62 , −0.62 , −0.16 , −0.12 , 0 . 06 , 0 . 48 , 0 . 58 , 0 . 67 , 0 . 74 , 1 . 08 , 1 . 08 , −0.8 , −0.42 ,

. . . −0.28 , −0.26 , −0.03 , 0 . 02 , 0 . 24 , 0 . 34 , 0 . 46 , 0 . 75 , 0 . 75 , 0 . 84 , 0 . 94 , 0 . 94 , 1 . 2 4 ]

def makeplot (pH , V , mesh , t i t l e , exp = False ) :

print ( ”making p lo t ” )

#i d e n t i f y unique s p e c i e s , turn g r i d i n t o numbers and make colormap

nmesh = np . empty (np . shape (mesh ) , dtype=f loat )

pre sent = pd . unique (mesh . f l a t t e n ( ) )

print ( ” Spec i e s Present : ” , pre sent )

c o l o r s = [ ]

for i in range ( len ( pre sent ) ) :

nmesh [ mesh == present [ i ] ] = i

c o l o r s . append ( c o l o r d i c t [ p re sent [ i ] ] )

print (nmesh )

print ( c o l o r s )
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l e v e l s = np . arange ( len ( pre sent )+1)

l e v e l s = l e v e l s − . 5

print ( l e v e l s )

f i g , ax = p l t . subp lo t s ( )

# f i l l r e g i o n s

CS = ax . contour f (pH , V , nmesh , l e v e l s , c o l o r s = c o l o r s )

ax . contour (pH , V , nmesh , c o l o r s= ’k ’ , l i n ew id th s =0.25 , a n t i a l i a s e d=True )

#expe r imen t a l da ta

i f exp :

for i in l i s t ( range ( 3 ) ) + l i s t ( range ( 1 1 , 1 2 ) ) :

p l t . p l o t (pHexp [ i ] , Vexp [ i ] , ’ o ’ , c o l o r = ’k ’ )

for i in l i s t ( range (3 ,11))+ l i s t ( range ( 1 3 , 2 6 ) ) :

p l t . p l o t (pHexp [ i ] , Vexp [ i ] , ’ ˆ ’ , c o l o r = ’ red ’ , markeredgewidth=0.5 , markeredgeco lor=’k ’ )

#water s t a b i l i t y l i n e s

a = 1.299 −0.0592∗pH [ 0 ]

b = −0.059∗pH [ 0 ]

p l t . p l o t (pH [ 0 ] , a , ’−− ’ , c o l o r=’b ’ )

p l t . p l o t (pH [ 0 ] , b , ’−− ’ , c o l o r=’b ’ )

p l t . t ext ( 0 , 1 . 1 , ’Water Oxidation ’ , f o n t s i z e =11, r o t a t i on=−7, c o l o r=’b ’ )

p l t . t ext (0 , −0.2 , ’Water Reduction ’ , f o n t s i z e =11, r o t a t i on=−7, c o l o r=’b ’ )

#axes

p l t . x t i c k s (np . arange ( −2 ,17 ,2))

p l t . y t i c k s (np . arange ( −2 ,4 .5 ,1))

p l t . x l ab e l ( ’pH ’ )

p l t . y l ab e l ( ’ $\mathrm{V {SHE}}$ ’ )

p l t . s a v e f i g ( t i t l e , dpi = 300)

import numpy as np

import math

#con s t an t s

R=.008314 #kJ/mol−K

T=298.15 #K

F=96.485 #kJ/V−g

#Gibbs Free Energy from PBEsol , kJ/mol

GPb = 0
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GPbO = −182.179911180077

GPbO2 = −225.05892068112

GPb2O3 = −409.660823950954

GPb3O4 = −606.321927722997

PbCO3 = −636.8927823795264

hc = −1680.6559541150234

pbphos = −2265.1179660491134

#expe r imen t a l Gibbs Free Energy v a l u e s f o r ions , kJ/mol

GPb4 = 302.50074

GPb2 = −23.9743

GHPbO2 = −338.904

GPbO3 = −277.56656

GPbO4 = −282.08946

GPbH2 = 290.788

OH = −157.33514

CO3 = −527.97896

H2CO3 = −623.2068

HCO3 = −586.93152

#s e t up pH range ( c on s i d e r do ing t h i s in inpu t )

pHstart = −2

pHend = 16

dpH = 0.045

pHvec = np . arange ( pHstart , pHend , dpH)

#s e t up p o t e n t i a l range ( c on s i d e r do ing t h i s in i npu t )

Vstart = 4

Vend = −2

dV = −0.045

Vvec = np . arange ( Vstart , Vend , dV)

#s e t up g r i d

pH , V = np . meshgrid (pHvec , Vvec )

Z = np . empty (np . shape (pH ) , dtype = object )

def generate ( conc = 1 .5 e−8, carbon = False , phosphate = False ) :

print ( ” c a l c u l a t i n g s t ab l e s p e c i e s ” )

print ( ”Pb concent ra t i on : ” , conc )

i = 0

j = 0

for pH in pHvec :

i = 0
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for V in Vvec :

lowpot = 10000000

s t ab l e = ”check”

ue = −F ∗ V

uH = −R∗T∗math . l og (10)∗pH

uPb = GPb

uH2O = −237.18

#Pb

lowpot = uPb

s t ab l e = ”Pb”

#Pb2+

pot = GPb2 + R∗T∗math . l og ( conc )

urxn = pot + 2∗ue − uPb

#pr i n t (”Pb2+: ” , urxn )

#pb2p l u s [ j ] == urxn

i f ( urxn <= lowpot ) :

lowpot = urxn

s t ab l e = ”Pb++”

#PbO

urxn = GPbO + 2∗ue + 2∗uH − uPb − uH2O

#pr i n t (”PbO : ” , urxn )

i f ( urxn <= lowpot ) :

lowpot = urxn

s t ab l e = ”PbO”

#PbO2

urxn = GPbO2 + 4∗ue + 4∗uH − uPb − 2∗uH2O

i f ( urxn <= lowpot ) :

lowpot = urxn

s t ab l e = ”PbO2”

#Pb3O4

urxn = (GPb3O4 + 8∗ue + 8∗uH − 3∗uPb −4∗uH2O)/3

i f ( urxn <= lowpot ) :

lowpot = urxn

s t ab l e = ”Pb3O4”

#Pb4+

pot = GPb4 + R∗T∗math . l og ( conc )

urxn = pot + 4∗ue − uPb
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i f ( urxn <= lowpot ) :

lowpot = urxn

s t ab l e = ”Pb++++”

#HPbO2

pot = GHPbO2 + R∗T∗math . l og ( conc )

urxn = pot + 3∗uH + 2∗ue − 2∗uH2O − uPb

#pr i n t (”HPbO2 : ” , urxn )

i f ( urxn <= lowpot ) :

lowpot = urxn

s t ab l e = ”HPbO2−”

#PbO3−−

pot = GPbO3 + R∗T∗math . l og ( conc )

urxn = pot + 6∗uH + 4∗ue − 3∗uH2O − uPb

#pr i n t (”PbO3 : ” , urxn )

i f ( urxn <= lowpot ) :

lowpot = urxn

s t ab l e = ”PbO3−−”

i f ( carbon ) :

#Hc

urxn = ( hc + 2∗uH + 6∗ue − 2∗uH2O − 2∗(CO3 + R∗T∗math . l og ( carbon ) ) ) /3

#pr i n t ( urxn )

i f ( urxn <= lowpot ) :

lowpot = urxn

s t ab l e = ”Hc”

#PbCO3

border1 = 6.35

border2 = 10.33

i f pH < border1 :

urxn = PbCO3 + 2∗ue + 2∗uH − (H2CO3 + R∗T∗math . l og ( carbon ) )

e l i f pH < border2 :

urxn = PbCO3 + 2∗ue + uH − (HCO3 + R∗T∗math . l og ( carbon ) )

else :

urxn = PbCO3 + 2∗ue − (CO3 + R∗T∗math . l og ( carbon ) )

#pr i n t (”PbCO3 : ” , urxn )

i f ( urxn <= lowpot ) :

lowpot = urxn

s t ab l e = ”PbCO3”
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i f ( phosphate ) :

#or tho

h3po4 = −1147.2 + R∗T∗math . l og ( phosphate )

h2po4 = −1135.119 + R∗T∗math . l og ( phosphate )

hpo4 = −1094.116 + R∗T∗math . l og ( phosphate )

po4 = −1025.498 + R∗T∗math . l og ( phosphate )

border1 = 2.03

border2 = 7.19

border3 = 12.03

i f (pH<border1 ) :

urxn = ( pbphos + 6∗uH + 6∗ue − 2∗h3po4 )/3

e l i f (pH<border2 ) :

urxn = ( pbphos + 4∗uH + 6∗ue − 2∗h2po4 )/3

e l i f (pH<border3 ) :

urxn = ( pbphos + 2∗uH + 6∗ue − 2∗hpo4 )/3

else :

urxn = ( pbphos + 6∗ue − 2∗po4 )/3

i f ( urxn <= lowpot ) :

lowpot = urxn

s t ab l e = ”Pb3(PO4)2 ”

Z [ i , j ] = s t ab l e

i+=1

j+=1

return pH , V , Z

# −∗− cod ing : u t f −8 −∗−

”””

Created on Wed Ju l 22 11 : 45 : 30 2020

@author : a l e x

”””

import matp lo t l ib . pyplot as p l t

x = [ 0 , 0 .33333 , 0 . 43 , 0 . 5 , 1 ]

PBESolnospin = [0 , −1.198046802365 , −1.28165956625446 , −1.2980779290629 ,0]

PBESolspin = [0 , −0.781454585698333 , −0.902264773397317 , −0.9488537040629 ,0]
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PBE = [0 , −0.689102119031667 , −0.861826944825888 , −0.9212704790629 ,0]

LDA = [0 , −1.059241252365 , −1.12240284482589 , −1.1483685790629 ,0]

Exp = [0 , −0.75106433333 , −0.890143 , −0.9737235 , 0 ]

MP = [0 , −1.31 , −1.456 , −1.477 , 0 ]

SCAN = [0 , −0.773937335698331 , −0.915539451968747 , −0.978315204062902 ,0]

HSE = [0 , −0.704489645698334 , −0.855641074825888 , −0.9231525615629 , 0 ]

# pr i n t ( ’ d i f f e r e n c e btwn PBESolspin and Exp ’ )

# p r i n t (”PbO2 ” , ( PBESolspin [1]−Exp [ 1 ] ) , ”eV” , ( PBESolspin [1]−Exp [ 1 ] ) / Exp [ 1 ]∗100 , ”%”)

# p r i n t (”Pb3O4” , ( PBESolspin [2]−Exp [ 2 ] ) , ”eV” , ( PBESolspin [2]−Exp [ 2 ] ) / Exp [ 2 ]∗100 , ”%”)

# p r i n t (”PbO ” , ( PBESolspin [3]−Exp [ 3 ] ) , ” eV” , ( PBESolspin [3]−Exp [ 3 ] ) / Exp [ 3 ]∗100 , ”%”)

f i g , ax = p l t . subp lo t s ( )

ax . p l o t (x , SCAN, l a b e l=’SCAN, SOC ’ , marker = ”D” , c o l o r=’ darkorange ’ )

ax . p l o t (x , PBE, l a b e l = ’PBE, SOC ’ , marker = ”o” )

ax . p l o t (x , HSE, l a b e l = ’HSE, no SOC ’ , marker = ”ˆ” , c o l o r=’ purple ’ )

ax . p l o t (x , PBESolspin , l a b e l = ’PBEsol , SOC ’ , marker = ”>” , c o l o r=’ l imegreen ’ )

for i in range ( 5 ) :

ax . p l o t ( x [ i ] , Exp [ i ] , ’ x ’ , c o l o r=’k ’ , markers i ze=10)

ax . p l o t (x , LDA, l a b e l = ’LDA, SOC ’ , marker = ”<” , c o l o r=’ r ’ )

ax . p l o t (x , PBESolnospin , l a b e l = ’PBEsol , no SOC ’ , marker = ” s ” , l i n e s t y l e=’ dashed ’ , c o l o r=’ darkgreen ’ )

#ax . p l o t ( x , MP, l a b e l = ”Ma t e r i a l s P ro j e c t ” , marker = ” . ” )

ax . legend ( )

ax . set ( xlim=(0 , 1) , ylim=(−1.5 , 0 ) )

p l t . x l ab e l ( ’ Pb$ {1−x}$O$ {x}$ Composition ’ , f o n t s i z e =13)

p l t . y l ab e l ( ’eV atom$ˆ{−1}$ ’ , f o n t s i z e =13)

p l t . s a v e f i g ( ’ Energ ie s ’ , dpi=300)
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8.11. Results Chapter 6 Code and Use

Code given below is to create Bi-Cu-Se Diagrams. For brevity please find programs for other targeted

bismuth oxychalcogenide systems in Github repositories (see Section 3.3).

#!/ usr / b in / env python3

# −∗− cod ing : u t f −8 −∗−

”””

Created on Mon Ju l 23 13 : 17 : 41 2018

@author : l a u r e nwa l t e r s

”””

import numpy as np

import matp lo t l ib . pyplot as p l t

import random

#For sa v i n g / impor t ing data

from numpy import asarray

from numpy import save

from numpy import load

#Created by Lauren Walters , 2018−2020

#Con t r i b u t i on s by Liang Feng Huang

#For r e a c t i o n s in aqueous c on d i t i o n s

#f i n d out how much d e t a i l you want in your graph

#n=inpu t (” Enter t h e mesh g r i d d e t a i l you want , s u g g e s t e d (30−140): ”)

n=30;

#Constants

R=8.31447; #kJ /(mol∗K)

T=298.15; #K

F= 9.648533∗10∗∗4 ; #kJ /(V∗mol )

P=1; #bar , 10ˆ5∗Pa

eta=6

nI=10∗∗−eta ; #Ac t i v i t y Concen t ra t ion

#Array showing t h e compos i t i on o f Cu : Bi : Se

composit ion=np . array ( [ 1 , 1 , 1 ] )

#pH Range and Cons tants

lowpH = −2;

highpH = 16 ;

pHrange = int ;

pHrange = highpH−lowpH ;
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pHcount = pHrange/n ; #used to i t e r a t e th rough pH range

#App l i ed P o t e n t i a l Range and Cons tants

Ulow = −1.5; #V

Uhigh = 1 . 5 ; #V

Urange = Uhigh−Ulow ; #V

Ucount = Urange/n ; #used to i t e r a t e th rough U ( energy ) range

###############################################################################

######################## DFT CALCULATIONS #####################################

###############################################################################

#E l e c t r o n i c Energ i e s in eV/ f . u .

#PBEsol w i th SOC

Ee Bi= −5.114928333;

Ee Bi2O3= −31.163316;

Ee Bi2O5= −40.1344765;

Ee Bi2O4=−36.7221975;

Ee Bi4O7=−68.40888;

#PBEsol

Ee Cu=−4.3152965;

Ee CuO=−10.7488868

Ee Cu2O=−14.99698;

Ee CuOH2 s=−25.1916025;

#PBEsol

Ee H2=−6.5141508

Ee Se=−3.82509;

Ee O2=−10.281123

###############################################################################

########### MULTICOMPONENT SPECIES ############################################

#Ca l c u l a t e d w i th PBEsol

Ee CuSe=−8.423751;

Ee CuSe2=−12.4053445;

Ee Cu3Se2=−21.3757505;

Ee CuSeO3=−27.14741;

Ee CuSeO4=−32.428945;

Ee CuSe2O5=−43.830852;

Ee Cu2OSeO3= −37.8371125;

Ee BiCu=−9.31218;

Ee CuBiO2 2=−42.245475;

Ee Bi3Se4=−32.7784733;

Ee Bi4Se3=−33.8044333;
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Ee Bi2Se2=−19.06480267;

Ee BiSe2=−13.56499625;

Ee Bi2Se3=−23.401805;

Ee Bi2SeO2=−29.049585;

Ee Bi2SeO5=−48.87748;

Ee Bi2SeO3 3=−82.53894;

Ee BiCuSeO=−20.997467;

Ee CuBiSe2=−18.03100075;

Ee Cu6BiSe6=−56.2063125;

Ee CuBi2SeO3 4=−108.6834

###############################################################################

###### Vi b r a t i o n a l Energy #####################################################

###############################################################################

#EVib ra t i ona l Energ i e s in eV/ f . u .

#From PBEsol Phonon Ca l c u l a t i o n s

Fvib O2=−0.272;

F rot t rans O2 =0.099;

Ftot O2=Fvib O2+F rot t rans O2 ;

F H = . 2 0 2 ;

Fvib Se=−0.045190058131115

Fvib CuO=0.062498987735

Fvib Cu2O=0.00507624852

Fvib Cu=−0.007167374680

Fvib CuOH2 s=0.66653026525

Fvib Bi=−0.0761976993239

Fvib Bi2O3=−0.057653546889

Fvib Bi2O5=0.14677315404

Fvib Bi2O4=0.12231438709

Fvib Bi4O7=0.08741679245

Fvib CuSe=−0.05134468202

Fvib CuSe2=−0.08927955844

Fvib Cu3Se2=−0.1237964858

Fvib CuSeO3=0.163533442904

Fvib CuSeO4=0.23234661816

Fvib CuSe2O5=0.26947710925

Fvib Cu2OSeO3=0.18689283016

Fvib BiCu=−0.11006963132
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Fvib CuBiO2 2=0.09853363658

Fvib Bi3Se4=−0.417899867987

Fvib Bi4Se3=−0.43313969435

Fvib Bi2Se2=−0.2343788142756

Fvib BiSe2=−0.1523250019192

Fvib Bi2Se3=−0.25487956184

Fvib Bi2SeO2=−0.05124595680

Fvib Bi2SeO5=0.12343256096

Fvib Bi2SeO3 3=0.2336827957

Fvib BiCuSeO=−0.087566901314

Fvib CuBiSe2=−0.18058569383

Fvib Cu6BiSe6=−0.4334411850770

Fvib CuBi2SeO3 4=0.45729680915

###############################################################################

### Compounds−Ca l c u l a t e t h e format ion e n e r g i e s ############################

###############################################################################

#Free Energ i e s o f Formation in eV/ f . u .

dGf CuSe=(Ee CuSe+Fvib CuSe ) −(Ee Cu+Fvib Cu)−(Ee Se+Fvib Se ) ;

dGf CuSe2=(Ee CuSe2+Fvib CuSe2 ) −(Ee Cu+Fvib Cu)−2∗(Ee Se+Fvib Se ) ;

dGf Cu3Se2=(Ee Cu3Se2+Fvib Cu3Se2 ) −3∗(Ee Cu+Fvib Cu)−2∗(Ee Se+Fvib Se ) ;

dGf CuSeO3=(Ee CuSeO3+Fvib CuSeO3 ) −(Ee Cu+Fvib Cu)−(Ee Se+Fvib Se ) −1.5∗((Ee O2)−Ftot O2 ) ;

dGf CuSeO4=(Ee CuSeO4+Fvib CuSeO4 ) −(Ee Cu+Fvib Cu)−(Ee Se+Fvib Se ) −2.0∗((Ee O2)−Ftot O2 ) ;

dGf CuSe2O5=(Ee CuSe2O5+Fvib CuSe2O5 ) −(Ee Cu+Fvib Cu)−2∗(Ee Se+Fvib Se ) −2.5∗((Ee O2)−Ftot O2 ) ;

dGf Cu2OSeO3=(Ee Cu2OSeO3+Fvib Cu2OSeO3)−2∗(Ee Cu+Fvib Cu)−(Ee Se+Fvib Se ) −2.0∗((Ee O2)−Ftot O2 ) ;

dGf BiCu=(Ee BiCu+Fvib BiCu ) −(Ee Cu+Fvib Cu)−(Ee Bi+Fvib Bi ) ;

dGf CuBiO2 2=(Ee CuBiO2 2+Fvib CuBiO2 2 ) −(Ee Cu+Fvib Cu)−2∗(Ee Bi+Fvib Bi ) −2.0∗((Ee O2)−Ftot O2 ) ;

dGf Bi3Se4=(Ee Bi3Se4+Fvib Bi3Se4 ) −4∗(Ee Se+Fvib Se )−3∗(Ee Bi+Fvib Bi ) ;

dGf Bi4Se3=(Ee Bi4Se3+Fvib Bi4Se3 ) −3∗(Ee Se+Fvib Se )−4∗(Ee Bi+Fvib Bi ) ;

dGf Bi2Se2=(Ee Bi2Se2+Fvib Bi2Se2 ) −2∗(Ee Se+Fvib Se )−2∗(Ee Bi+Fvib Bi ) ;

dGf BiSe2=(Ee BiSe2+Fvib BiSe2 ) −2∗(Ee Se+Fvib Se )−(Ee Bi+Fvib Bi ) ;

dGf Bi2Se3=(Ee Bi2Se3+Fvib Bi2Se3 ) −3∗(Ee Se+Fvib Se )−2∗(Ee Bi+Fvib Bi ) ;

dGf Bi2SeO2=(Ee Bi2SeO2+Fvib Bi2SeO2 ) −(Ee Se+Fvib Se )−2∗(Ee Bi+Fvib Bi ) −1.0∗((Ee O2)−Ftot O2 ) ;

dGf Bi2SeO5=(Ee Bi2SeO5+Fvib Bi2SeO5 ) −(Ee Se+Fvib Se )−2∗(Ee Bi+Fvib Bi ) −2.5∗((Ee O2)−Ftot O2 ) ;

dGf Bi2SeO3 3=(Ee Bi2SeO3 3+Fvib Bi2SeO3 3 ) −3∗(Ee Se+Fvib Se )−2∗(Ee Bi+Fvib Bi ) −4.5∗((Ee O2)−Ftot O2 ) ;

dGf BiCuSeO=(Ee BiCuSeO+Fvib BiCuSeO ) −(Ee Cu+Fvib Cu)−(Ee Bi+Fvib Bi )−(Ee Se+Fvib Se)−

. . . 0 . 5∗ ( ( Ee O2)−Ftot O2 ) ;

dGf CuBiSe2=(Ee CuBiSe2+Fvib CuBiSe2 ) −(Ee Cu+Fvib Cu)−(Ee Bi+Fvib Bi )−2∗(Ee Se+Fvib Se ) ;

dGf Cu6BiSe6=(Ee Cu6BiSe6+Fvib Cu6BiSe6 ) −6∗(Ee Cu+Fvib Cu)−(Ee Bi+Fvib Bi )−6∗(Ee Se+Fvib Se ) ;
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dGf CuBi2SeO3 4=(Ee CuBi2SeO3 4+Fvib CuBi2SeO3 4)−(Ee Cu+Fvib Cu)−2∗(Ee Bi+Fvib Bi )−4∗(Ee Se+Fvib Se)−

. . . 6∗ ( ( Ee O2)−Ftot O2 ) ;

dGf CuO= (Ee CuO+Fvib CuO) −(Ee Cu+Fvib Cu ) − 0 . 5∗ ( Ee O2+Ftot O2 ) ;

dGf Cu2O=(Ee Cu2O+Fvib Cu2O) −2.0∗(Ee Cu+Fvib Cu ) − 0 . 5∗ ( Ee O2+Ftot O2 ) ;

dGf CuOH2 s= (Ee CuOH2 s+Fvib CuOH2 s ) −(Ee Cu+Fvib Cu)−(Ee O2+Ftot O2)−(Ee H2+F H ) ;

dGf Bi2O3= (( Ee Bi2O3)+Fvib Bi2O3 ) −2.0∗( Ee Bi+Fvib Bi ) −1.5∗(Ee O2−Ftot O2 ) ;

dGf Bi2O5= (( Ee Bi2O5)+Fvib Bi2O5 ) −2.0∗( Ee Bi+Fvib Bi ) −2.5∗(Ee O2−Ftot O2 ) ;

dGf Bi2O4= (( Ee Bi2O4)+Fvib Bi2O4 ) −2.0∗( Ee Bi+Fvib Bi ) −2.0∗(Ee O2−Ftot O2 ) ;

dGf Bi4O7= (( Ee Bi4O7)+Fvib Bi4O7 ) −4.0∗( Ee Bi+Fvib Bi ) −3.5∗(Ee O2−Ftot O2 ) ;

#Set t h e r e f e r e n c e v a l u e s

dGf Cu=0.0;

dGf Bi =0.0;

dGf Se =0.0;

###############################################################################

###############################################################################

###############################################################################

###############################################################################

############## Aqueous Ion Free Energ i e s o f Formation #########################

#Free Energ i e s o f Formation in eV/ f . u .

##Elementa l Bismuth Spe c i e s

dGf Bi 3Plus= 0.6430898

dGf BiOH 2Plus= −1.6968378

dGf BiO Plus= −1.4977965

##Elementa l Copper Sp e c i e s

dGf Cu1= 0.506502

dGf Cu2= 0.674092

dGf CuOH2 minus= −3.4518209

dGf CuOH3= −5.1197432

dGf CuOH Plus= −1.3127387

dGf CuOH4 2=−6.814302

dGf CuOH2= −3.2666113

dGf CuOH = −1.2677578

dGf Cu2OH2 2plus=−2.942417

dGf Cu3OH4 2plus=−6.567839

#Elementa l Se lenium Spe c i e s

dGf H2Se= 0.7978997

dGf HSe Minus=1.01906



8.11. RESULTS CHAPTER 6 CODE AND USE 237

dGf Se 2Minus= 1.8473

dGf H2SeO3=−4.4144669

dGf HSeO3 Minus= −4.26269

dGf SeO3 2Minus=−3.8737164

dGf H2SeO4=−4.571445

dGf HSeO4 Minus=−4.692

dGf SeO4 2Minus=−4.5757814

dGf H2O=−2.458;

###############################################################################

###############################################################################

###############################################################################

###############################################################################

############# CONVERT from eV to kJ/mol ####################################

###############################################################################

dGf Cu= dGf Cu∗F;

dGf CuO= dGf CuO∗F;

dGf Cu2O= dGf Cu2O∗F;

dGf Cu1= dGf Cu1∗F;

dGf Cu2= dGf Cu2∗F;

dGf CuOH4 2= dGf CuOH4 2∗F;

dGf CuOH2 minus= dGf CuOH2 minus∗F;

dGf CuOH3= dGf CuOH3∗F;

dGf CuOH Plus= dGf CuOH Plus∗F;

dGf CuOH2= dGf CuOH2∗F;

dGf CuOH = dGf CuOH∗F;

dGf Cu2OH2 2plus=dGf Cu2OH2 2plus∗F;

dGf Cu3OH4 2plus=dGf Cu3OH4 2plus∗F;

dGf CuOH2 s=dGf CuOH2 s∗F

dGf Bi= dGf Bi∗F;

dGf Bi2O3= dGf Bi2O3∗F;

dGf Bi2O5= dGf Bi2O5∗F;

dGf Bi2O4=dGf Bi2O4∗F;

dGf Bi4O7=dGf Bi4O7∗F;

dGf Bi 3Plus= dGf Bi 3Plus ∗F;

dGf BiOH 2Plus= dGf BiOH 2Plus∗F;

dGf BiO Plus= dGf BiO Plus∗F;

dGf Se= dGf Se∗F;

dGf H2Se= dGf H2Se∗F;
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dGf HSe Minus=dGf HSe Minus∗F;

dGf Se 2Minus= dGf Se 2Minus∗F;

dGf H2SeO3= dGf H2SeO3∗F;

dGf HSeO3 Minus= dGf HSeO3 Minus∗F;

dGf SeO3 2Minus= dGf SeO3 2Minus∗F;

dGf H2SeO4= dGf H2SeO4∗F;

dGf HSeO4 Minus= dGf HSeO4 Minus∗F;

dGf SeO4 2Minus= dGf SeO4 2Minus∗F;

dGf CuSe=dGf CuSe∗F;

dGf CuSe2=dGf CuSe2∗F;

dGf Cu3Se2=dGf Cu3Se2∗F;

dGf CuSeO3=dGf CuSeO3∗F;

dGf CuSeO4=dGf CuSeO4∗F;

dGf CuSe2O5=dGf CuSe2O5∗F;

dGf Cu2OSeO3=dGf Cu2OSeO3∗F;

dGf BiCu=dGf BiCu∗F;

dGf CuBiO2 2=dGf CuBiO2 2∗F;

dGf Bi3Se4=dGf Bi3Se4∗F;

dGf Bi4Se3=dGf Bi4Se3∗F;

dGf Bi2Se2=dGf Bi2Se2∗F;

dGf BiSe2=dGf BiSe2∗F;

dGf Bi2Se3=dGf Bi2Se3∗F;

dGf Bi2SeO2=dGf Bi2SeO2∗F;

dGf Bi2SeO5=dGf Bi2SeO5∗F;

dGf Bi2SeO3 3=dGf Bi2SeO3 3∗F;

dGf BiCuSeO=dGf BiCuSeO∗F;

dGf CuBiSe2=dGf CuBiSe2∗F;

dGf Cu6BiSe6=dGf Cu6BiSe6∗F;

dGf CuBi2SeO3 4=dGf CuBi2SeO3 4∗F;

dGf H2O= dGf H2O∗F;

###############################################################################

###############################################################################

###############################################################################

###############################################################################

############### Popu la t e t h e s p e c i e s matr ix ################################

###############################################################################

s p e c i e s=np . z e ro s ( ( 5 2 , 8 ) )
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######## Formation Energ i e s ###################################################

s p e c i e s [ 0 , 0 ]=0 . 0 0 ;

s p e c i e s [1 ,0 ]=dGf CuO

sp e c i e s [2 ,0 ]=dGf Cu2O

sp e c i e s [3 ,0 ]= dGf Cu1

sp e c i e s [4 ,0 ]= dGf Cu2

sp e c i e s [5 ,0 ]=dGf CuOH4 2

sp e c i e s [6 ,0 ]= dGf CuOH2 minus

s p e c i e s [7 ,0 ]=dGf CuOH3

sp e c i e s [8 ,0 ]= dGf CuOH Plus

s p e c i e s [9 ,0 ]=dGf CuOH2

sp e c i e s [10 ,0 ]=dGf CuOH

sp e c i e s [11 ,0 ]= dGf Cu2OH2 2plus

s p e c i e s [12 ,0 ]= dGf Cu3OH4 2plus

s p e c i e s [13 ,0 ]= dGf Bi

s p e c i e s [14 ,0 ]= dGf Bi2O3

sp e c i e s [15 ,0 ]= dGf Bi2O5

sp e c i e s [16 ,0 ]= dGf Bi2O4

sp e c i e s [17 ,0 ]= dGf Bi4O7

sp e c i e s [18 ,0 ]= dGf Bi 3Plus

s p e c i e s [19 ,0 ]= dGf BiOH 2Plus

s p e c i e s [20 ,0 ]= dGf BiO Plus

s p e c i e s [21 ,0 ]= dGf Se

s p e c i e s [22 ,0 ]= dGf H2Se

s p e c i e s [23 ,0 ]= dGf HSe Minus

s p e c i e s [24 ,0 ]= dGf Se 2Minus

s p e c i e s [25 ,0 ]=dGf H2SeO3

sp e c i e s [26 ,0 ]= dGf HSeO3 Minus

s p e c i e s [27 ,0 ]= dGf SeO3 2Minus

s p e c i e s [28 ,0 ]=dGf H2SeO4

sp e c i e s [29 ,0 ]= dGf HSeO4 Minus

s p e c i e s [30 ,0 ]= dGf SeO4 2Minus

s p e c i e s [31 ,0 ]= dGf CuSe

s p e c i e s [32 ,0 ]= dGf CuSe2

s p e c i e s [33 ,0 ]= dGf Cu3Se2

s p e c i e s [34 ,0 ]=dGf CuSeO3

sp e c i e s [35 ,0 ]=dGf CuSeO4

sp e c i e s [36 ,0 ]=dGf CuSe2O5

sp e c i e s [37 ,0 ]=dGf Cu2OSeO3
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s p e c i e s [38 ,0 ]= dGf BiCuSeO

sp e c i e s [39 ,0 ]= dGf CuBiSe2

s p e c i e s [40 ,0 ]= dGf Cu6BiSe6

s p e c i e s [41 ,0 ]= dGf CuBi2SeO3 4

sp e c i e s [42 ,0 ]= dGf BiCu

sp e c i e s [43 ,0 ]= dGf CuBiO2 2

sp e c i e s [44 ,0 ]= dGf Bi3Se4

s p e c i e s [45 ,0 ]= dGf Bi4Se3

s p e c i e s [46 ,0 ]= dGf Bi2Se2

s p e c i e s [47 ,0 ]= dGf BiSe2

s p e c i e s [48 ,0 ]= dGf Bi2Se3

s p e c i e s [49 ,0 ]= dGf Bi2SeO2

sp e c i e s [50 ,0 ]= dGf Bi2SeO5

sp e c i e s [51 ,0 ]= dGf Bi2SeO3 3

######## Ele c t r on Count #######################################################

#Cu

s p e c i e s [ 0 , 1 ]=0 . 0 0 ;

s p e c i e s [1 ,1 ]=2

sp e c i e s [2 ,1 ]=2

sp e c i e s [3 ,1 ]=1

sp e c i e s [4 ,1 ]=2

sp e c i e s [5 ,1 ]=2

sp e c i e s [6 ,1 ]=1

sp e c i e s [7 ,1 ]=2

sp e c i e s [8 ,1 ]=2

sp e c i e s [9 ,1 ]=2

sp e c i e s [10 ,1 ]=1

sp e c i e s [11 ,1 ]=4

sp e c i e s [12 ,1 ]=6

#Bi

s p e c i e s [13 ,1 ]=0

sp e c i e s [14 ,1 ]=6

sp e c i e s [15 ,1 ]=10

s p e c i e s [16 ,1 ]=8

sp e c i e s [17 ,1 ]=14

s p e c i e s [18 ,1 ]=3

sp e c i e s [19 ,1 ]=3

sp e c i e s [20 ,1 ]=3

#Selenium



8.11. RESULTS CHAPTER 6 CODE AND USE 241

s p e c i e s [21 ,1 ]=0

sp e c i e s [22 ,1]=−2

s p e c i e s [23 ,1]=−2

s p e c i e s [24 ,1]=−2

s p e c i e s [25 ,1 ]=4

sp e c i e s [26 ,1 ]=4

sp e c i e s [27 ,1 ]=4

sp e c i e s [28 ,1 ]=6

sp e c i e s [29 ,1 ]=6

sp e c i e s [30 ,1 ]=6

#CuSeBiO

s p e c i e s [31 ,1 ]=0

sp e c i e s [32 ,1 ]=0

sp e c i e s [33 ,1 ]=0

sp e c i e s [34 ,1 ]=6

sp e c i e s [35 ,1 ]=8

sp e c i e s [36 ,1 ]=10

s p e c i e s [37 ,1 ]=8

sp e c i e s [38 ,1 ]=2

sp e c i e s [39 ,1 ]=0

sp e c i e s [40 ,1 ]=0

sp e c i e s [41 ,1 ]=24

s p e c i e s [42 ,1 ]=0

sp e c i e s [43 ,1 ]=8

#BiSeO

s p e c i e s [44 ,1 ]=0

sp e c i e s [45 ,1 ]=0

sp e c i e s [46 ,1 ]=0

sp e c i e s [47 ,1 ]=0

sp e c i e s [48 ,1 ]=0

sp e c i e s [49 ,1 ]=4

sp e c i e s [50 ,1 ]=10

s p e c i e s [51 ,1 ]=18

######## Hydrogen H+ Count ####################################################

#Cu

s p e c i e s [0 ,2 ]=0

sp e c i e s [1 ,2 ]=2

sp e c i e s [2 ,2 ]=2

sp e c i e s [3 ,2 ]=0

sp e c i e s [4 ,2 ]=0

sp e c i e s [5 ,2 ]=4
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s p e c i e s [6 ,2 ]=2

sp e c i e s [7 ,2 ]=3

sp e c i e s [8 ,2 ]=1

sp e c i e s [9 ,2 ]=2

sp e c i e s [10 ,2 ]=1

sp e c i e s [11 ,2 ]=2

sp e c i e s [12 ,2 ]=4

#Bi

s p e c i e s [13 ,2 ]=0

sp e c i e s [14 ,2 ]=6

sp e c i e s [15 ,2 ]=10

s p e c i e s [16 ,2 ]=8

sp e c i e s [17 ,2 ]=14

s p e c i e s [18 ,2 ]=0

sp e c i e s [19 ,2 ]=1

sp e c i e s [20 ,2 ]=2

#Selenium

s p e c i e s [21 ,2 ]=0

sp e c i e s [22 ,2]=−2

s p e c i e s [23 ,2]=−1

s p e c i e s [24 ,2 ]=0

sp e c i e s [25 ,2 ]=4

sp e c i e s [26 ,2 ]=5

sp e c i e s [27 ,2 ]=6

sp e c i e s [28 ,2 ]=6

sp e c i e s [29 ,2 ]=7

sp e c i e s [30 ,2 ]=8

#BiCuSeO

s p e c i e s [31 ,2 ]=0

sp e c i e s [32 ,2 ]=0

sp e c i e s [33 ,2 ]=0

sp e c i e s [34 ,2 ]=6

sp e c i e s [35 ,2 ]=8

sp e c i e s [36 ,2 ]=10

s p e c i e s [37 ,2 ]=8

sp e c i e s [38 ,2 ]=2

sp e c i e s [39 ,2 ]=0

sp e c i e s [40 ,2 ]=0

sp e c i e s [41 ,2 ]=24

s p e c i e s [42 ,2 ]=0

sp e c i e s [43 ,2 ]=8

#BiSeO

s p e c i e s [44 ,2 ]=0
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s p e c i e s [45 ,2 ]=0

sp e c i e s [46 ,2 ]=0

sp e c i e s [47 ,2 ]=0

sp e c i e s [48 ,2 ]=0

sp e c i e s [49 ,2 ]=4

sp e c i e s [50 ,2 ]=10

s p e c i e s [51 ,2 ]=18

########### Number o f Coppers Cu ##############################################

#Copper

s p e c i e s [0 ,3 ]=1

sp e c i e s [1 ,3 ]=1

sp e c i e s [2 ,3 ]=2

sp e c i e s [3 ,3 ]=1

sp e c i e s [4 ,3 ]=1

sp e c i e s [5 ,3 ]=1

sp e c i e s [6 ,3 ]=1

sp e c i e s [7 ,3 ]=1

sp e c i e s [8 ,3 ]=1

sp e c i e s [9 ,3 ]=1

sp e c i e s [10 ,3 ]=1

sp e c i e s [11 ,3 ]=2

sp e c i e s [12 ,3 ]=3

#Bismuth

s p e c i e s [13 ,3 ]=0

sp e c i e s [14 ,3 ]=0

sp e c i e s [15 ,3 ]=0

sp e c i e s [16 ,3 ]=0

sp e c i e s [17 ,3 ]=0

sp e c i e s [18 ,3 ]=0

sp e c i e s [19 ,3 ]=0

sp e c i e s [20 ,3 ]=0

#Selenium

s p e c i e s [21 ,3 ]=0

sp e c i e s [22 ,3 ]=0

sp e c i e s [23 ,3 ]=0

sp e c i e s [24 ,3 ]=0

sp e c i e s [25 ,3 ]=0

sp e c i e s [26 ,3 ]=0

sp e c i e s [27 ,3 ]=0

sp e c i e s [28 ,3 ]=0

sp e c i e s [29 ,3 ]=0

sp e c i e s [30 ,3 ]=0
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#BiCuSeO

s p e c i e s [31 ,3 ]=1

sp e c i e s [32 ,3 ]=1

sp e c i e s [33 ,3 ]=3

sp e c i e s [34 ,3 ]=1

sp e c i e s [35 ,3 ]=1

sp e c i e s [36 ,3 ]=1

sp e c i e s [37 ,3 ]=2

sp e c i e s [38 ,3 ]=1

sp e c i e s [39 ,3 ]=1

sp e c i e s [40 ,3 ]=6

sp e c i e s [41 ,3 ]=1

sp e c i e s [42 ,3 ]=1

sp e c i e s [43 ,3 ]=1

#BiSeO

s p e c i e s [44 ,3 ]=0

sp e c i e s [45 ,3 ]=0

sp e c i e s [46 ,3 ]=0

sp e c i e s [47 ,3 ]=0

sp e c i e s [48 ,3 ]=0

sp e c i e s [49 ,3 ]=0

sp e c i e s [50 ,3 ]=0

sp e c i e s [51 ,3 ]=0

########### Number o f Bismuths Bi #############################################

#Copper

s p e c i e s [0 ,4 ]=0

sp e c i e s [1 ,4 ]=0

sp e c i e s [2 ,4 ]=0

sp e c i e s [3 ,4 ]=0

sp e c i e s [4 ,4 ]=0

sp e c i e s [5 ,4 ]=0

sp e c i e s [6 ,4 ]=0

sp e c i e s [7 ,4 ]=0

sp e c i e s [8 ,4 ]=0

sp e c i e s [9 ,4 ]=0

sp e c i e s [10 ,4 ]=0

sp e c i e s [11 ,4 ]=0

sp e c i e s [12 ,4 ]=0

#Bismuth

s p e c i e s [13 ,4 ]=1

sp e c i e s [14 ,4 ]=2

sp e c i e s [15 ,4 ]=2
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s p e c i e s [16 ,4 ]=2

sp e c i e s [17 ,4 ]=4

sp e c i e s [18 ,4 ]=1

sp e c i e s [19 ,4 ]=1

sp e c i e s [20 ,4 ]=1

#Selenium

s p e c i e s [21 ,4 ]=0

sp e c i e s [22 ,4 ]=0

sp e c i e s [23 ,4 ]=0

sp e c i e s [24 ,4 ]=0

sp e c i e s [25 ,4 ]=0

sp e c i e s [26 ,4 ]=0

sp e c i e s [27 ,4 ]=0

sp e c i e s [28 ,4 ]=0

sp e c i e s [29 ,4 ]=0

sp e c i e s [30 ,4 ]=0

#BiCuSeO

s p e c i e s [31 ,4 ]=0

sp e c i e s [32 ,4 ]=0

sp e c i e s [33 ,4 ]=0

sp e c i e s [34 ,4 ]=0

sp e c i e s [35 ,4 ]=0

sp e c i e s [36 ,4 ]=0

sp e c i e s [37 ,4 ]=0

sp e c i e s [38 ,4 ]=1

sp e c i e s [39 ,4 ]=1

sp e c i e s [40 ,4 ]=1

sp e c i e s [41 ,4 ]=2

sp e c i e s [42 ,4 ]=1

sp e c i e s [43 ,4 ]=2

#BiSeO

s p e c i e s [44 ,4 ]=3

sp e c i e s [45 ,4 ]=4

sp e c i e s [46 ,4 ]=2

sp e c i e s [47 ,4 ]=1

sp e c i e s [48 ,4 ]=2

sp e c i e s [49 ,4 ]=2

sp e c i e s [50 ,4 ]=2

sp e c i e s [51 ,4 ]=2

########### Number o f Se lenium Se ############################################

#Copper

s p e c i e s [0 ,5 ]=0
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s p e c i e s [1 ,5 ]=0

sp e c i e s [2 ,5 ]=0

sp e c i e s [3 ,5 ]=0

sp e c i e s [4 ,5 ]=0

sp e c i e s [5 ,5 ]=0

sp e c i e s [6 ,5 ]=0

sp e c i e s [7 ,5 ]=0

sp e c i e s [8 ,5 ]=0

sp e c i e s [9 ,5 ]=0

sp e c i e s [10 ,5 ]=0

sp e c i e s [11 ,5 ]=0

sp e c i e s [12 ,5 ]=0

#Bismuth

s p e c i e s [13 ,5 ]=0

sp e c i e s [14 ,5 ]=0

sp e c i e s [15 ,5 ]=0

sp e c i e s [16 ,5 ]=0

sp e c i e s [17 ,5 ]=0

sp e c i e s [18 ,5 ]=0

sp e c i e s [19 ,5 ]=0

sp e c i e s [20 ,5 ]=0

#Selenium

s p e c i e s [21 ,5 ]=1

sp e c i e s [22 ,5 ]=1

sp e c i e s [23 ,5 ]=1

sp e c i e s [24 ,5 ]=1

sp e c i e s [25 ,5 ]=1

sp e c i e s [26 ,5 ]=1

sp e c i e s [27 ,5 ]=1

sp e c i e s [28 ,5 ]=1

sp e c i e s [29 ,5 ]=1

sp e c i e s [30 ,5 ]=1

#BiCuSeO

s p e c i e s [31 ,5 ]=1

sp e c i e s [32 ,5 ]=2

sp e c i e s [33 ,5 ]=2

sp e c i e s [34 ,5 ]=1

sp e c i e s [35 ,5 ]=1

sp e c i e s [36 ,5 ]=2

sp e c i e s [37 ,5 ]=1

sp e c i e s [38 ,5 ]=1

sp e c i e s [39 ,5 ]=2

sp e c i e s [40 ,5 ]=6
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s p e c i e s [41 ,5 ]=4

sp e c i e s [42 ,5 ]=0

sp e c i e s [43 ,5 ]=0

#BiSeO

s p e c i e s [44 ,5 ]=4

sp e c i e s [45 ,5 ]=3

sp e c i e s [46 ,5 ]=2

sp e c i e s [47 ,5 ]=2

sp e c i e s [48 ,5 ]=3

sp e c i e s [49 ,5 ]=1

sp e c i e s [50 ,5 ]=1

sp e c i e s [51 ,5 ]=3

######### Number o f H2O ’ s #####################################################

#Copper

s p e c i e s [0 ,6 ]=0

sp e c i e s [1 ,6 ]=1

sp e c i e s [2 ,6 ]=1

sp e c i e s [3 ,6 ]=0

sp e c i e s [4 ,6 ]=0

sp e c i e s [5 ,6 ]=4

sp e c i e s [6 ,6 ]=2

sp e c i e s [7 ,6 ]=3

sp e c i e s [8 ,6 ]=1

sp e c i e s [9 ,6 ]=2

sp e c i e s [10 ,6 ]=1

sp e c i e s [11 ,6 ]=2

sp e c i e s [12 ,6 ]=4

#Bi

s p e c i e s [13 ,6 ]=0

sp e c i e s [14 ,6 ]=3

sp e c i e s [15 ,6 ]=5

sp e c i e s [16 ,6 ]=4

sp e c i e s [17 ,6 ]=7

sp e c i e s [18 ,6 ]=0

sp e c i e s [19 ,6 ]=1

sp e c i e s [20 ,6 ]=1

#Selenium

s p e c i e s [21 ,6 ]=0

sp e c i e s [22 ,6 ]=0

sp e c i e s [23 ,6 ]=0

sp e c i e s [24 ,6 ]=0

sp e c i e s [25 ,6 ]=3
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s p e c i e s [26 ,6 ]=3

sp e c i e s [27 ,6 ]=3

sp e c i e s [28 ,6 ]=4

sp e c i e s [29 ,6 ]=4

sp e c i e s [30 ,6 ]=4

#CuSeBiO

s p e c i e s [31 ,6 ]=0

sp e c i e s [32 ,6 ]=0

sp e c i e s [33 ,6 ]=0

sp e c i e s [34 ,6 ]=3

sp e c i e s [35 ,6 ]=4

sp e c i e s [36 ,6 ]=5

sp e c i e s [37 ,6 ]=4

sp e c i e s [38 ,6 ]=1

sp e c i e s [39 ,6 ]=0

sp e c i e s [40 ,6 ]=0

sp e c i e s [41 ,6 ]=12

s p e c i e s [42 ,6 ]=0

sp e c i e s [43 ,6 ]=4

#BiSeO

s p e c i e s [44 ,6 ]=0

sp e c i e s [45 ,6 ]=0

sp e c i e s [46 ,6 ]=0

sp e c i e s [47 ,6 ]=0

sp e c i e s [48 ,6 ]=0

sp e c i e s [49 ,6 ]=2

sp e c i e s [50 ,6 ]=5

sp e c i e s [51 ,6 ]=9

########## Aqueous Ions ?????? #################################################

#Copper

s p e c i e s [0 ,7 ]=0

sp e c i e s [1 ,7 ]=0

sp e c i e s [2 ,7 ]=0

sp e c i e s [3 ,7 ]=1

sp e c i e s [4 ,7 ]=1

sp e c i e s [5 ,7 ]=1

sp e c i e s [6 ,7 ]=1

sp e c i e s [7 ,7 ]=1

sp e c i e s [8 ,7 ]=1

sp e c i e s [9 ,7 ]=1

sp e c i e s [10 ,7 ]=1

sp e c i e s [11 ,7 ]=1
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s p e c i e s [12 ,7 ]=1

#Bismuth

s p e c i e s [13 ,7 ]=0

sp e c i e s [14 ,7 ]=0

sp e c i e s [15 ,7 ]=0

sp e c i e s [16 ,7 ]=0

sp e c i e s [17 ,7 ]=0

sp e c i e s [18 ,7 ]=1

sp e c i e s [19 ,7 ]=1

sp e c i e s [20 ,7 ]=1

#Selenium

s p e c i e s [21 ,7 ]=0

sp e c i e s [22 ,7 ]=1

sp e c i e s [23 ,7 ]=1

sp e c i e s [24 ,7 ]=1

sp e c i e s [25 ,7 ]=1

sp e c i e s [26 ,7 ]=1

sp e c i e s [27 ,7 ]=1

sp e c i e s [28 ,7 ]=1

sp e c i e s [29 ,7 ]=1

sp e c i e s [30 ,7 ]=1

#CuSeBiO

s p e c i e s [31 ,7 ]=0

sp e c i e s [32 ,7 ]=0

sp e c i e s [33 ,7 ]=0

sp e c i e s [34 ,7 ]=0

sp e c i e s [35 ,7 ]=0

sp e c i e s [36 ,7 ]=0

sp e c i e s [37 ,7 ]=0

sp e c i e s [38 ,7 ]=0

sp e c i e s [39 ,7 ]=0

sp e c i e s [40 ,7 ]=0

sp e c i e s [41 ,7 ]=0

sp e c i e s [42 ,7 ]=0

sp e c i e s [43 ,7 ]=0

#SeBiO

s p e c i e s [44 ,7 ]=0

sp e c i e s [45 ,7 ]=0

sp e c i e s [46 ,7 ]=0

sp e c i e s [47 ,7 ]=0

sp e c i e s [48 ,7 ]=0

sp e c i e s [49 ,7 ]=0

sp e c i e s [50 ,7 ]=0
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s p e c i e s [51 ,7 ]=0

#Funct ion to de termine s p e c i e s comb ina t ions

try :

combos=load ( ’BiCuOSe−speciesCombo . npy ’ )

num=load ( ’BiCuOSe−numberSpecies . npy ’ )

combo num=int (num [ 0 ] )

except OSError :

print ( ’ Cannot Open F i l e ’ )

###############################################################################

#### Determine which s p e c i e s are a b l e to combine a t t h e compos i t i on ###########

###############################################################################

t=1

f l a g=1

f t o t a l=int ;

f=np . z e ro s ( ( 3 ) )

combos=np . z e ro s ( (25000 , 9 , 3 ) )

combo num=0

combos [ combo num , 0 , 0]=−1

combos [ combo num , 0 , 1]=−1

combos [ combo num , 0 , 2]=−1

for k in range (0 , len ( s p e c i e s ) ) :

for m in range (0 , len ( s p e c i e s ) ) :

for p in range (0 , len ( s p e c i e s ) ) :

#Check to make sure each e lement i s in t h i s combinat ion o f s p e c i e s

i f ( ( s p e c i e s [ k , 3]>0 or s p e c i e s [m, 3 ] >0 or s p e c i e s [ p , 3 ] ) \

and ( s p e c i e s [ k , 4]>0 or s p e c i e s [m, 4 ] >0 or s p e c i e s [ p , 4 ] ) \

and ( s p e c i e s [ k , 5]>0 or s p e c i e s [m, 5 ] >0 or s p e c i e s [ p , 5 ] ) ) :

#save s p e c i e s in array

t=1

a = np . array ( [ [ s p e c i e s [ k , 3 ] , s p e c i e s [m, 3 ] , s p e c i e s [ p , 3 ] ] , \

[ s p e c i e s [ k , 4 ] , s p e c i e s [m, 4 ] , s p e c i e s [ p , 4 ] ] , \

[ s p e c i e s [ k , 5 ] , s p e c i e s [m, 5 ] , s p e c i e s [ p , 5 ] ] ] )

#check to see i f each s p e c i e s c on t a i n s a s i n g l e e l ement . This i s a r e a l l y l ong c a l l .

f l a g=1

i f ( ( s p e c i e s [ k , 3]==0 and s p e c i e s [m, 3 ] ==0) or \

( s p e c i e s [m, 3]==0 and s p e c i e s [ p , 3 ] ==0) or \

( s p e c i e s [ k , 3]==0 and s p e c i e s [ p , 3 ] ==0)):

i f ( ( s p e c i e s [ k , 4]==0 and s p e c i e s [m, 4 ] ==0) or \

( s p e c i e s [m, 4]==0 and s p e c i e s [ p , 4 ] ==0) or \

( s p e c i e s [ k , 4]==0 and s p e c i e s [ p , 4 ] ==0)):

i f ( ( s p e c i e s [ k , 5]==0 and s p e c i e s [m, 5 ] ==0) or \
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( s p e c i e s [m, 5]==0 and s p e c i e s [ p , 5 ] ==0) or \

( s p e c i e s [ k , 5]==0 and s p e c i e s [ p , 5 ] ==0)):

f l a g=0

#i f so , f i n d t h e compos i t i on though l i n e a r a l g e b r a .

try :

f=np . l i n a l g . s o l v e (a , composit ion )

except :

#pr i n t ( ’ Error : Sp e c i e s ’+ s t r ( k )+ ’ , Spe c i e s 2 : ’+ s t r (m)+ ’ ,

Spec i e s3 : ’+s t r (p)+ ’\n ’ )

t=1

t=0

#I f there i s at l e a s t one multi−element s p e c i e s in t h i s combination

i f ( f l a g ==1):

#t e s t each l i n e a r combination

f o r h in range (1 , 2 0 ) :

f o r i in range (1 , 2 0 ) :

f o r j in range (1 , 2 0 ) :

#I s there a l i n e a r combination o f the e lements that w i l l a l low

#For the

i f ( ( ( h∗a [0 ,0 ]+ i ∗a [0 ,1 ]+ j ∗a [ 0 , 2 ] ) / ( h∗a [1 ,0 ]+ i ∗a [1 ,1 ]+ j ∗a [1 ,2 ]))==

. . . composit ion [ 0 ] / composit ion [ 1 ] and \

( ( h∗a [1 ,0 ]+ i ∗a [1 ,1 ]+ j ∗a [ 1 , 2 ] ) / ( h∗a [2 ,0 ]+ i ∗a [2 ,1 ]+ j ∗a [2 ,2 ]))==

. . . composit ion [ 1 ] / composit ion [ 2 ] and \

( ( h∗a [0 ,0 ]+ i ∗a [0 ,1 ]+ j ∗a [ 0 , 2 ] ) / ( h∗a [2 ,0 ]+ i ∗a [2 ,1 ]+ j ∗a [2 ,2 ]))==

. . . composit ion [ 0 ] / composit ion [ 2 ] ) :

#save the composit ion

f [0 ]=h

f [1 ]= i

f [2 ]= j

#Ending parameters , break loops

t=0;

h=40;

i =40;

j =40;

#I f there i s a l i n e a r combination , save the s p e c i e s in the combos array .

i f ( t==0):

#pr in t ( s t r ( combo num)+ ’ : Spec i e s1 : ’+s t r ( k)+ ’ , Spec i e s2 : ’+s t r (m)+ ’\n ’ )

#Spec i e s Number
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combos [ combo num , 0 , 0]=k

combos [ combo num , 0 , 1]=m

combos [ combo num , 0 , 2]=p

#Energy

combos [ combo num , 1 , 0]= sp e c i e s [ k , 0 ]

combos [ combo num , 1 , 1]= sp e c i e s [m, 0 ]

combos [ combo num , 1 , 2]= sp e c i e s [ p , 0 ]

#Elec t rons

combos [ combo num , 2 , 0]= sp e c i e s [ k , 1 ]

combos [ combo num , 2 , 1]= sp e c i e s [m, 1 ]

combos [ combo num , 2 , 2]= sp e c i e s [ p , 1 ]

#H+

combos [ combo num , 3 , 0]= sp e c i e s [ k , 2 ]

combos [ combo num , 3 , 1]= sp e c i e s [m, 2 ]

combos [ combo num , 3 , 2]= sp e c i e s [ p , 2 ]

#Number S i l v e r s

combos [ combo num , 4 , 0]= sp e c i e s [ k , 3 ]

combos [ combo num , 4 , 1]= sp e c i e s [m, 3 ]

combos [ combo num , 4 , 2]= sp e c i e s [ p , 3 ]

#Number Bismuth

combos [ combo num , 5 , 0]= sp e c i e s [ k , 4 ]

combos [ combo num , 5 , 1]= sp e c i e s [m, 4 ]

combos [ combo num , 5 , 2]= sp e c i e s [ p , 4 ]

#Number H2O

combos [ combo num , 6 , 0]= sp e c i e s [ k , 5 ]

combos [ combo num , 6 , 1]= sp e c i e s [m, 5 ]

combos [ combo num , 6 , 2]= sp e c i e s [ p , 5 ]

#Aqueous Ions

combos [ combo num , 7 , 0]= sp e c i e s [ k , 6 ]

combos [ combo num , 7 , 1]= sp e c i e s [m, 6 ]

combos [ combo num , 7 , 2]= sp e c i e s [ p , 6 ]

#Percent o f each in s p e c i e s in f i n a l combo

f t o t a l=f [0 ]+ f [1 ]+ f [ 2 ] ;

combos [ combo num , 8 , 0]= f [ 0 ] / f t o t a l

combos [ combo num , 8 , 1]= f [ 1 ] / f t o t a l

combos [ combo num , 8 , 2]= f [ 2 ] / f t o t a l

combo num=combo num+1;

t=1

#pr in t ( ’ entered ’ )

e l s e :

#Catch and switch the value o f t back to no

t=1
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save ( ’BiCuOSe−speciesCombo . npy ’ , combos )

save ( ’BiCuOSe−numberSpecies . npy ’ , a sar ray ( [ [ combo num ] ] ) )

p r in t ( ’The number o f s p e c i e s combinations i s ’+ s t r ( combo num)+ ’ .\n ’ )

###############################################################################

###############################################################################

###############################################################################

###############################################################################

########### Chemical Po t en t i a l Mesh Ca l cu l a t i on s ############################

###############################################################################

#should be as long as there are s p e c i c i e s cons ide red

#populate with sma l l e r va lues that w i l l be c a l cu l a t ed .

muValues=np . z e ro s ( ( n+1,n+1 ,4))

current mu=in t

c u r r e n t e l e=in t

current H=in t

current H2O=in t

cur r ent aquI=in t

current NumEle=in t

s o r t=np . z e ro s ( ( 3 , 1 ) )

#f i l l in the g r id . Ca lcu la te

f o r i in range (0 , n+1):

#c a l c u l a t e the en e r g i e s f o r each s p e c i e s number

pH=lowpH+( i ∗pHcount ) ;

f o r j in range (0 , n+1):

U=Ulow+( j ∗Ucount ) ;

muValues [ i , j ,0]=−1

muValues [ i , j ,1]=−1

muValues [ i , j ,2]=−1

muValues [ i , j ,3 ]=100000000

#Go through a l l spe c i e s , commpare a l l p a i r s

f o r k in range (0 , combo num ) :

p=in t ( combos [ k , 0 , 0 ] ) ;

m=in t ( combos [ k , 0 , 1 ] ) ;

s=in t ( combos [ k , 0 , 2 ] ) ;

f 1=combos [ k , 8 , 0 ] ;

f 2=combos [ k , 8 , 1 ] ;

f 3=combos [ k , 8 , 2 ] ;

#The f i r s t s p e c i e s ’ s c on t r i bu t i on to the mu
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cur rent eng=sp e c i e s [ p , 0 ]

c u r r e n t e l e=F∗U∗( s p e c i e s [ p , 1 ] )

current H=R∗T∗np . log ( 10 . 0 )∗pH∗( s p e c i e s [ p , 2 ] )

current H2O=dGf H2O∗( s p e c i e s [ p , 6 ] )

cu r r ent aquI=R∗T∗np . log ( nI )∗ ( s p e c i e s [ p , 7 ] )

current NumEle=1

for t in range ( 3 , 6 ) :

i f ( s p e c i e s [ p , t ] >1):

current NumEle=current NumEle∗ s p e c i e s [ p , t ] ;

current mu=f1 ∗ ( ( cur r ent eng+current aquI−cu r r en t e l e −current H−current H2O )/ current NumEle ) ;

#The second s p e c i e s ’ c o n t r i b u t i o n to t h e mu

cur rent eng=sp e c i e s [m, 0 ] ;

c u r r e n t e l e=F∗U∗( s p e c i e s [m, 1 ] )

current H=R∗T∗np . log ( 10 . 0 )∗pH∗( s p e c i e s [m, 2 ] )

current H2O=dGf H2O∗( s p e c i e s [m, 6 ] )

cu r r ent aquI=R∗T∗np . log ( nI )∗ ( s p e c i e s [m, 7 ] )

current NumEle=1

for t in range ( 3 , 6 ) :

i f ( s p e c i e s [m, t ] >1):

current NumEle=current NumEle∗ s p e c i e s [m, t ] ;

current mu=current mu+f2 ∗ ( ( cur r ent eng+current aquI−cu r r en t e l e −current H−current H2O )

. . . / current NumEle ) ;

#The second s p e c i e s ’ c o n t r i b u t i o n to t h e mu

cur rent eng=sp e c i e s [ s , 0 ] ;

c u r r e n t e l e=F∗U∗( s p e c i e s [ s , 1 ] )

current H=R∗T∗np . log ( 10 . 0 )∗pH∗( s p e c i e s [ s , 2 ] )

current H2O=dGf H2O∗( s p e c i e s [ s , 6 ] )

cu r r ent aquI=R∗T∗np . log ( nI )∗ ( s p e c i e s [ s , 7 ] )

current NumEle=1

for t in range ( 3 , 6 ) :

i f ( s p e c i e s [ s , t ] >1):

current NumEle=current NumEle∗ s p e c i e s [ s , t ] ;

current mu=current mu+f3 ∗ ( ( cur r ent eng+current aquI−cu r r en t e l e −current H−current H2O )

. . . / current NumEle ) ;

i f ( current mu<muValues [ i , j , 3 ] ) :

s o r t [0 ,0 ]=p

so r t [1 ,0 ]=m

so r t [2 ,0 ]= s

a=np . s o r t ( s o r t [ : , 0 ] )

muValues [ i , j ,0 ]= a [ 0 ]

muValues [ i , j ,1 ]= a [ 1 ]
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muValues [ i , j ,2 ]= a [ 2 ]

muValues [ i , j ,3 ]= current mu

i f ( a [0]==37 and ( a [1]==37 or a [1]==43) and a [2]==43 and pH>8 and U>0.2 and U<0 .5) :

print ( k )

###############################################################################

###############################################################################

###############################################################################

###############################################################################

################### Plo t Pourbaix Diagram ###################################

###############################################################################

f l a g = np . z e ro s ( ( 5 0 , 6 ) ) # The f i r s t 4 i nd e x e s are t h e ma t e r i a l s s t o red , t h e nex t t h r e e are t h e c o l o r s

index=0;

f i g =p l t . f i g u r e ( )

ax=p l t . subplot (111)

ax = p l t . gca ( )

ax . s e t x l im ( [ lowpH , highpH ] )

ax . s e t y l im ( [ Ulow , Uhigh ] )

l =0;

index=0;

for i in range (0 , n+1):

pH=lowpH+i ∗pHcount ;

for j in range (0 , n+1):

U=Ulow+(Ucount∗ j ) ;

l=0

for k in range (0 , len ( f l a g ) ) :

i f ( f l a g [ k ,0]==muValues [ i , j , 0 ] and f l a g [ k ,1]==muValues [ i , j , 1 ] and f l a g [ k ,2]==muValues [ i , j , 2 ] ) :

ax . p l o t (pH,U, ’ . ’ , c o l o r = [ f l a g [ k , 3 ] , f l a g [ k , 4 ] , f l a g [ k , 5 ] ] , markers i ze=4)

#break loop , t h e c o l o r i s found

k=len ( f l a g )+1

l=1

e l i f ( f l a g [ k ,0]==muValues [ i , j , 1 ] and f l a g [ k ,1]==muValues [ i , j , 2 ] and f l a g [ k ,2]==muValues [ i , j , 0 ] ) :

ax . p l o t (pH,U, ’ . ’ , c o l o r = [ f l a g [ k , 3 ] , f l a g [ k , 4 ] , f l a g [ k , 5 ] ] , markers i ze=4)

#break loop , t h e c o l o r i s found

k=len ( f l a g )+1

l=1

e l i f ( f l a g [ k ,0]==muValues [ i , j , 2 ] and f l a g [ k ,1]==muValues [ i , j , 0 ] and f l a g [ k ,2]==muValues [ i , j , 1 ] ) :

ax . p l o t (pH,U, ’ . ’ , c o l o r = [ f l a g [ k , 3 ] , f l a g [ k , 4 ] , f l a g [ k , 5 ] ] , markers i ze=4)

#break loop , t h e c o l o r i s found

k=len ( f l a g )+1
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l=1

i f ( l ==0):

l a b e l=’M1: ’+str (muValues [ i , j , 0 ] )+ ’ , M2: ’+str (muValues [ i , j , 1 ] )+ ’ M3: ’+str (muValues [ i , j , 2 ] )

f l a g [ index , 0 ] = muValues [ i , j , 0 ]

f l a g [ index , 1 ] = muValues [ i , j , 1 ]

f l a g [ index , 2 ] = muValues [ i , j , 2 ]

f l a g [ index , 3 ] = random . random ( ) ;

f l a g [ index , 4 ] = random . random ( ) ;

f l a g [ index , 5 ] = random . random ( ) ;

ax . p l o t (pH,U, ’ . ’ , c o l o r = [ f l a g [ index , 3 ] , f l a g [ index , 4 ] , f l a g [ index , 5 ] ] , markers i ze=4,

. . . l a b e l=l a b e l )

index=index+1;

#####Plo t H2O and H2 l i n e s##################################

muH=np . z e ro s ( ( pHrange+1)) ;

muH2O=np . z e ro s ( ( pHrange+1)) ;

pHArray=np . z e ro s ( ( pHrange+1)) ;

for i in range (0 , pHrange ) :

pHArray [ i ] =lowpH+i ;

muH[ i ]=−0.059∗pHArray [ i ] ;

muH2O[ i ]=1.23 −0.059∗pHArray [ i ] ;

pHArray [ pHrange ] =lowpH+(pHrange ) ;

muH[ pHrange ]=−0.059∗pHArray [ pHrange ] ;

muH2O[ pHrange ]=1.23 −0.059∗pHArray [ pHrange ] ;

##############################################################

ax . p l o t ( pHArray [ : ] , muH[ : ] , ’ c−− ’ , l a b e l=’ $H 2$ ’ , l i n ew idth=1)

ax . p l o t ( pHArray [ : ] , muH2O [ : ] , ’b−− ’ , l a b e l=’$H 2O$ ’ , l i n ew idth=1)

ax . legend ( l o c=’ upper cente r ’ , bbox to anchor =(1.3 , 0 . 9 ) , nco l=1)

p l t . y l ab e l ( ’ E l e c t r i c Potent ia l , E(V) ’ )

p l t . x l ab e l ( ’pH ’ )

p l t . t i t l e ( ’ Bi−Cu−Se Pourbaix Diagram , $\ e t a {Bi ,Cu, Se}=10ˆ{− ’+str ( eta )+ ’}$ , ’+str ( composit ion [ 0 ] ) + . . .

’Cu : ’ +str ( composit ion [1 ] )+ ’ Bi : ’+str ( composit ion [2 ] )+ ’ Se ’ )

###############################################################################

############## Plo t w i th Lines ############################################

###############################################################################

f l a g = np . z e ro s ( ( 5 0 , 6 ) ) # The f i r s t 4 i nd e x e s are t h e ma t e r i a l s s t o red , t h e nex t t h r e e are t h e c o l o r s

index=0;

f i g =p l t . f i g u r e ( )
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ax=p l t . subplot (111)

ax = p l t . gca ( )

ax . s e t x l im ( [ lowpH , highpH ] )

ax . s e t y l im ( [ Ulow , Uhigh ] )

#I f drawing l i n e s f o r me t a s t a b l e phases

for i in range (1 , n ) :

#c a l c u l a t e t h e e n e r g i e s f o r each s p e c i e s number

pH=lowpH+( i ∗pHcount ) ;

for j in range (1 , n ) :

U=Ulow+( j ∗Ucount ) ;

#I f drawing l i n e s f o r me t a s t a b l e phases

i f ( ( muValues [ i , j , 0 ] !=muValues [ i −1, j , 0 ] ) ) :

ax . p l o t (pH,U, ’ . ’ , c o l o r = [ 0 . 0 , 0 . 0 , 0 . 0 ] , markers i ze=2)

e l i f (muValues [ i , j , 1 ] !=muValues [ i −1, j , 1 ] ) :

ax . p l o t (pH,U, ’ . ’ , c o l o r = [ 0 . 0 , 0 . 0 , 0 . 0 ] , markers i ze=2)

e l i f ( ( muValues [ i , j , 0 ] !=muValues [ i , j −1 ,0]) or (muValues [ i , j , 1 ] !=muValues [ i , j −1 , 1 ] ) ) :

ax . p l o t (pH,U, ’ . ’ , c o l o r = [ 0 . 0 , 0 . 0 , 0 . 0 ] , markers i ze=2)

e l i f ( ( muValues [ i , j , 2 ] !=muValues [ i , j −1 ,2]) or (muValues [ i , j , 2 ] !=muValues [ i −1, j , 2 ] ) ) :

ax . p l o t (pH,U, ’ . ’ , c o l o r = [ 0 . 0 , 0 . 0 , 0 . 0 ] , markers i ze=2)

ax . p l o t ( pHArray [ : ] , muH[ : ] , ’ c−− ’ , l a b e l=’ $H 2$ ’ , l i n ew idth=1)

ax . p l o t ( pHArray [ : ] , muH2O [ : ] , ’b−− ’ , l a b e l=’$H 2O$ ’ , l i n ew idth=1)

p l t . y l ab e l ( ’ E l e c t r i c Potent ia l , E(V) ’ )

p l t . x l ab e l ( ’pH ’ )

p l t . t i t l e ( ’ Bi−Cu−Se Pourbaix Diagram , $\ e t a {Bi ,Cu, Se}=10ˆ{− ’+str ( eta )+ ’}$ , ’+str ( composit ion [ 0 ] ) + . . .

’Cu : ’ +str ( composit ion [1 ] )+ ’ Bi : ’+str ( composit ion [2 ] )+ ’ Se ’ )

chartBox=ax . g e t p o s i t i o n ( )

ax . s e t p o s i t i o n ( [ chartBox . x0 , chartBox . y0 , chartBox . width ∗1 .5 , chartBox . he ight ∗ 1 . 5 ] )

ax . legend ( l o c=’ upper cente r ’ , bbox to anchor =(1.3 , 0 . 9 ) , nco l=1)

p l t . show ( )

print ( ’End o f Sc r i p t ’ )

8.12. Results Chapter 7 Code and Use

Code given below is to calculate single element MDFs and multiple element MDFs. For brevity please find programs and the packaged files

necessary to execute these programs in relevant Github repositories (see Section 3.3).

# othe r than us ing e xp e r imen t a l da ta r a t h e r than MP data and be in g on l y s i n g l e−e l ement
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# t h i s v e r s i o n a l s o g i v e s MDFs f o r each p a s s i v a t i o n produc t w i th a DF < 0 in t he pH−p o t e n t i a l window

# ra t h e r than a s i n g l e MDF f o r a l l p a s s i v a t i o n p roduc t s

from Packaged . MDFwithexperimental import ∗

# example f o r s i n g l e e l ement

CONCEN = 1e−6

p r e c i s i o n = 0.01

RANGE PH = ( [ 2 . 5 , 1 2 . 5 ] , p r e c i s i o n )

RANGE POTENTIAL = ([ −0.5 , 0 . 7 5 ] , p r e c i s i o n )

METAL = ”Nb”

i f check meta l s ( [METAL] ) :

SPECIES = con s t r u c t s f r om ox i d e s ( ox names by metal [METAL] )

in t e rmed ia t e s = d r i v i n g f o r c e 2D he l p e r (SPECIES , METAL, RANGE PH, RANGE POTENTIAL, CONCEN)

i f i n t e rmed ia t e s :

max dr = dr i v i ng f o r c e 2D ( inte rmed iates , [METAL] , RANGE PH, RANGE POTENTIAL)

p r i n t d r d i c t (max dr )

# example o f p e r i o d i c t r end from Sc to Zn ( mu l t i p l e MDFs)

CONCENTRATION = 10∗∗−6

# s t a r t meta l num, end meta l num, [ pH range ] , [ p o t e n t i a l range ] , p r e c i s i on , c on c en t r a t i on

# so in t h i s case , 21 = Scandium , 30 = Zinc , then . . .

p lo t t ed meta l s , oxs1 , drs1 , oxs2 , drs2 , a l l d i c t s = pe r i o d i c t r e nd (21 , 30 , [ 2 . 5 , 1 2 . 5 ] , [ −0.5 , 0 . 7 5 ] ,

. . . 0 . 01 , CONCENTRATION)

from Packaged .MDFwithpymatgen import ∗

from pymatgen . ext . matproj import MPRester

mpr = MPRester ( ”NGpMC4M2qzg2ZpPEX” )

# example f o r a s i n g l e e l ement sys tem wi th MP’ s f i l t e r :

METALS = [ ”Fe” ]

# adjus tment f o r mul t i−e l ement :

# METALS = [” Al ” , ”Cr ” ]

# ADJUSTED RATIO = [ 0 . 9 , 0 . 1 ]

# METAL RATIOS = { i : j f o r i , j in z i p (METALS, ADJUSTED RATIO)}

CONCEN = 1e−6

p r e c i s i o n = 0.01

RANGE PH = ( [ 2 . 5 , 1 2 . 5 ] , p r e c i s i o n )

RANGE POTENTIAL = ([ −0.5 , 0 . 7 5 ] , p r e c i s i o n )

i f check meta l s (METALS) :
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e n t r i e s = mpr . g e t p ou rba i x en t r i e s (METALS)

pbx = PourbaixDiagram ( en t r i e s , c onc d i c t={met : CONCEN for met in METALS})

# mul t i−e l ement : pbx = PourbaixDiagram ( en t r i e s , comp d ic t = METAL RATIOS, c o n c d i c t={met : CONCEN f o r met

#in METALS})

u s i n g e n t r i e s = pbx . a l l e n t r i e s

i f u s i n g e n t r i e s i s not None :

in t e rmed ia t e s = d r i v i n g f o r c e 2D he l p e r ( u s i n g en t r i e s , RANGE PH, RANGE POTENTIAL, s i n g l e = True , . . .

ox req = False )

i f i n t e rmed ia t e s i s not None :

# does not zoom f o r s i n g l e e l ement s i n c e i t u s u a l l y doesn ’ t have o t h e r p a r t i c i p a t i n g p roduc t s t h a t

# are i n v i s i b l e on the e x i s t i n g p l o t s

max dr = dr i v i ng f o r c e 2D ( inte rmed iates , METALS, RANGE PH, RANGE POTENTIAL, p lo t = True , zoom = 1)

p r i n t d r d i c t (max dr )

# example f o r mul t i−e l ement sys tem wi th our f i l t e r

METALS = [ ”Fe” , ”Sc” ]

CONCEN = 1e−6

# ra t i o o f e lements , must sum to 1

ADJUSTED RATIO = [ 0 . 9 , 0 . 1 ]

METAL RATIOS = { i : j for i , j in zip (METALS, ADJUSTED RATIO)}

p r e c i s i o n = 0.01

RANGE PH = ( [ 2 . 5 , 1 2 . 5 ] , p r e c i s i o n )

RANGE POTENTIAL = ([ −0.5 , 0 . 7 5 ] , p r e c i s i o n )

# op t i on s f o r c l a s s o f p o u r b a i x : PourbaixDiagram , PourbaixDiagramMP , PourbaixDiagramAllPC ,

#PourbaixDiagramBrute

c l a s s o f p ou r b a i x = PourbaixDiagram

i f check meta l s (METALS) :

u s i n g e n t r i e s = g e t e n t r i e s w i t h my f i l t e r (mpr , c l a s s o f p ou rba i x , METALS, METAL RATIOS,

. . . { i : CONCEN for i in METALS})

i f u s i n g e n t r i e s i s not None :

in t e rmed ia t e s = d r i v i n g f o r c e 2D he l p e r ( u s i n g en t r i e s , RANGE PH, RANGE POTENTIAL, ox req = False )

i f i n t e rmed ia t e s i s not None :

max dr = dr i v i ng f o r c e 2D ( inte rmed iates , METALS, RANGE PH, RANGE POTENTIAL, p lo t = False ,

. . . zoom = 1)

p r i n t d r d i c t (max dr )

# us ing t h e i n t e rmed i a t e s from c e l l above to see t h e p l o t s

max dr = dr i v i ng f o r c e 2D ( inte rmed iates , METALS, RANGE PH, RANGE POTENTIAL, zoom = 1)

p r i n t d r d i c t (max dr )

# example f o r mul t i−e l ement sys tem wi th our f i l t e r

METALS = [ ”Al” , ” S i ” , ”Cu” ]

CONCEN = 1e−6
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# ra t i o o f e lements , must sum to 1

ADJUSTED RATIO = [ ( 1 / 3 ) , (1/3) , ( 1 / 3 ) ]

METAL RATIOS = { i : j for i , j in zip (METALS, ADJUSTED RATIO)}

p r e c i s i o n = 0.01

RANGE PH = ( [ 2 . 5 , 1 2 . 5 ] , p r e c i s i o n )

RANGE POTENTIAL = ([ −0.5 , 0 . 7 5 ] , p r e c i s i o n )

# RANGE PH = ([−2 , 16 ] , p r e c i s i o n )

# RANGE POTENTIAL = ([−2 , 2 ] , p r e c i s i o n )

# op t i on s f o r c l a s s o f p o u r b a i x : PourbaixDiagram , PourbaixDiagramMP , PourbaixDiagramAllPC ,

# PourbaixDiagramBrute

c l a s s o f p ou r b a i x = PourbaixDiagram

i f check meta l s (METALS) :

u s i n g e n t r i e s = g e t e n t r i e s w i t h my f i l t e r (mpr , c l a s s o f p ou rba i x , METALS, METAL RATIOS,

. . . { i : CONCEN for i in METALS})

i f u s i n g e n t r i e s i s not None :

in t e rmed ia t e s = d r i v i n g f o r c e 2D he l p e r ( u s i n g en t r i e s , RANGE PH, RANGE POTENTIAL, ox req = False )

i f i n t e rmed ia t e s i s not None :

max dr = dr i v i ng f o r c e 2D ( inte rmed iates , METALS, RANGE PH, RANGE POTENTIAL, p lo t = False ,

. . . zoom = 1)

p r i n t d r d i c t (max dr )

# MDF t r end s a c ro s s p e r i o d i c t a b l e example

# s t a r t meta l num, end meta l num, [ pH range ] , [ p o t e n t i a l range ] , p r e c i s i on , c on c en t r a t i on

# ” my f i l t e r ” means us ing our f i l t e r

# i f an e lement i s not p o s s i b l e , i t w i l l be s k i p p ed + a message w i l l be d i s p l a y e d f o r why

pe r i o d i c t r e nd (mpr , 39 , 55 , [ 2 . 5 , 1 2 . 5 ] , [ −0.5 , 0 . 7 5 ] , 0 . 01 , 10∗∗−6 , my f i l t e r = True )
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Appendix D: Full Synopsis of the Revised

Helgeson-Kirkham-Flowers Method

The Helgeson-Kirkham-Flowers (HKF) method encompasses a collection of works published from the

1970s through the 1990s, including the select works highlighted herein [113-119]. Several studies use the

revised HKF method to account for different thermodynamic behavior of solutions at nonstandard state,

including to construct Pourbaix Diagrams [120,121]. The method is founded on the basis that the change

in behavior of a solution can be derived from the sum of its solvated and nonsolvated contributions, and

approximates the size of the ion radius and its subsequent Born coefficient through experimental observations

and fitted data. Further dependence of solution structure based upon changes to the dielectric constant and

effective volume are documented with temperature and pressure changes. Several parameters and functions,

including the g-function and the dielectric constant of water, have been well documented. The entropy,

enthalpy, heat capactiy, and therefore formation energies of solutions can be calculated at nonstandard state.

We utilized the following equations, similar to those those used by Puigdomenech and Binter [120,122], to

find the entropy and heat capacity at elevated temperatures.

We start with the equation for the molal formation energy of a species at nonstandard state:

∆Ḡ○ =∆Ḡ○f + (Ḡ○P,T − Ḡ○Pr,Tr
) (8.1)

where the difference (Ḡ○P,T − Ḡ○Pr,Tr
) is related to our definition of the Gibbs formation energy, which is

dependent on the entropy, heat capacity, volume, and pressure:

Ḡ○P,T − Ḡ○Pr,Tr
= −S̄○Pr,Tr

(T − Tr) + ∫
T

Tr

C̄○Pr
dT − T ∫

T

Tr

C̄○Pr
dln(T ) + ∫

P

Pr
V̄ ○T dP . (8.2)
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In this study we assumed the ∫
P
Pr V̄

○

T dP term, describing the change in volume in the system at different

pressure, is negligible. We therefore need the nonstandard state heat capacity in order to calculate the

change in formation energy. We also assume that the integrated heat capacity can be approximated by the

average temperature of the heat capacity at the given temperature range. The equation for partial molal

heat capacity, C̄0
P , is shown below as a sum of its solvated and nonsolvated contributions.

C̄0
P =∆C̄0

P,n +∆C̄0
P,s (8.3)

This ultimately gives us the final equation for the standard partial molal heat capacity as:

C̄0
P = c1 +

c2

(T −Θ)2
− ( 2T

(T −Θ)3
) × (a3(P − Pr) + a4ln( Ψ + P

Ψ + Pr
))

+ωTX + 2TY (∂ω
∂T
)
P
− T (1

ϵ
− 1)(∂

2ω

∂T 2
)
P

, (8.4)

where C̄0
P is given as a function of temperature and pressure. It accounts for changes in temperature and

pressure through the inclusion of the dielectric constant and its dependent terms, the Born coefficient, and

the coefficients of equations of state. The nonstandard state temperature and pressure are given by T and P

respectively. Θ and Ψ are solvent parameters equal to 228 K and 2800 bar. Implementation of these equations

yields the standard molal heat capacity at elevated temperatures and pressures.

We show the ∆C̄0
P is dependent upon parameters c1, c2, a3, a4, Z, and ω. Additional equations-of-state

coefficients a1 and a2 are used for the approximation of other properties like nonstandard state entropy, but

are not needed for this study. The values for the equations-of-state coefficients are derived from experiment,

and are given in a variety of works [114, 115, 123]. In the case where parameters were not given, the

coefficients were approximated by the coefficients provided for structurally and electronically similar ions

found in works by Shock and Helgeson, particalularly when modeling anionic copper complexes [114,115,118].

We point out that the cuprite and cuprous hydrolysis series found to be stable in largely basic conditions,

such as Cu(OH)−3 and Cu(OH)2−4 , can also be written as the HCuO−2 and CuO2−
2 .

The series of the conventional Born coefficient ωj and its partial derivatives with respect to temperature

are given below, which exhibit a dependence on the g-function (within the radii terms, re,j):
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ωj = ωabs
j −Zjω

abs
H+ (8.5)

ωabs
j =

N0e2Z2
j

2re,j
=
η2jZ

2
j

re,j
(8.6)

ωabs
j =

ηZ2
e,j

re,j
(8.7)

where Z is the formal charge on the ion, N0 is Avagadro’s number, e is the absolute electronic charge equal

to 4.80298 × 10−10 esu, and η = 1.66027 × 105Åcal/mol. An important point to note is that neutral ions are

often found to still behave as a charged ion in solution, but the revised HKF method for neutral atoms does

not define a formal charge for these species. Values in the original works were found from experimental

extrapolation exclusively. In this work, we define Z = 0 for electronically neutral ions, and extrapolate

reported values for structurally similar ions to our own species. The value ωabs
H+ is the Born coefficient of the

H+ ion, equal to approximately 5.387×104 cal/mol (225.4 kJ/mol) at standard state [115]. The effective

radii of the jth ion, re,j is defined as

re,j = rx,j + ∣Zj ∣(kz + g) (8.8)

where rx,j is the crystallographic radius of the ion, kz is a charge dependent constant defined as 0.94 for

cations and 0.0 for anions [114], and g is the g function characterized in J.C. Tanger and H.C. Helgeson

(1988) [118]. The values of the g function are reported in E.L. Shock et al. (1992) and further in this

section [123].

To calculate the C̄0
P value, we find the partial derivatives of the Born coefficient with respect to

temperature. These are defined below, where each partial derivative similarly relies on the g-function and its

partial derivatives.

(∂ω
∂T
)
P
= −η [abs(Z3)

r2e
− ( Z

(3.082 + g)2
)]( ∂g

∂T
)
P

(8.9)

(∂
2ω

∂T 2
)
P

= 2η [Z
4

r3e
− ( Z

(3.082 + g)3
)]( ∂g

∂T
)
2

P
− η [abs(Z3)

r2e
− ( Z

(3.082 + g)2
)]( ∂

2g

∂T 2
)
P

(8.10)
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We highlight that the g-function, while defined elsewhere, was defined and then fit with a power series

in J.C. Tanger and H.C. Helgeson (1988) [118], and later E. L. Shock et al. [123]. As discussed in E. L.

Shock et al. (1992) [123], the g-function is a solvent function that describes the effective electrostatic radii of

pressure and temperature dependence of the solvent, in this case water [118]. We define it below.

g = ag(1 − ρ̂)bg (8.11)

ag = a
′
g + a

′′
gT + a

′′′
g T

2 (8.12)

bg = b
′
g + b

′′
gT + b

′′′
g T

2 (8.13)

Here, ai and bj are parameters given in a variety of texts, T is temperature, and ρ̂ is the density of water

divided by 1 g
cm3 [122]. Qualitative trends and descriptions of the g-function can be found in E.L. Shock et

al. [123].

The partial derivatives of the g-function with respect to temperature, at constant pressure, are necessary

to find the final temperature-dependence of the Born coefficient as shown below. Explicit values of the partial

derivatives at different pressures and temperatures are found in E.L. Shock et al. [123]

( ∂g
∂T
)
P
= g
⎡⎢⎢⎢⎢⎣

ρ̂αbg

1 − ρ̂
+ (b

′′
g + 2b

′′′
g T )ln(1 − ρ̂) +

a
′′
g + a

′′′
g T

ag

⎤⎥⎥⎥⎥⎦
(8.14)

( ∂
2g

∂T 2
)
P

= g

⎡⎢⎢⎢⎢⎣

ρ̂αbg

1 − ρ̂

⎡⎢⎢⎢⎢⎣

2(b
′′
g + 2b

′′′
g T )

bg
+ 1

α
( ∂α
∂T
)
P
− α − ρ̂α

(1 − ρ̂)

⎤⎥⎥⎥⎥⎦

+ 2b
′′′
g ln(1 − ρ̂) +

2aga
′′′
g − (a

′′
g + 2a

′′′
g T )2

a2g

⎤⎥⎥⎥⎥⎦
+ 1

g
( ∂g
∂T
)
2

P
(8.15)

where α is the coefficient of thermal expansion for water.

Also necessary for the calculation of C̄0
p are X, Y , and Z, which allow for the changes in the dielectric

behavior of water, including its ability to stabilize solvents with temperature and pressure. We note that the

Z in this case is dependent upon the dielectic constant of water, and is not the ion’s formal charge. The

definitions of X, Y , and Z are below, where ϵ is the dielectric constant of water:
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Z = −1

ϵ
(8.16)

Y = (∂Z
∂T
)
P
= ( 1

ϵ2
)( ∂ϵ

∂T
)
P

(8.17)

X = (∂Y
∂T
)
P
= ( 1

ϵ2
)[( ∂

2ϵ

∂T 2
)
P

− 2

ϵ
( ∂ϵ
∂T
)
2

P
] (8.18)

The values of X, Y , and Z at a range of pressures and temperatures are documented in E.L. Shock et

al. [123] The variation of the dielectric constant of water is based on temperature, pressure and density has

been well documented [122,124].

ϵ =
4

∑
i=0

ki(τ)ρ̂i (8.19)

where ki(τ) are fitting parameters for the density of water, given as ρ̂ divided by 1 g cm−3. Therefore, the

first and second partial derivatives with respect to temperature of Z used to calculate the Y and X functions

are:

( ∂ϵ
∂T
)
P
=

4

∑
i=0

ρ̂ [(∂ki(τ)
∂T

)
P

− iαki(τ)] (8.20)

( ∂
2ϵ

∂T 2
)
P

=
4

∑
i=0

ρ̂i [(∂
2ki(τ)
∂T 2

)
P

− i(α(∂ki(τ)
∂T

)
P

+ ki(τ) (
∂α

∂T
)
P
) − iα((∂ki(τ)

∂T
)
P

− iαki(τ))] (8.21)

These equations are founded on established changes in the dielectric constant of water with respect to

temperature and pressure. To implement these equations we require the coefficient of thermal expansion, α,

and its respective derivatives, which can be found in a variety of sources [113,114,117].

In summary, the follow general steps are necessary to calculate the Gibbs free energy of formation for

aqueous ions at elevated temperatures with the revised HKF model:

(1) Enumerate ion independent parameters in the methodology, such as Ψ and Θ.

(2) Establish known and desired thermodynamic data and properties for the given ion. This includes

the desired nonstandard state pressure and temperature, charge, and standard state values of ∆fG,

S and C.
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(3) Find temperature and pressure independent parameters for the ion including c1, c2, a1, a2, etc.

These should be experimentally given or approximated.

(4) Calculate or find from the literature the volume and volume derivatives of water, its dielectric

coefficient and its derivatives, and the g-function and its derivatives.

(5) Calculate or find from literature the born functions of water, such as Z, Y , X.

(6) Enumerate the ionic radii and effective ionic radii of the ion.

(7) Calculate the Born coefficient and its derivatives.

(8) Calculate the heat capacity and entropy of the ion. Utilize use the (non-)standard state thermody-

namic properties to approximate the extrapolated ∆fG at nonstandard state.

The thermodynamic behavior found in this study should be viewed as correctly capturing the trends

for the aqueous ions considered, and is not claimed to give exact values of the formation energies of these

species at higher temperatures. Future experimental work could focus on identifying the nonstandard

state thermodynamic properties of copper aqueous ions. To that end, we find agreement between our

calculated entropies and heat capacities to those calculated by Puigdomenech [121]. Furthermore, these

approximations for the temperature and pressure dependence of the formation energies have been used

successfully before [119].


