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ABSTRACT 
 

Splicing factor 3B1 (SF3B1) is a core splicing protein that stabilizes the interaction 

between the U2 snRNA and the branch point (BP) in the RNA target during splicing. 

SF3B1 is heavily phosphorylated at its N terminus and a substrate of cyclin-dependent 

kinases (CDKs). Although SF3B1 phosphorylation coincides with splicing catalysis, the 

functional significance of SF3B1 phosphorylation is largely undefined. Here, we show 

that SF3B1 phosphorylation follows a dynamic pattern during cell cycle progression that 

depends on CDK activity. SF3B1 is known to interact with chromatin, and we found that 

SF3B1 maximally interacts with nucleosomes during G1/S and that this interaction 

requires CDK2 activity. In contrast, SF3B1 disassociated from nucleosomes at G2/M, 

coinciding with a peak in CDK1-mediated SF3B1 phosphorylation. Thus, CDK1 and 

CDK2 appear to have opposing roles in regulating SF3B1–nucleosome interactions. 

Importantly, these interactions were modified by the presence and phosphorylation 

status of linker histone H1, particularly the H1.4 isoform. Performing genome-wide 

analysis of SF3B1–chromatin binding in synchronized cells, we observed that SF3B1 

preferentially bound exons. Differences in SF3B1 chromatin binding to specific sites, 

however, did not correlate with changes in RNA splicing, suggesting that the SF3B1–

nucleosome interaction does not determine cell cycle–dependent changes to mRNA 
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splicing. Our results define a cell cycle stage–specific interaction between SF3B1 and 

nucleosomes that is mediated by histone H1 and depends on SF3B1 phosphorylation. 

Importantly, this interaction does not seem to be related to SF3B1’s splicing function 

and, rather, points toward its potential role as a chromatin modifier. 

 The HEAT domain-containing C terminus of SF3B1 contains frequent mutations 

that have been discovered in several neoplastic processes including myelodysplastic 

syndrome (MDS). These mutations are almost always hemizygous and mutually 

exclusive with other splicing factor mutations, suggesting their role as driver mutations 

during disease pathogenesis. SF3B1 mutations are associated with the selection of a 

novel BP and cryptic 3’ splice site (ss) upstream of the canonical sequences. However, 

the precise molecular mechanism by which mutant SF3B1 expression results in altered 

BP and 3’ss selection remains unclear. While current hypotheses imply that mutant 

SF3B1 expression results in mis-splicing due to obligate changes in BP and 3’ss 

selection, such hypotheses are not supported by transcriptomic analyses of clinical 

samples, cell lines and isogenic murine models. In order to better define factors that 

influence BP selection by mutant SF3B1-containing spliceosomes, we generated an 

isogenic murine embryonic stem cell (mESC) line with the hemizygous Sf3b1 K700E 
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mutation using CRISPR-Cas9-based gene editing. A control homozygous Sf3b1 K700K 

line was also generated for comparison. To enable a statistically robust and unbiased 

evaluation of BP choice by wild-type (WT) and mutant SF3B1, mESC lines were 

combined with a massively parallel reporter assay (MPRA) containing millions of 

splicing reporter minigenes with degenerate sequences in the 3’ intronic region. Our 

results demonstrate that while both WT and mutant SF3B1 utilize canonical BP 

sequences (YTAAY) at similar frequencies, mutant SF3B1 is capable of preferentially 

utilizing non-canonical BP sequences that vary at -1 position relative to the BP 

adenosine. Our findings provide crucial insights into the biochemical mechanism by 

which mutant SF3B1 expression results in altered splicing. 
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PREFACE 

Chapter 1 briefly introduces basic concepts in RNA splicing, the function of the 

spliceosome machinery during splicing, the current state of our knowledge regarding the 

role of recurrent mutations in splicing factor 3B 1 (SF3B1) in promoting disease 

pathogenesis and the contribution of cell cycle kinases-mediated phosphorylation to 

SF3B1 function and regulation. 

 Chapter 2 is derived from an original publication titled ‘Cyclin-dependent kinase 1 

(CDK1) and CDK2 have opposing roles in regulating interactions of splicing factor 3B1 

with chromatin’, with minor modifications (1). Chapter 3 includes data derived from the 

original manuscript titled ‘Degenerate minigene library analysis enables identification of 

altered branch point choice by mutant splicing factor 3B1 (SF3B1)’, currently under 

review for publication. Experimental procedures used to generate data for Chapter 2 

and 3 are provided at the end of the respective chapters. 

 Chapter 2 and Chapter 3 end with their own ‘Conclusion’ section that provides 

context for the data with respect to existing knowledge in the field and provides future 

directions to build upon these findings. 
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Chapter 1 

Introduction 

1.1 Overview of RNA splicing: 

A majority of eukaryotic genes contain coding sequences (exons) that separated by 

non-coding sequences (introns). These genes are expressed as precursor mRNAs (pre-

mRNAs) that contain both introns and exons. In order to translate information contained 

within the expressed mRNA molecule into proteins, pre-mRNAs are processed into 

mRNA by the removal of introns and ligation of exons by a process known as RNA 

splicing. While most introns are removed and most exons are incorporated into the 

spliced mRNA, many pre-mRNAs are alternatively spliced to produce mRNA variants in 

which different combinations of exons are ligated together. In some instances, introns 

are retained within the mature mRNA. More than 75% of genes are estimated to 

undergo alternative splicing (AS) and 50% of these AS events result in altered reading 

frames (ARFs) (2). ARFs allow a single stretch of DNA to be transcribed in more than 

one reading frame.  Thus, by enabling a single gene to encode for multiple protein 

isoforms, splicing can increase the complexity of the proteome. Given the important 
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downstream implications of this process, RNA splicing has evolved to be a tightly 

regulated process.  

In eukaryotes, RNA splicing is achieved with the help of a large number of proteins and 

multi-protein complexes called the spliceosome machinery. Among the many proteins 

and complexes within the spliceosome machinery, large multi-protein-RNA complexes 

known as small nuclear ribonucleoproteins (snRNPs) play a major role. In most 

eukaryotes, two unique spliceosome machineries consisting of unique proteins, 

complexes and snRNPs exist: the less abundant U12-type spliceosome that splices a 

small and rare class of introns and the U2-type spliceosome that splices a majority of 

introns (3). For the purposes of this thesis, we will focus on the U2-type spliceosome. 

The U2-type spliceosome consists of five snRNP molecules viz. U1, U2, U4, U5 and U6 

(Figure 1). Each snRNP consists of a distinct set of proteins complexed with a unique 

RNA molecule. Together, through the systematic binding and dissociation from pre-

mRNA, these snRNPs help orchestrate RNA splicing.  
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Figure.1. Schematic showing the five snRNP complexes and their constituent proteins 

that, together, play a critical role in the splicing of U2 type introns. SF3B1, our protein of 

interest, is represented in bolded text. U4, U5, U6 are shown in a trimeric complex that 

associates with the pre-mRNA during splicing. 
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The assembly of the spliceosome machinery on the pre-mRNA molecule relies on short 

conserved sequences contained within the pre-mRNA (Figure 2). In the case of 

eukaryotes, a GU dinucleotide sequence at the 5’ end of an intron represents the 5’ 

splice-site (5’ss) and an AG dinucleotide sequence at the 3’ end of an intron represents 

the 3’ splice-site (3’ss). Located 18-40 nucleotides upstream of the 3’ss is the branch-

point (BP) which, in most cases, is an adenosine nucleotide. Between the 3’ss and the 

BP lies a stretch of pyrimidines. This stretch is called the poly-pyrimidine tract. Other cis 

acting elements within the pre-mRNA include motifs within introns and exons known as 

exonic splice enhancers (ESEs) and intronic splice enhancers (ISEs) (3).  
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Figure.2. Schematic showing conserved sequences within the pre-mRNA that facilitate 

the assembly of spliceosome proteins and influence splicing outcomes. Shown are two 

exons (Blue and Orange boxes) are separated by an intron represented by the black 

line. Conserved 5’ splice site (5’ss) GU dinucleotide, 3’ splice site (3’ss) AG 

dinucleotide, the branch-point (BP) adenosine (A) and the poly-pyrimidine tract 

(YYYYY) are shown within the intron. 

 

The process of splicing begins with intron and exon definition that dictates which introns 

are removed and which exons are ligated. The first step in this process is the formation 

of the E complex, where U1 snRNP binds the 5’ss. Formation of the E complex is 

followed by the binding of U2 auxiliary factor 1 (U2AF1) and U2 auxiliary factor 2 

Exon	1 GU A YYYYYY AG Exon	2
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BP

Poly-pyrimidine
tract
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(U2AF2) to the 3’ss and the poly-pyrimidine tract, respectively. Next, the recruitment 

and stable binding of U2 snRNP to the BP results in the formation of the A complex. 

The assembly of spliceosome proteins on pre-mRNA early during the process of 

splicing greatly influences splicing outcomes. During these early steps the spliceosome 

machinery determines which introns are to be removed and which exons are to be 

spliced. After the formation of the A complex, the pre-assembled U4/5/6 tri-snRNP 

complex binds the pre-mRNA and gives rise to the catalytic B complex. Through a 

series of conformational changes and RNA-protein binding changes, U1 and U4 

snRNPs dissociate from the pre-mRNA and thus give rise to the activated B complex 

(Bact). The B complex is further catalytically activated by the binding of the DEAD-box 

RNA helicase PRP2 which generates the B* complex. In the first catalytic step, the 2’ 

hydroxyl group (OH) of the BP adenosine carries out a nucleophilic attack on the 5’ss. 

This results in cleavage of the 5’ss and ligation of the 5’ end of the intron to the BP 

adenosine forming a lariat which yields the C complex. In the second catalytic step, the 

3’ss undergoes a nucleophilic attack from the 3’ OH of the 5’ exon that leads to their 

ligation and the removal of the intron. The spliceosome then dissociates and individual 

components are recycled to take part in subsequent rounds of splicing. 
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Figure 3. Schematic showing the 3 major steps during splicing catalysis. (1) 

Spliceosome proteins assemble on the pre-mRNA where exons are represented by 

black boxes and introns by the black line separating them. (2) A series of steps 

involving the association and dissociation of spliceosome proteins from the mRNA 

culminate in the formation of the lariat resulting from the ligation of the 5’OH of the 

intron to the BP adenosine. (3) In the final steps of splicing, introns are removed and 

exons are ligated together. Spliceosome proteins are recycled for use in the next round 

of splicing. 
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1.2 Spliceosome mutations in disease: 

Recently, it has been discovered that a number of genes encoding spliceosome 

proteins, active during the early stages of splicing, are mutated in cancers (4). These 

spliceosome proteins include: U2AF1 and U2AF2 that make contact with the 3’ss and 

the poly-pyrimidine tract, respectively; Serine/Arginine rich splicing factor 2 (SRSF2) 

that binds ESEs; Zinc Finger CCCH-Type, RNA Binding Motif and Serine/Arginine Rich 

2 (ZRSR2) that interacts with U2AF proteins; and Splicing Factor 3B1 (SF3B1) that is 

found within the multi-protein U2 snRNP complex.  

SF3B1 is a core splicing factor and stabilizes the interaction between the BP 

adenosine and the U2 snRNP (5,6). Whole-genome sequencing has identified recurrent 

SF3B1 mutations in multiple neoplastic processes. SF3B1 hotspot mutations are found 

in uveal melanoma, chronic lymphocytic leukemia (CLL) and breast cancer, albeit at 

lower frequencies. SF3B1 mutations are found at high frequencies in myelodysplastic 

syndrome (MDS) (4,7-10). MDS is a group of clonal stem cell disorders that are 

characterized by ineffective hematopoiesis and cytopenia. Of the different MDS sub-

types, SF3B1 mutations are most frequently associated with refractory anemia with ring-

sideroblasts (RARS) MDS subtype that is characterized by anemia and characteristic 
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morphologic atypia, with immature erythroid progenitors containing peri-nuclear, iron 

laden mitochondria (4,7). Of note, 75% of all MDS patients with ring sideroblasts (RS) 

were found to harbor SF3B1 mutations, while only 6% of MDS patients without RS were 

found to harbor SF3B1 mutations. SF3B1 mutations are almost always hemizygous and 

mutually exclusive i.e. they rarely occur in combination with other driver mutations found 

in MDS patients. Majority of SF3B1 mutations are found to be contained within the C-

terminus HEAT-domains of the SF3B1 protein and are missense mutations. These 

include K666N, K666Q, K666R and K700E (Figure 4). The K700E mutation, resulting 

from an AàG substitution, is the most frequently occurring SF3B1 mutation (7).  
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Figure 4. Diagram showing the most frequently found SF3B1 mutations and their 

locations within the SF3B1 protein. 
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1.3 The role of SF3B1 mutations in MDS pathogenesis: 

The prevailing hypothesis in the field of MDS biology is that SF3B1 mutations result in 

altered splicing of genes that are critical during the differentiation and maturation of 

hematopoietic stem cells and give rise to a clonal stem cell population with altered 

differentiation potential. This hypothesis has been supported by work that has 

demonstrated that CD34+ hematopoietic stem cells from MDS patients with SF3B1 

mutations show aberrant splicing of genes involved in differentiation, iron homeostasis, 

mitochondrial metabolism and RNA splicing (11). Subsequent studies that analyzed 

splicing at the transcriptomic level by performing RNA sequencing (RNA-seq) of CLL, 

uveal melanoma and breast cancer patient samples demonstrated that expression of 

mutant SF3B1 induces alternate 3’ss selection through the use of an alternate BP (12). 

This alternate ‘cryptic’ 3’ss was shown to be 19-20nt upstream of the canonical 3’ss and 

a large number of aberrantly spliced mRNAs were shown to be degraded by non-sense-

mediated decay (NMD) (12,13). These findings have been validated in MDS patient 

samples by us and other groups (14-16).  

Since HEAT domains play a role in mediating protein interactions, it was hypothesized 

that mutations within the N-terminus HEAT domains of SF3B1 alter the protein structure 
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in a way that disrupts its interaction with other proteins in the spliceosome machinery 

leading to altered splicing and disease pathogenesis. A structure-based analysis of 

SF3B1 protein has provided critical insights into the role of HEAT domains in facilitating 

SF3B1 interaction with other proteins in the SF3B complex and other spliceosome 

proteins like U2AF65. This study revealed that frequently occurring mutations within 

SF3B1 HEAT domains alter the three-dimensional conformation of the HEAT domains 

and SF3B1 interactions with U2AF65, potentially influencing splicing outcomes. 

However, the authors also demonstrated that the SF3B1 K700E mutation, specifically, 

does not alter SF3B1-U2AF65 interactions. This suggests that the mechanism behind 

aberrant splicing due to SF3B1 K700E expression is more complex than previously 

imagined (17). 

More recently, two groups have reported findings from knock-in mouse models of 

Sf3b1 K700E (15,16). It was reported that mutant Sf3b1 mice develop macrocytic 

anemia due to ineffective erythropoiesis and defects within the hematopoietic stem cell 

(HSC) compartment. However, in both studies, mice developed anemia without the 

presence of RS which is the hallmark of human disease with SF3B1 mutations. While 

aberrant splicing with cryptic 3’ss usage and increased NMD was reported in both Sf3b1 
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K700E mouse models, there was no significant overlap between aberrantly spliced 

transcripts in mice versus human MDS samples. This suggests that there are key 

differences in splicing between humans and mice. Indeed, we have reported that while 

there is significant conservation of exonic sequences between humans and mice, 

intronic regions are less conserved (14). We also demonstrated that in a number of 

mRNA transcripts, aberrantly spliced due to cryptic 3’ss usage, these cryptic 3’ss were 

found within RNA secondary structures. Cryptic 3’ss within RNA secondary structures 

were accessible by mutant SF3B1 but not wild-type (WT) SF3B1. Together, these 

findings suggest that a more systematic and unbiased study of splicing is required if we 

are to develop a proper understanding of MDS pathogenesis due to mutant SF3B1.  

While significant advances have been made in understanding the role of SF3B1 

mutations in MDS pathogenesis, key questions remain unanswered. Isoforms 

generated due to cryptic 3’ss represent only a small proportion of the total transcript. 

This finding is contrary to current hypotheses that imply that hemizygous SF3B1 

mutations are absolute and cause mis-splicing due to obligate changes in BP and 3’ss 

selection. Also, it is not clear what factors lead to the cryptic 3’ss and alternate BP 

selection. Are there sequence and structural determinants within the pre-mRNA that 
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predispose certain transcripts to aberrant splicing by mutant SF3B1? Can the 

identification of the sequence and structure determinants be used to predict and identify 

genes and pathways most likely to be affected by the expression of mutant SF3B1? 

Can the lack of conservation of these sequence and structural determinants between 

humans and mice explain why mouse models of do not replicate human disease? 

Answers to these questions will provide critical insights that can help pinpoint the exact 

mechanism by which SF3B1 mutations contribute to MDS pathogenesis.  

 

1.4 Cyclins, Cyclin Dependent Kinases and Cell Cycle Regulation: 

The progress of dividing cells through different stages of the cell cycle is a tightly 

regulated process. This process relies on the presence and activity of two protein 

families: cyclins and cyclin-dependent kinases (CDKs). CDKs are serine/threonine 

kinases whose activity depends on their binding to their respective cyclin binding 

partners. Each member of the CDK family of proteins contains a conserved catalytic 

domain consisting of an ATP-binding pocket, a cyclin-binding domain and an activation 

loop motif. CDKs are activated as well as inhibited by phosphorylation at distinct serine 

and threonine residues. Cell cycle stage-specific association of different cyclins with 
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CDKs allows the timely transition and progression of cells from one stage of the cell 

cycle to another. While it was originally believed that each cyclin and CDK protein has a 

unique function and is essential for normal progression through the cell cycle, studies 

that utilized knock-out mouse models revealed an extensive compensatory mechanism 

where the loss of one cyclin or CDK is compensated by the expression and activity of 

another cyclin or CDK. 

Early in G1 phase of the cell cycle, cyclin D binds and activates CDK4/6 and initiates 

the phosphorylation of the retinoblastoma protein (RB). Phosphorylation of RB results in 

the dissociation of RB-bound E2F transcription factors which initiate the expression of 

genes required for cell cycle progression. Among the E2F responsive genes is cyclin E. 

Cyclin E binds to CDK2 in late G1 and hyperphosphorylates RB. This leads to further 

activation of E2F-mediated gene expression and entry into S-phase. Cyclin A-CDK2 

promote DNA replication during S phase and cyclin A-CDK1 activity then allows entry 

into G2/M, followed by cyclin B-CDK1-mediated completion of mitosis (18,19).  

Originally thought to be master regulators of cell cycle, cyclin-CDK complexes have 

been shown to play additional roles beyond the cell cycle. These include the regulation 

of transcription, DNA damage response, chromatin organization and RNA splicing. 
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Phosphorylation of RNA polymerase II C-terminal domain has been shown to regulate 

its activity during transcription initiation and elongation (20). Cyclin-CDK activity has 

been shown to be essential for the resolution of DNA breaks by the DNA damage 

response machinery (21). Several cyclins are expressed in the nucleus and have been 

shown to phosphorylate chromatin-associated proteins in complex with CDKs. For 

example, CDK-mediated phosphorylation of linker histone H1 contributes to the 

regulation of chromatin organization and structure (22,23). EZH2, an epigenetic 

regulator that catalyzes the methylation of histone proteins, is a cyclin-CDK1/2 substrate 

and undergoes phosphorylation at distinct threonine residues in a cell cycle dependent 

manner (24). Furthermore, cyclin E associates with spliceosome machinery proteins 

and their phosphorylation by CDK1/2 has been shown to be associated with splicing 

catalysis (25-27). These findings have led to the recognition of cyclins and CDKs as 

multifaceted proteins with important roles in the regulation of cell cycle and beyond. 
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1.5 SF3B1 phosphorylation by cell cycle kinases: 

Nearly 20 years ago it was reported that cyclin E associates with U2 snRNP and its 

component proteins including SF3B1, SF3B2, and SF3A1. SF3B1 has been shown to 

be phosphorylated in vitro by CDK1 and CDK2 that are active during G1/S and G2/M 

phases of the cell cycle, respectively (25-27). Subsequent studies demonstrated that 

another cell cycle kinase, DYRK1A, also phosphorylates SF3B1. These findings 

suggest a strong link between cell cycle and the spliceosome machinery (28). Mass-

spectrometry (MS) studies have shown that the N-terminus domain of SF3B1 contains 

nearly 31 Serine/Threonine-Proline (S/T-P) CDK consensus sites. These findings have 

complicated efforts aimed at understanding the precise outcomes of cell cycle-

dependent phosphorylation of SF3B1 (Figure 5) (29). While a large majority of these 

sites have not been experimentally validated, a number of them have been shown to be 

phosphorylated in vivo and to be associated with specific functions. SF3B1 

phosphorylated at threonine 313 (T313) is found in nuclear speckles and associated 

with active spliceosomes (30). This finding is particularly interesting as splicing is known 

to follow a specific cell cycle-dependent program that results in alternative splicing of 

key transcripts that play important roles during cell cycle progression. Moreover, it 
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suggests that phosphorylation of SF3B1 by cell cycle kinases may be important in 

facilitating the cell cycle stage-specific program of alternative splicing (31). Threonines 

244, 248 and 313 are known to be phosphorylated by CDK2 and phosphorylation at 

these sites has been shown to be responsible for mediating the interaction between 

SF3B1 and a chromatin associated protein called nuclear inhibitor of protein 

phosphatase 1 (NIPP1) (27). The phosphorylation-dependent interaction of SF3B1 with 

a chromatin associated protein is not entirely surprising. A large body of evidence 

suggests that splicing occurs co-transcriptionally and members of the RNA splicing 

machinery interact with chromatin during transcription (32). Indeed, Kfir et al. recently 

demonstrated that SF3B1 interacts with nucleosomes near exons in an RNA-

independent manner. Using genome-wide occupancy data for SF3B1 in combination 

with splicing analyses and knock-down approaches, the authors contend that SF3B1 

occupancy of chromatin determines splicing outcomes (33). Given that CDKs are also 

known to interact with chromatin and phosphorylate various chromatin-associated 

proteins, it led us to consider the possibility that phosphorylation of SF3B1 by cell cycle 

kinases during cell cycle progression regulates its association with chromatin and in turn 
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influences the cell cycle stage specific program of splicing near SF3B1-occupied 

regions of the genome. 
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Figure 5. 

# SITE MOTIF # SITE MOTIF 
1 S129 IIsPE 18 T326 GEtPt 
2 T142 GKtPD 19 T328 tPtPG 
3 T207 DQtPG 20 T341 DEtPA 
4 T211 GAtPK 21 T350 GstPV 
5 T223 AEtPG 22 T354 VLtPG 
6 T227 GHtPs 23 T362 IGtPA 
7 T235 DEtPG 24 T369 MAtPt 
8 T244* sEtPG 25 T371 tPtPG 
9 T248* GAtPG 26 T379 sMtPE 

10 T257 DPtPs 27 T426 IRtPA 
11 T261 sHtPA 28 T434* tAtPt 
12 T267 AAtPG 29 T436 tPtPL 
13 T273 GDtPG 30 S488 TLsPE 
14 T278 HAtPG 31 T508 NGtPP 
15 T296 DEtPK 32 S541 LMsPT 
16 T303 RDtPG 33 T1021 RLtPI 
17 T313* AEtPR 34 T1170 AVtPL 

 

Figure 5. Proline-directed serine/threonine phosphorylation sites in SF3B1 listed by 

PhosphositePlus tool (34) and previously identified by mass spectrometry (MS). All 

serine and threonine residues are shown in lowercase letters. Predicted CDK 

phosphosites have been underlined. (*) indicates that MS data was confirmed in studies 

utilizing site-specific methods (27-29). Six threonine residues were mutated to alanine in 

order to understand their impact on SF3B1-nucleosome interactions and are denoted by 

bolded and italicized text. 
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The goal of this thesis is to understand how hotspot mutations in the C-terminus domain 

of SF3B1 affect its function during splicing and contribute to disease pathogenesis. 

Another goal is to determine whether the phosphorylation of residues within the N-

terminus domain of SF3B1 by cell cycle kinases plays a role in orchestrating the cell 

cycle stage-specific program of alternative splicing. The following chapters will discuss 

our systematic approach to answering questions surrounding SF3B1 mutations in 

disease pathogenesis and the phosphorylation-dependent regulation of SF3B1 function 

during splicing. 

 

 

 

 

 

 

 

 

 



	 	 31	

	

	

Chapter 2: Results 

 CDK-regulated SF3B1-chromatin interaction

2.1 SF3B1 phosphorylation is dynamic during cell cycle progression. 

SF3B1 contains numerous serine or threonine residues juxtaposed to a proline at the +1 

position, representing potential sites for phosphorylation by proline-directed kinases, 

including cyclin-CDKs, glycogen synthase kinase 3 (GSK3), and mitogen-activated 

protein kinases (MAPK). Although several mass spectrometry (MS) studies have 

demonstrated SF3B1 phosphorylation sites clustering within the N-terminal domain of 

the protein (Figure 5), the functional significance of SF3B1 phosphorylation is largely 

undefined. SF3B1 phosphorylation is coupled with splicing catalysis (26); specifically, 

phosphorylation of threonine 313, a cyclin E-CDK2 substrate, is associated with active 

splicing (30). Cyclin E-CDK2-mediated phosphorylation of SF3B1 at threonines 244, 

248 and 313 has been shown to mediate interaction with NIPP1, a protein phosphatase 

that localizes within the nucleus (27). In order to understand first whether SF3B1 

phosphorylation changes during cell cycle progression, we used mitotic arrest to 

synchronize two human cell lines, HeLa and K562, and measured SF3B1 expression 
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and serine/threonine phosphorylation (using anti-phospho-serine/threonine-proline 

(pSer/Thr-Pro) and anti-phospho-threonine 313 (pSF3B1) (30) antibodies by 

immunoblot. We found a highly dynamic pattern of SF3B1 phosphorylation through cell 

cycle progression, wherein SF3B1 is phosphorylated at low levels in G1, declining 

further at G1/S, but is highly phosphorylated at G2/M (Figures 6A and 6B). Based on 

previous MS data that demonstrated CDK-mediated phosphorylation of SF3B1, we 

hypothesized that the increased phosphorylation of SF3B1 in G2/M was dependent on 

CDK1 activity. We further hypothesized that the subsequent decrease in SF3B1 

phosphorylation following mitotic exit was mediated by phosphatases active during re-

entry into G1. To test these hypotheses, we first treated HeLa and K562 cells arrested 

in G2/M with Purvalanol-A, a specific CDK1 (CDC2) inhibitor (35,36). Brief 

pharmacologic inhibition of CDK1 (at 0.5 and 4 hours) completely blocks detectable 

SF3B1 phosphorylation (Figures 6C and 6D). Inhibition of phosphatase activity in G1/S 

cells using okadaic acid (OA) treatment that inhibits both PP2A and PP1 phosphatases 

(37) results in increased SF3B1 phosphorylation (Figure 6E).  Together, these results 

demonstrate that SF3B1 phosphorylation is dynamic during the course of cell cycle 

progression, peaking at G2/M in a CDK-dependent manner and then decreasing due to 
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phosphatase activity as cells progress through G1/S 
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Figure 6. 
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Figure 6. SF3B1 phosphorylation is dynamic during cell cycle progression. 

SF3B1 was immunoprecipitated from whole-cell lysates of synchronized (A) HeLa and 

(B) K562 cells. Immunoblot analysis to assay SF3B1 phosphorylation was performed 

using an antibody that detects phosphorylation at all serine/threonine residues with a 

proline at the +1 position (pSer/Thr-Pro) and a site-specific antibody that detects 

phosphorylation at threonine 313 of SF3B1 (Thr313). Lower panels in (A) and (B) show 

flow cytometric analysis of cells synchronized and harvested for analysis in G2/M, G1 

and G1/S phases. Cells were labeled with propidium iodide (PI) to measure DNA 

content and model cell cycle. Histogram peaks representing diploid and tetraploid DNA 

content are labeled as 2N and 4N respectively.  G2/M arrested (C) HeLa and (D) K562 

cells were treated with Purvalanol-A (Purv-A) for indicated times and SF3B1 was 

immunoprecipitated from whole-cell lysates followed by immunoblot analysis to assay 

SF3B1 phosphorylation. (E) G1/S HeLa cells were treated with 20 nM okadaic acid (OA) 

for 12 hours and SF3B1 was immunoprecipitated from whole-cell lysates. SF3B1 

phosphorylation was determined as shown. 
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2.2 SF3B1-nucleosome interactions are dynamic during cell cycle progression. 

Work by several groups has demonstrated that SF3B1 interacts with chromatin or 

chromatin-associated proteins (38,39). Of note, Kfir et al. (33) showed that SF3B1 

associates with mono-nucleosomes near exons and positively influences splicing of 

these occupied exons. Moreover, splicing is known to be coordinated with cell cycle 

progression, such that the expression and splicing of specific transcripts are regulated 

in a stage-specific manner (31). In light of these data and our finding of dynamic 

phosphorylation of SF3B1, we hypothesized that changes to phosphorylation of SF3B1 

during cell cycle progression influences its association with nucleosomes. To test this, 

we first prepared whole cell lysates and mono-nucleosome-enriched fractions from 

mitotically arrested and synchronized HeLa and K562 cells. Mono-nucleosome fractions 

containing nuclear proteins and chromatin were prepared by isolating nuclei and 

digesting them with micrococcal nuclease (MNase), such that the resulting DNA 

fragments are approximately 150 base pair (bp) size (length of DNA wrapped around a 

single nucleosome is 147 bp) (Figure 7A inset). We compared SF3B1 protein 

abundance in nucleosome-enriched versus whole cell lysates of synchronized cells.  In 

nucleosome-enriched lysates, SF3B1 levels are significantly reduced in G2/M, when 
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SF3B1 phosphorylation peaks (Figure 6), and increased in G1 and G1/S. However, 

SF3B1 protein abundance remained unchanged between G1, G1/S and G2/M in whole 

cell lysates (Figures 7A-7B), supporting our hypothesis that cell cycle dependent 

phosphorylation influences SF3B1 association with nucleosomes.
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Next, we asked whether the change in chromatin association was specific to SF3B1 or if 

other spliceosome proteins also exhibit cell cycle-dependent chromatin association. We 

hence determined the total abundance and nucleosome association of SF3B2, a 

component of the U2 snRNP (similar to SF3B1), and also for U1-70k (or snRNP70), a 

subunit of a distinct snRNP (U1).  Both SF3B2 and U1-70k followed the same cell cycle-

dependent chromatin association as SF3B1 (Figure 7C). Next, to confirm that this cell 

cycle-related change in splicing factor abundance within chromatin-enriched lysates 

was directly linked to a change in interaction with nucleosomes, we examined the 

association of SF3B1, SF3B2 and U1-70K with the core nucleosome protein, histone 

H3, in synchronized cells. As expected, SF3B1, SF3B2 and U1-70K did not associate 

with histone H3 in G2/M cells but showed increased histone association in G1/S (Figure 

7D-7E). Treatment of G1/S HeLa cells with OA resulted in decreased SF3B1-

nucleosome interaction (Figure 7F). Since OA treatment did not alter cell cycle 

distribution (not shown), this result suggests that the dynamics of SF3B1 

phosphorylation and not merely the progression of cells through G1/S regulate SF3B1-

nucleosome interactions. 

Splicing is a co-transcriptional process, and hence it is possible that the observed 
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cell cycle-dependent interaction between spliceosome proteins and chromatin are 

dependent on nascent, transcribed RNA or snRNA within spliceosome. To address this, 

we tested the effect of RNAse on the interaction of the spliceosome proteins with 

histone H3 and chromatin. While RNAse-A treatment significantly diminished the 

interaction between histone H3 and SF3B2 and U1-70k in G1/S-phase, the SF3B1 

interaction with nucleosomes remained intact, consistent with an RNA-independent 

mode of association during G1/S (Figure 7G), consistent with previous reports (33).  

 Taken together, our data demonstrate that SF3B1 interactions with nucleosomes 

are dynamic during cell cycle progression. SF3B1 interacts with nucleosomes during G1 

and G1/S stages where it demonstrates lower level phosphorylation, whereas its 

interaction with nucleosomes is greatly diminished during G2/M when CDK1 activity 

peaks, suggesting that SF3B1 phosphorylation during G2/M directly contributes to its 

dissociation from nucleosomes. Importantly, unlike other spliceosomal proteins we 

tested (both U2 snRNP components and non-U2 components), this cell cycle-

dependent interaction of SF3B1 with histone is RNA-independent and hence likely not 

solely due to transcription. 
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Figure 7.  

 

200
bp

A.

SF3B1

H3

SF3B1

Nucleosome-enriched

Whole cell-lysate

G1/SG2/M G1

HeLa

Nucleosome-enriched

Whole cell-lysate

SF3B1

H3

SF3B1

B. K562

C.

Nucleosome-enriched

G2/MG1/S
HeLa D.

Whole cell-lysate

G1/S G2/M

-Ab IP: Histone H3

SF3B2

U1-70k

H3

SF3B2

U1-70k

β-Actin

SF3B1

H3

Whole cell-lysate

H3

SF3B1

F.

G1/S G2/M
- Ab

SF3B2

U1-70k

H3

IP: Histone H3
E.

IP: Histone H3

G1/S

0 12

- Ab

SF3B1

H3

SF3B1
INPUT:

G.

SF3B1

SF3B2

U1-70k

H3

OA (hrs)

RNAse

IP: Histone H3

G1/S
- +

-Ab

1.0 0.48
(0.11)

Normalized 
SF3B1 in co-IP
(SD)

Figure 2

G2/M G1 G1/S

β-Actin

H3

β-Actin β-Actin

H3

H3

INPUT:

INPUT:

135
190

58
80

11
17

150
250

15
20

150
250

INPUT

15
20

37

50

150
250

50

75

15
20

15
20

150
250

50

75

15
20

15
20

150
250

150
250

10
15

150
250

37

50

150
250

10
15

150
250

37

50

150
250

15

10

15

10

250
150

135
190

58
80

32
46



	 	 41	

	

	

Figure 7. SF3B1-nucleosome interactions are dynamic during cell cycle 

progression. SF3B1 protein abundance was assayed in nucleosome-enriched and 

whole-cell lysates from (A) HeLa and (B) K562 cells synchronized in G1, G1/S and 

G2/M. Histone H3 (H3) and beta-Actin were used as nuclear and whole-cell lysate 

loading controls respectively. Inset: DNA was isolated from micrococcal nuclease 

(Mnase)-digested nuclear lysates using phenol: chloroform extraction and run on an 

agarose gel to assess the size of the DNA fragments. (C) Total protein abundance of 

SF3B2 and U1 subunit-70K was assayed in nucleosome-enriched and whole-cell 

lysates of HeLa cells synchronized in G1/S and G2/M. U1 subunit-70K Santa Cruz 

Biotechnology sc-390988 and SF3B2 Abcam ab56800 antibodies were used in this 

experiment. H3 and beta-Actin were used as nuclear and whole-cell lysate loading 

controls respectively. (D) H3 was immunoprecipitated from nucleosome-enriched 

lysates of HeLa cells synchronized in G1/S and G2/M. SF3B1 co-immunoprecipitation 

was assayed by immunoblot assay. (E) H3 was immunoprecipitated from nucleosome-

enriched lysates from HeLa cells synchronized in G1/S and G2/M. SF3B2 and U1-70K-

subunit co-immunoprecipitation was assayed by immunoblot using the U1 subunit-70K 

antibody from Dr. Doug Black’s Lab and SF3B2 (Novus 79848) antibody. (F) G1/S HeLa 
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cells were treated with 20 nM okadaic acid (OA) for 12 hours and H3 was 

immunoprecipitated from nucleosome-enriched lysates. SF3B1 co-immunoprecipitation 

(co-IP) was assayed by immunoblot assay. SF3B1 in co-IP was quantified and 

normalized to immunoprecipitated histone H3. The experiment was performed in 

triplicate and relative SF3B1 abundance in co-IP quantified using NIH ImageJ and 

standard deviation (SD) calculated. (G) H3 was immunoprecipitated from nucleosome-

enriched lysates of HeLa cells synchronized in G1/S and G2/M. SF3B1, SF3B2 and U1-

70K subunit co-immunoprecipitation was assayed after RNAse-A treatment of the 

immunoprecipitation reaction as shown. The immunoblot displayed is representative of 

three independent assays. 
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2.3 SF3B1-chromatin interactions are dependent on CDK activity. 

We next hypothesized that dynamic SF3B1-nucleosome interactions are dependent on 

CDK-dependent phosphorylation. We tested this hypothesis by pharmacologic inhibition 

of CDK1 activity in G2/M and of CDK2 activity in G1/S. Treatment of G2/M cells with 

Purvalanol-A restored the interaction between SF3B1 and nucleosomes (Figure 8A). In 

contrast, inhibition of CDK2 activity in G1/S by treatment with Roscovitine (40) results in 

diminished SF3B1-nucleosome interaction (Figures 8B and 8D), suggesting that CDK1 

and CDK2 play opposing roles in regulating SF3B1-nucleosome interactions during cell 

cycle progression. Another kinase, DYRK1A, is also active during G1 and is known to 

phosphorylate SF3B1 at threonine 434 (28). We hence evaluated the role of DYRK1A in 

regulating SF3B1-nucleosome interactions. Inhibition of DYRK1A by treatment with a 

selective inhibitor, Harmine (41), did not affect SF3B1-nucleosome interaction, while the 

inhibitor did elicit an increase in cyclin D2 protein, which is normally destabilized in 

response to DYRK1A-mediated phosphorylation (42) (Figures 8C-8D). These data 

suggest that CDK1 and CDK2 play a selective role in regulating SF3B1-nucleosome 

interactions during cell cycle progression. 

 Previous studies have implicated specific threonine residues within the N-
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terminal region of SF3B1 in mediating its interaction with other proteins, including 

NIPP1 (27). While our data from pharmacologic inhibition of kinase activity addressed 

the role of overall phosphorylation, the role of phosphorylation of SF3B1 at specific 

amino acid residues in regulating its interaction with nucleosomes is unclear. Mass 

spectrometry (MS) has identified CDK-dependent phosphorylation of SF3B1 at multiple 

sites in addition to those CDK sites previously described as regulating the NIPP1 

interaction, including threonines 142, 211, 257, 261, 426 and 434, all of which have +1 

prolines (29). We hence mutated all 6 of these MS-identified threonine residues (Figure 

1) (28,29). On probing the SF3B1-nucleosome interactions in K562 cells expressing 

wild-type (WT) or the compound phospho-mutant SF3B1 (6A), we found partially 

decreased nucleosome interaction of 6A suggesting that aggregate phosphorylation of 

SF3B1’s N-terminus is required for regulation of SF3B1-nucleosome interactions 

(Figure 8E). Consistent with this result we found only a modest decrease in cyclin E-

CDK2 mediated phosphorylation of 6A when compared to WT (Figure 9), likely 

reflective of the large number of N-terminal SF3B1 phosphosites contributing to overall 

phosphorylation of the protein. Indeed, single point mutations in SF3B1 phosphosites 

showed no alteration in nucleosome interactions, whereas a more extensive mutant 
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containing 25 alanine substitutions within predicted S-P/T-P phosphosites was not 

expressed sufficiently in cells to study (data not shown). 

To determine whether 6A expression had any functional effects on splicing, we 

used a previously described splicing reporter construct (43). The reporter construct 

consists of a beta-galactosidase (b-Gal) gene and a luciferase gene separated by an 

intron that contains three in-frame stop codons. When spliced normally, the stop codons 

are spliced out of the mRNA expressed from the reporter construct generating a fusion 

protein with both b-Gal and luciferase enzyme activity. In case of inefficient splicing 

leading to a retained intron with the three in-frame stop codons in the mRNA the 

resultant protein has only the b-Gal enzyme activity. The ratio of luciferase to b-Gal 

enzyme activity measured using a fluorometric assay provides a measure of splicing 

efficiency. Using this reporter system, we found that the luciferase to b-Gal ratio was 

lower in cells overexpressing WT SF3B1 compared to the empty vector control. This 

suggested that mere overexpression of WT protein results in altered splicing. However, 

when comparing luciferase to b-Gal enzyme activity ratios in WT and 6A overexpressing 

cells, we did not observe any significant differences (Figure 10B). 6A expression in 

K562 cells also did not alter the cell cycle status of these cells and did not result in any 
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significant changes in apoptotic cell death compared to cells overexpressing WT SF3B1 

(Figure 10C). Taken together, these data demonstrate that while the SF3B1 6A mutant 

showed a modest decrease in binding to chromatin, it did not result in any observable 

effects on splicing and overt cell cycle defects. 
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Figure 8. 
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Figure 8. SF3B1-chromatin interactions are dependent on CDK activity. 

(A) Histone H3 was immunoprecipitated from nucleosome-enriched lysates of HeLa 

cells synchronized in G2/M and treated with CDK1 inhibitor Purvalanol-A (Purv-A) for 

the indicated times. SF3B1 co-immunoprecipitation was assessed by immunoblot 

analysis. No significant changes in cell cycle status of Purv-A treated cells were 

observed by flow cytometric analysis (not shown). (B) Upper panel- H3 was 

immunoprecipitated from nucleosome-enriched lysates of HeLa cells synchronized in 

G1/S and treated with CDK2 inhibitor Roscovitine (RCV) for 12 hours. SF3B1 co-IP was 

assessed by immunoblot analysis. No significant changes in cell cycle status of RCV 

treated cells were observed by flow cytometric analysis. Lower panel- RCV-mediated 

inhibition of CDK2 activity was confirmed by analysis of cyclin E auto-phosphorylation 

(44) using similar conditions as in panel (B). (C) Upper panel- H3 was 

immunoprecipitated from G1/S HeLa cells treated with DYRK1a inhibitor Harmine 

(HRM) for 12 hours. SF3B1 co-immunoprecipitation was assessed by immunoblot 

assay. Lower panel - DYRK1a inhibition was confirmed by analysis of cyclin D2 protein 

levels in whole cell lysates of HRM treated G1/S HeLa cells by immunoblot assay. (D) 

SF3B1 abundance in H3 co-IPs from drug-treated relative to vehicle-treated cells was 
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quantified from 3-4 experiments and is displayed with means (thick bars) and SDs (thin 

bars). (E) FLAG-tagged wild-type (WT) and compound phosphosite mutant SF3B1 (6A) 

were overexpressed in K562 cells by retroviral transduction. Cells were synchronized in 

G1/S, and H3 was immunoprecipitated from nucleosome-enriched lysates. SF3B1 co-

immunoprecipitation was assayed by immunoblot analysis using an antibody against the 

FLAG tag in triplicate experiments. 
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Figure 9. 

 

 

 

Figure 9. Flag-tagged Wild-type (WT), compound phosphomutant (6A) SF3B1 or empty 

vector (EV) were overexpressed in K562 cells and immunoprecipitated using an anti-

Flag antibody. Immunoprecipitated proteins were phosphorylated in vitro with purified 

cyclin E-CDK2 in the presence of gamma-P32-ATP. SF3B1 phosphorylation was 

assayed by western blot followed by autoradiography. Equal expression and pull-down 

of WT and 6A SF3B1 were confirmed by immunoblot assays using indicated antibodies. 
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Figure 10. 
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K562 cells were transduced with SF3B1 (wild-type (WT) or the 6A compound phospho-mutant)- 
expressing vectors as in Figure 3E, and cell cycle kinetics and apoptosis subsequently measured.  
Panel (A) shows comparable cell cycle re-entry at 7 hr following release from M-phase arrest for the indicated 
transduced populations and corresponding cell cycle distributions (representative of triplicate assays shown).  
Panel (B) shows baseline levels of apoptosis are comparable between WT and 6A-expressing cells, using 
Annexin V staining. Shorter bars represent standard deviations and longer represents medians from triplicate 
assays. 
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Figure 10. Functional effects of mutant SF3B1 expression on splicing efficiency, 

cell cycle progression and apoptosis. (A) Diagram showing the splicing reporter that 

was used to measure splicing efficiency. The reporter construct consists of a beta-

galactosidase gene (orange box) and a luciferase gene (green box) separated by an 

intron that contains three in-frame stop codons (XXX). (B) HEK293 cells were co-

transfected with the splicing reporter and WT SF3B1 or the 6A mutant. Cells were lysed 

and beta-galactosidase and luciferase activities were measured fluorometrically. (C) 

K562 cells were transduced with WT SF3B1 and the 6A mutant. Comparable cell cycle 

entry of WT and 6A expressing at 7 hours following G2/M arrest is shown. (Data shown 

are representative of triplicate assays). (D) Baseline levels of apoptosis in WT and 

expressing cells measured by Annexin-V staining are shown. (Shorter bars represent 

standard deviations and longer represent medians from triplicate experiments). 

 

 

 

 

 



	 	 53	

	

	

2.4 SF3B1 K700E mutation alters chromatin binding: 

Mutations predominantly within the N-terminus HEAT domain of SF3B1 are associated 

with several neoplastic processes, with SF3B1 K700E mutations being the most 

frequent (4,8-10). Transcriptomic analyses of patient samples, cell lines and murine 

models have shown that expression of mutant SF3B1 results in aberrant splicing of a 

large number of genes (12,14,16). Additionally, recent reports have also shown that 

SF3B1 binding to chromatin, enriched near exons, influences splicing outcomes of 

SF3B1-occupied exons (33). In light of these data, we decided to determine whether the 

SF3B1 K700E HEAT domain mutation results in altered SF3B1 binding to chromatin 

and contributes to the mechanism by which mutant SF3B1 causes aberrant splicing. As 

before, we overexpressed WT and the SF3B1 K700E mutant (SF3B1MUT) in K562 cells. 

On probing the interaction between WT and SF3B1MUT with chromatin in nucleosome 

enriched lysates, we observed impaired interaction between SF3B1MUT and histone H3. 

Given that SF3B1 interaction with chromatin has been shown to influence splicing 

outcomes, our finding suggests that altered binding of the disease-associated SF3B1 

mutant with chromatin may potentially contribute to aberrant splicing observed due to 

mutant SF3B1 expression. (12-16,33) (Figure 11) 
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Figure 11. 

 

 

Figure 11. SF3B1 K700E mutation alters binding with chromatin: FLAG-tagged 

wild-type (WT) and disease-associated SF3B1 K700E mutant (SF3B1MUT) were 

overexpressed in K562 cells by retroviral transduction. Histone H3 was 

immunoprecipitated from nucleosome-enriched lysates. SF3B1 co-immunoprecipitation 

was assayed by immunoblot analysis using an antibody against the FLAG-tag (Left 

Panel). SF3B1 expression was confirmed in whole cell lysates (Right Panel). 
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2.5 SF3B1-chromatin interactions in vitro depend on linker histone H1 and 

phosphorylation of both SF3B1 and H1. 

A large number of nucleosome binding proteins influence chromatin organization. 

SF3B1 is part of the SF3B complex, which in turn forms part of a large multi-protein 

complex, the U2 snRNP that is also known to contain chromatin-associated proteins 

(45). It is thus unclear whether the interaction between SF3B1 and nucleosomes is 

direct or depends on other proteins known to complex with nucleosomes. To help 

determine which of these scenarios is more likely in vivo, we reconstituted SF3B1-

nucleosome binding in vitro. Given that the majority of serine/threonine residues 

identified as potential substrates for CDKs in SF3B1 are located within an N-terminal 

domain that excludes the HEAT-containing domain (Figure 5), we sub-cloned this 

fragment (1-500 aa or SF3B11-500) for use in these studies. Examining previously 

published mass spectrometry-based SF3B1 interactome datasets, we noted that 

histone H1 is part of the complex that contains SF3B1 and other nucleosome proteins 

(33,46). H1 is involved in chromatin organization during cell cycle progression and is a 

known CDK substrate during cell cycle progression (22). Using co-immunoprecipitation, 

we first confirmed that SF3B1, histone H1 and histone H3 are in complex in vivo (Figure 
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12A). The SF3B1-500 with N-terminal GST tag was then expressed in E.coli and isolated 

for in vitro binding assays (Figure 12B). We confirmed that SF3B11-500 could be 

phosphorylated by purified cyclin E-CDK2 in vitro (Figure 12C). Using an in vitro binding 

assay in which SF3B11-500 is first phosphorylated in vitro using purified cyclin E-CDK2 

and then incubated with purified HeLa mono-nucleosomes in the presence or absence 

of purified calf thymus histone H1, also phosphorylated in vitro by cyclin E-CDK2, we 

found phosphorylation of both histone H1 and SF3B11-500 is required for robust binding 

of the latter to purified mono-nucleosomes. However, prolonged SF3B11-500 incubation 

with cyclin E-CDK2 in vitro led to reduced binding (Figure 12D, upper panel), suggesting 

that lower amounts of SF3B1 phosphorylation are permissive to chromatin interactions, 

whereas hyper-phosphorylated SF3B1 impedes the interaction.  

 Histone H1 has multiple isoforms: Histones H1.1, H1.2, H1.3, H1.4 and H1.5 are 

ubiquitously expressed in a cell cycle-dependent manner, while histone H1.0 and the 

H1.X isoforms are expressed mainly in differentiated cells independent of cell cycle 

(22). Among the ubiquitous isoforms, H1.4 undergoes phosphorylation during S-phase 

and mitosis. H1.4 phosphorylation has been detected at serine residues 172 and 187 in 

interphase cells, and additional phosphorylations at serine 27 and threonines 18, 146 
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and 154 have been detected in mitotic cells (47). Importantly, H1.4 is known to maintain 

S-phase progression, as selective depletion of it leads to a decrease in cell cycling and 

S-phase (48).  Also, with affinity purification and MS, H1.4 was recently identified as a 

specific interacting partner of SF3B1 (46). We thus hypothesized that H1.4 promotes 

SF3B1-nucleosome interactions during G1/S. To test this, we performed separate in 

vitro binding assays of SF3B1-nucleosome interactions using either native calf thymus 

histone H1 isoform mix, purified human histone H1.4 or histone H1.0. As shown in 

Figure 12E (upper panel), we found that the presence of purified histone H1.4 most 

enhances the interaction between SF3B11-500 and mono-nucleosomes compared to the 

other linker histone preparations. This result suggests that the dynamics of linker 

histone isoform interactions with mono-nucleosomes during cell cycle progression 

contribute to the regulation of SF3B1-chromatin interactions. Moreover, we found that 

phosphorylation of H1.4 by CDK2 results in the most robust SF3B1-mononucleosome 

interaction in vitro (Figure 12E). Notably, H1 in complex with H3 undergoes an increase 

in phosphorylation from G1/S to G2/M in vivo (Figure 12F), suggesting that while H1.4 

phosphorylation promotes SF3B11-500 interaction with mono-nucleosomes in vitro, high 

levels of phosphorylation on both SF3B1 and H1, evident during G2/M, diminish SF3B1-
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nucleosome interactions. In this way, phosphorylation of both SF3B1 and linker histone 

H1 may enable switch-like regulation of U2-chromatin interaction during cell cycle 

progression, by permitting histone binding when both are phosphorylated at lower levels 

(e.g. during G1/S) and disfavoring binding when they are hyper-phosphorylated during 

progression to G2/M. 
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Figure 12. 
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Figure 12. SF3B1-chromatin interactions are dependent on the phosphorylation 

status of both SF3B1 and linker histone H1.  

 (A) SF3B1 was immunoprecipitated from nucleosome-enriched HeLa lysates. Co-IP of 

histone H3 and histone H1 were assessed by western blot analysis. Histone H1 (Active 

Motif 39707) antibody was used in this experiment. Data shown are representative of 

three independent experiments. (B) Upper panel - Schematic highlighting N-terminal 

domain (NTD) of SF3B1 protein (SF3B11-500) that is encoded by an inducible expression 

construct used in panels B-F is shown in relationship to the HEAT motif-containing 

region spanning most of the protein (amino acids 463-1304) (17). Lower panel - N-term 

GST-tagged SF3B11-500 expression in E.coli after IPTG induction was assessed by 

immunoblot analysis using an antibody that recognizes an N-terminus region of SF3B1 

(Abcam ab172634). (C) SF3B11-500 expressed in E.coli was isolated from whole cell 

lysates after IPTG induction and phosphorylated in vitro using purified cyclin E-CDK2 for 

the indicated incubation times. SF3B1 phosphorylation was assessed by immunoblot 

analysis. (D) Upper panel - N-term GST-SF3B1 expressed in E.coli was phosphorylated 

in vitro with purified cyclin E-CDK2 for the indicated times and incubated in vitro with 

purified mono-nucleosomes in the presence or absence of phosphorylated native calf 

thymus histone H1. * - slower migrating species of SF3B11-500 with 30 min cyclin E-
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CDK2 incubation, compared to o – faster migrating species without phosphorylation in 

vitro.  N-term GST-SF3B1-mono-nucleosome interactions were determined by 

immunoblot analysis. Lower panel - equal levels of total H3 and H1 and phosphorylated 

histone H1 added to the in vitro binding reaction were confirmed by immunoblot 

analysis. Histone H1 (Active Motif 39707) antibody was used, and H1 phosphorylation 

was assessed using the phospho-serine/threonine-Proline (Abcam ab9344) antibody. 

Representative result of three independent replicates is shown. (E) Upper panel - N-

term GST-SF3B1 expressed in E.coli was phosphorylated in vitro with purified cyclin E-

CDK2 for 15 minutes and incubated in vitro with purified mono-nucleosomes in the 

presence of lambda phosphatase treated or cyclin E-CDK2-phosphorylated native calf-

thymus H1 containing a mix of isoforms (H1m), purified human histone H1.0 or purified 

human histone H1.4.  Lower panel – immunoblot showing levels of H3, total H1 and 

phosphorylated H1. Mononucleosomes and linker histone H1 (H1m, H1.0, or H1.4) 

were added to the binding assays as shown in equal quantities by mass.  Data 

displayed are representative of two independent experiments. (F) H3 was 

immunoprecipitated from nucleosome-enriched lysates of G1/S- and G2/M- 

synchronized HeLa cells. Abundance and phosphorylation of co-immunoprecipitated 
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histone H1.4 was assessed by immunoblot analysis. Antibodies recognizing H1.4 

specifically (histone H1.4 (Abcam ab105522)) and phosphorylated H1 (phospho-histone 

H1 (Abcam ab4270)) were used. Representative result of three independent replicates 

is shown. 

 

2.6 Integrated analysis of SF3B1 genome occupancy and cell cycle-dependent 

splicing.  

Our biochemical data demonstrate that SF3B1-nucleosome interactions are regulated 

by CDK-dependent phosphorylation of SF3B1 and linker histone H1. To understand the 

functional significance of this SF3B1-nucleosome interaction (and specifically how this 

interaction relates to stage-specific splicing programs), we performed SF3B1 chromatin 

immunoprecipitation followed by sequencing (ChIP-Seq) and paired-end RNA 

sequencing (RNA-Seq) using G1/S and G2/M HeLa cells.  Mono-nucleosome-enriched 

fractions from synchronized HeLa cells (G1/S and G2/M, in biological duplicates) were 

immunoprecipitated with antibodies against SF3B1. Illumina compatible libraries were 

prepared from DNA fragments that immunoprecipitated with SF3B1, sequenced and 

analyzed per informatics pipeline detailed in Materials and Methods. Input libraries were 



	 	 63	

	

	

prepared prior to IP. Control libraries (nonspecific antibody control and input) were also 

prepared. Resulting reads were pre-processed and mapped to the hg19 genome 

assembly using STAR Aligner. Correlation coefficients of biological replicate samples 

were confirmed prior to further downstream analysis (Figure 13). Peak calls and 

comparative analysis were performed using HOMER (49).   

G1/S cells had higher specific SF3B1-binding peaks relative to G2/M (7386 vs. 4096) in 

comparison to input controls. We also found that in G1/S cells, SF3B1 peaks are over-

represented within exons, compared to G2/M cells, in which SF3B1 was found to 

occupy primarily intergenic sites (Figure 14A).  Similar to a previous observation by Kfir 

et al. (33), the density of peaks in exons when normalized to proportional length in 

human genome was significantly higher in exons than those in introns or intergenic 

areas in G1/S, but not G2/M cells. (Figure 14B). A modest enrichment of exonic reads 

was noted relative to surrounding intronic regions in both G1/S and G2M (Figure 15). 

G1/S and G2/M peaks were largely distinct, with only 167 (1.45%) peaks overlapping 

between the two datasets. G1/S-specific peaks also showed a distribution skewed 

towards intragenic regions, within both exons and introns (Figure 14C), consistent with 

our observations for total peaks in G1/S. When analyzed for DNA motifs, both G1/S and 
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G2/M datasets showed highly significant enrichment of non-overlapping DNA motifs 

(Figure 16). In summary, our ChIP-Seq results confirm our biochemical data showing 

increased affinity of SF3B1 for chromatin during G1/S compared to G2/M. Importantly, 

the increased binding in G1/S is primarily in transcribed intragenic areas (including 

transcription start and end sites). 

 Next, paired-end RNA-Seq was performed using matched samples from 

synchronized HeLa cells that were used for the ChIP-seq analysis. cDNA libraries were 

prepared from poly-A enriched total RNA and paired end sequencing was performed 

(75 bp, average depth of approx.122 million). Reads were aligned to hg19 using STAR 

aligner and first analyzed for changes in gene expression by Cufflinks (50). In line with 

previous reports, significant differences were found in gene expression profiles of G1/S 

and G2/M (1248 differentially expressed genes enriched in cell cycle and cell death/ 

apoptosis pathways). We then used the rMATS (51) algorithm to identify alternative 

splicing events in G1/S and G2/M samples.  A total of 48,105 alternative splicing events 

(distributed across 5 different types - A3SS: alternative 3’ splice site; A5SS: alternative 

5’ splice site; RI: retained intron; MXE: mutually exclusive exon; SE: skipped exon) were 

detected between G1/S and G/2M, of which 2340 met statistical cut-off (Figure 14D, 
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FDR < 0.05 and delta PSI > 5%). Our results are in agreement with previous reports 

that suggested specific changes to RNA transcriptome linked to change in cell cycle 

(31). 

To test our hypothesis that SF3B1-chromatin occupancy affects cell cycle 

specific transcriptomes by influencing splicing and/or gene expression in proximity to 

the site of gene occupancy, we determined overlap between genes enriched in three 

different datasets: G1/S-specific chromatin binding (ChIP-Seq), gene expression 

(Cufflinks) and alternative splicing (rMATS analysis).  To determine if SF3B1 occupancy 

of chromatin positively influences transcription of genes in those regions or change 

alternative splicing, we determined overlap of genes co-localized with G1/S-specific 

peaks with transcripts or alternative splicing events increased in G1/S compared to 

G2/M. In contrast to our expectations, as shown in Figure 14E, there appeared to be 

little overlap among these gene-sets, not reaching statistical significance by Fisher’s 

exact test.  To examine the possibility that SF3B1 binding of nucleosomes decreased 

transcription or alternative splicing, a similar analysis was performed for transcripts and 

splicing events that decreased in G1/S compared to G2/M (Figure 17). Little overlap 

was evident in this analysis as well. Importantly, no G2/M peaks were found to be 
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specific when compared to G1/S when analyzed with similar HOMER parameters. 

Taken together, our genome-wide integrative analyses suggest that change in SF3B1-

chromatin interactions during cell cycle progression does not reflect accompanying 

changes to transcription or splicing of genes at the same loci.  
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Figure 13. 

 
 
Figure 13. Matrix demonstrating correlation coefficients of ChIP-Seq datasets for the 

samples shown, as derived using deepTools2 (52).  

*Generated by Dr. Manoj Pillai, Yale University. 
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Figure 14. 
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Figure 14. Integrative analysis of SF3B1 genome occupancy and cell cycle-

dependent splicing.  

(A) Distribution of ChIP-Seq peaks as a proportion of genomic regions in G1/S and 

G2/M. Peaks determined by HOMER algorithm located within promoter regions 

(promoter-TSS), transcriptional termination site-containing regions (TTS), exons, 

introns, ncRNA (non-coding RNA) and intergenic regions are shown as a percentage. 

(B) Enrichment of peaks normalized to relative length of genomic regions. Length of 

Peaks determined to be in exon, intron or intergenic regions were normalized to the 

total length of these regions in the hg19 genome build. Values for G1/S and G2/M ae 

plotted side by side. (C) Differential enrichment of peaks (G1/S vs G2/M). A total of 456 

peaks were found to be differentially enriched in G1/S compared to G2/M peaks using 

the HOMER algorithm. Their relative distribution across genomic regions is plotted. (D) 

Analysis of altered splicing in G1/S vs. G2/M.  Using the rMATS algorithm, aligned 

RNA-Seq files were analyzed for altered splicing. Distribution of 2340 events that met 

statistical cut-off (FDR <0.05 and delta PSI > 5%) across 5 different types of events 

(A3SS: alternative 3’ splice site; A5SS: alternative 5’ splice site; RI: retained intron; 

MXE: mutually exclusive exon; SE: skipped exon) are shown on the left. Distribution of 
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these events (over represented in G1/S or G2/M) is shown in the right panel. (E) 

Overlap of genes between rMATS, Cuffdiff and HOMER analysis of G1/S and G2/M 

datasets. Genes with significant changes in splicing (FDR <0.05) in any of the 5 splice 

event types (A3SS, A5SS, SE, MXE or RI) with a higher isoform ratio in G1/S compared 

to G2/M were included in the rMATS set. Cuffdiff set includes genes significantly over-

expressed in G1/S compared to G2/M (p <0.05). The HOMER set contained genes co-

localized with intragenic peaks (290 of the total 456) enriched in G1/S compared to 

G2/M.  Overlaps were not found to be significant by Fisher’s exact test.  

*Generated by Dr. Manoj Pillai, Yale University. 
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Figure 15 

 

Figure 15. Relative enrichment of exonic peaks (normalized to 1.0 Kb length, between 

START and END in upper plot) compared to surrounding intronic regions (3.0 Kb 

upstream and 3.0 Kb downstream. Results for G1/S shown on left and G2/M on right. 

*Generated by Dr. Manoj Pillai, Yale University. 
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Figure 16. 

 
 

Figure 16. Top 10 SF3B1-occupied DNA binding motifs enriched in G1/S and G2/M 

synchronized cells, shown with corresponding p-values.  
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Figure 17. 

 

Figure 17. Overlap of genes between rMATS, Cuffdiff and HOMER analysis of G1/S 

and G2/M datasets, focusing on G2/M-specific intragenic peaks.  

*Generated by Dr. Manoj Pillai, Yale University. 
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Conclusions: 

SF3B1 is phosphorylated by CDKs (26,27) and SF3B1 phosphorylation is known to be 

both associated with active spliceosomes and important for mediating protein-protein 

interactions (26,30). Our data now provide a new function for SF3B1 phosphorylation by 

CDKs in regulating SF3B1-nucleosome interactions. SF3B1 phosphorylation at proline-

directed serine/threonine sites peaks at G2/M, which causes it to dissociate from 

nucleosomes. Consistent with the varied functions of cyclin B/CDK1 in mitosis initiation, 

we speculate that CDK1-dependent SF3B1 disassociation from chromatin may be 

necessary to ensure efficient chromatin condensation, given the size of the 

spliceosome, which could serve as an impediment to this process if remaining 

associated.  

We have also learned that SF3B1-nucleosome interactions in vitro are 

dependent on the presence and phosphorylation of linker histone H1, especially the 

H1.4 isoform. Our in vivo data and previously reported MS-based studies (36) 

demonstrate that H1.4, which plays an important role in the regulation of chromatin 

organization and transcription, interacts with SF3B1. H1.4 methylation at lysine 26 

promotes its binding to HP1 and L3MBTL1 leading to the recruitment of these factors, 
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with roles in heterochromatin formation and transcriptional repression, to chromatin 

(53,54). H1.4 acetylation at lysine 34, on the other hand, is known to co-localize on 

active promoters with a transcriptional activator, TAF1, and have a positive effect on 

transcription (55). Similar to SF3B1, H1.4 also undergoes phosphorylation during cell 

cycle and contains a number of CDK substrate motifs. Phosphorylation at threonine 

187, a CDK substrate motif, is associated with RNA polymerase mediated transcription 

(47) and phosphorylation of H1.4 at serine 27 inhibits HP1 binding and potentially 

heterochromatin formation (53).  Given that SF3B1 and histone H1 exist in a complex 

together, are both phosphorylated during cell cycle progression by CDKs and the 

recognized role of H1 in regulating transcription and chromatin organization, the 

potential for SF3B1 and histone H1 acting collaboratively on chromatin in regulating 

chromatin structure and transcription should be further explored. Additionally, 

phosphorylated H1.4 has been found in the nucleolus, suggesting a sequestration 

function to regulate the activity of binding partners (56). Studies utilizing high-resolution 

imaging to examine whether H1 isoforms interact with SF3B1 differentially during cell 

cycle progression and alter SF3B1 subcellular localization may provide additional 

mechanistic detail on the regulation of SF3B1-chromatin interactions.  
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To understand the functional outcomes of cell cycle dependent SF3B1-

nucleosome interactions, we performed ChIP-seq and RNA-seq in synchronized cells. 

ChIP-seq revealed a cell cycle stage-specific pattern of SF3B1 chromatin occupancy 

with increased binding within transcribed regions (exons, introns as well as transcription 

start and termination sites) in G1/S compared G2/M with genome-wide analysis (Figure 

5A). While RNA-Seq of matched samples revealed cell cycle stage-specific splicing and 

expression changes, in agreement with a previous report (31), we found no evidence 

that SF3B1 occupancy on chromatin within these intragenic regions influences their 

expression level or alternative splicing in corresponding transcripts in a cell cycle stage-

specific manner. Our findings were surprising since they differ from a previous report by 

Kfir et al. (33) that suggested a direct, positive effect on the splicing of exons located 

near SF3B1-bound regions of nucleosomes. It is important to note some differences 

between the design of these two studies: Kfir et al’s conclusions were not based on 

correlation of genome occupancy and changes in splicing, but rather by comparing exon 

utilization after SF3B1 knock-down or trichostatin A treatment. Our results are based on 

direct correlation of SF3B1 occupancy to changes to the transcriptome in two cell cycle 

states with the maximal identified difference in SF3B1-nucleosome interaction. We did 
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not observe significant alterations in cell cycle kinetics or apoptosis with overexpressing 

the compound phosphosite-mutant (6A) SF3B1 versus wild-type, though a relatively 

limited impact of these amino acid substitutions on overall phosphorylation and histone 

binding may account for the absence of an obvious phenotype with overexpression of 

this mutant protein. Further investigations into the functional importance of SF3B1-

nucleosome interactions and their possible role in regulation of transcription 

(independent of splicing) and downstream biology are warranted, especially in light of 

our finding that the disease-associated SF3B1 K700E mutant demonstrates altered 

interaction with chromatin. 

SF3B1 associates with a number of proteins involved in control of chromatin 

modifications and transcription. For example, SF3B1 interacts with NIPP1 in a 

phosphorylation-dependent manner, and NIPP1 is implicated in the regulation of EZH2 

occupancy at promoter regions (57,58). SF3B1 and PHF5a are found together in the 

SF3B complex and PHF5a has been shown to regulate RNA polymerase-dependent 

transcription of pluripotency genes (45). Furthermore, it has been shown that splicing 

promotes the recruitment of methyltransferase HYPB/Setd2 to chromatin resulting in 

histone H3 lysine 36 methylation at actively transcribed intron-containing genes (59).  A 
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potential non-splicing related role for cell cycle-dependent SF3B1-nucleosome 

interactions might be to enable key chromatin modifications by facilitating the 

recruitment of chromatin modifying proteins and complexes to transcriptionally active 

chromatin. Thus, our data may point to a previously unappreciated role for CDKs: 

coordinators of chromatin modifications via the modulation of SF3B1-nucleosome 

interactions during cell cycle progression.  
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Experimental procedures: 

Cell Culture:  

HeLa cells were cultured in DMEM (Gibco Life Technologies) supplemented with 10% 

fetal bovine serum (FBS) (Gemini Bioproducts) and 1X penicillin/streptomycin 

(Pen/Strep) (Gibco Life Technologies). K562 cells were cultured in RPMI-1640 (Gibco 

Life Technologies) supplemented with 10% FBS and 1X Pen/Strep. HeLa and K562 

cells were synchronized in G2/M by culturing in their respective growth media with 40 

ng/mL Nocodazole (Sigma-Aldrich, M1404) for 20 hours. For G1 and G1/S 

synchronizations, HeLa cells were cultured in growth media with 40 ng/mL Nocodazole 

for 16 hours. For all synchronization experiments, cycle status was verified using flow 

cytometry as described below. Cells were then washed with growth media once and 

cultured in growth media for 20 hours (G1) or 24 hours (G1/S). K562 cells were cultured 

in growth media with 40 ng/mL Nocodazole for 20 hours, washed once with growth 

media and cultured in growth media for 4 hours (G1) or 7.5 hours (G1/S). 

Pharmacologic inhibitors were added to G1/S synchronized cells for the indicated times 

following release from Nocodazole treatment at the following concentrations: 

Roscovitine (Sigma-Aldrich, R7772) 20 µM; Purvalanol-A (Sigma-Aldrich, P4484) 15 
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µM; Harmine (Sigma-Aldrich, 286044) 5 µM; Okadaic Acid (OA) (Sigma-Aldrich, O7760) 

20 nM. Retroviral supernatants were prepared by transfecting Phoenix cells (G. Nolan, 

Stanford) by calcium phosphate precipitation method. K562 cells were spinoculated with 

retroviral supernatants for 90 minutes at room temperature (RT).  

 

Flow cytometry:  

For cell cycle analysis, cells were fixed with 75% ethanol and incubated at 4˚C 

overnight. Cells were then washed once with 1X phosphate-buffered saline (PBS) 

(Gibco, Life Technologies) and stained with 10 µg propidium iodide (PI) (Sigma-Aldrich 

81845), 0.1% bovine serum albumin (BSA) (Sigma-Aldrich A2153) and 10 µg RNAse-A 

(Sigma-Aldrich, R6513) in 1X PBS. Flow cytometry was performed on LSRII flow 

cytometer (BD Biosciences) and analysis used FlowJo software. Apoptosis detection 

was performed using Annexin V Apoptosis Detection Kit I (BD Biosciences).  
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Plasmids:   

Codon optimized FLAG-tagged SF3B1 (11) was cloned into BamHI and EcoRI sites of 

pBABE-Puro and pUC57 plasmids. Threonine-to-alanine point mutations in SF3B1 were 

introduced by site-directed mutagenesis using the following primers:  

T142A: 5’ GCC GAC GGA GGC AAA GCA CCT GAT CCA AAG ATG 3’; T211A: 5’ 

CAG ACA CCT GGA GCA GCT CCA AAG AAA CTG AGT 3’; T257 261A: 5’ AGC AAG 

ATT TGG GAC CCC GCA CCT TCT CAT GCT CCA GCT GGC GCA GCA 3’; T426A: 

5’ TAC GTC CCA ATC AGA GCT CCC GCC AGG AAA CTG 3’; T434A 5’ AGG AAA 

CTG ACC GCT GCA CCC ACT CCT CTG 3’. N-term SF3B1 (amino acids 1-500) were 

PCR amplified from pBABE-Puro-SF3B1 and sub-cloned into pGEX-6P2 (GE 

Healthcare Lifescience) using BamHI and EcoRI sites.  

 

Immunoprecipitation (IP) and Immunoblots:   

Whole cell lysates were prepared by lysing cells in RIPA buffer (150 mM NaCl, 1% NP-

40, 0.1% SDS, 0.5% Sodium Deoxycholate, 50mM Tris pH7.5 and 2mM EDTA) 

supplemented with protease and phosphatase inhibitors (PPI) (10 mg/ml each of 

aprotinin, leupeptin and pepstatin, 50 mM sodium fluoride and 1 mM sodium 



	 	 82	

	

	

orthovanadate). Immunoprecipitations were performed by rotating lysates at 4 ˚C 

overnight with the indicated antibodies (2 µg/sample) conjugated to Protein Sepharose 

A (Life Technologies) or Protein Sepharose G (GE Healthcare) beads for antibodies 

produced in rabbit or mouse respectively. Beads were washed 3x with RIPA buffer and 

equal amounts of samples were electrophoresed and transferred to nitrocellulose 

membranes. Immunoblots were performed using the indicated antibodies.  

Nucleosome-enriched lysates were prepared as described in (33) with some 

modifications. Cells were lysed using nucleosome lysis buffer (60 mM KCl, 15 mM 

NaCl, 5 mM MgCl2, 0.1 mM EGTA, 15 mM Tris-HCl pH 7.5, 0.2% NP-40) supplemented 

with 0.1 mM DTT and PPI. Lysates were then passed through a sucrose cushion (50 

mM Tris-HCl pH 7.5, 5 mM MgCl2, 25 mM KCl, 1.2M Sucrose) by centrifugation at 3.5g 

for 15 minutes at 4 ˚C. The pellet (containing the nuclei) was resuspended in the 

digestion buffer (50 mM Tris-HCl pH 7.5, 4mM MgCl2, 1mM CaCl2, 0.32 M Sucrose) 

with 200U micrococcal nuclease (Mnase) (Worthington Biochemical) and incubated for 

10 minutes at 37 ˚C. Digestion was stopped by the addition of 1 mM each of EDTA and 

EGTA. Nuclei were pelleted by centrifugation at 3.5g for 10 minutes at 4 ˚C. Pellet was 

resuspended in 500 µl solubilization buffer (50mM HEPES pH 7.6, 500mM LiCl, 1mM 
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EDTA, 0.7% sodium deoxycholate, 0.1% SDS and 1% NP-40) and rotated at 4 ˚C for 1 

hour followed by centrifugation at 12,000g for 10 minutes at 4 ˚C. The pellet was 

discarded and the supernatant, the nucleosome enriched fraction, was used for 

immunoprecipitations and immunoblot assays. DNA was extracted from a small aliquot 

of the nucleosome-enriched fraction using phenol: chloroform: isoamyl alcohol (Thermo 

Fisher Scientific 15593031) and run on a 2% agarose gel to confirm the expected size 

of the digested DNA (147 bp and multiples thereof).  For immunoprecipitations, 

nucleosome enriched fractions were diluted to 1 ml in dilution buffer (0.005% SDS, 

0.1% Triton X-100, 1.2 mM EDTA, 1.67 mM Tris HCl pH8.0, 167 mM NaCl) and 

incubated with antibodies (2 µg/sample) conjugated to Sepharose A or G beads with 

rotation at 4 ˚C overnight. Beads were washed with dilution buffer 3x and immunoblots 

were performed as described above. RNAse-A treatment was performed as described 

in (18).  

 The following antibodies were used: SF3B1 (Abcam ab172634 (immunoblot), 

MBL D221-3 (IP and ChIP)), phospho-serine/threonine-Proline (Abcam ab9344), 

phospho-threonine 313 SF3B1 (Cell Signaling Technologies 25009s), histone H3 

(Abcam ab1791 (immunoblot), Active Motif 61475 (IP)), histone H1 (Active Motif 39707), 
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histone H1.4 (Abcam ab105522), phospho-histone H1 (Abcam ab4270), U1-70k 

(Abcam ab51266, Santa Cruz Biotechnology sc-390988 and an antibody produced and 

provided as a gift by Dr. Douglas Black’s Lab),  beta-Actin (Sigma-Aldrich A5441), 

SF3B2 (Abcam ab56800 and Novus 79848), Anti-Flag tag (Sigma-Aldrich F1804). 

 

GST-tagged protein expression and immunoaffinity purification: 

pGEX-6P2-N-term-SF3B11-500 was transformed into BL21 competent E.coli cells (Life 

Technologies C-6000-03) by heat-shock method. Cells were grown in LB-media at 37˚C 

until they reached an O.D of 0.4-0.6. SF3B11-500 expression was induced by treatment 

with 1 mM Isopropyl β-D-1-thiogalactopyranoside (IPTG) (Fisher Scientific BP16201) for 

4 hours at 37˚C. Cells were pelleted by centrifugation and frozen at -80˚C. Pellets were 

thawed and lysed in 1% Triton X-100 in 1X PBS, sonicated using a Diagenode Bioruptor 

(12 cycles of 10s pulse, 30s rest). Glutathione agarose beads (25 µL/ml lysate) (Thermo 

16100) were washed 2X with 1X PBS (10X bead volume). Lysates were incubated with 

glutathione beads at 4˚C overnight with rotation. Beads were washed 3X with 1X PBS 

(10X bead volume). 
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In vitro Binding Assay: 

N-Term, GST-tagged SF3B1 (SF3B11-500) was expressed in bacteria and bound to 

glutathione beads as described above. Beads were then washed 3X with lambda-

phosphatase wash buffer (25 mM Tris-HCl pH 7.5, 50 mM NaCl, 2.5 mM MnCl2, 2 mM 

DTT) and incubated with lambda-phosphatase (NEB P0753) for 20 minutes according 

to the manufacturer’s protocol. Phosphorylation by cyclin E-CDK2 in vitro was 

performed as described below. Next, beads were washed 1X with binding buffer (0.1% 

Triton X-100, 1.2 mM EDTA, 1.67 mM Tris HCl pH8.0, 100 mM NaCl), resuspended in 

1ml binding buffer followed by incubation with 1 µg purified histone H1 (Sigma-Aldrich, 

Calf Thymus), recombinant human histone H1.0 (NEB M2501) or recombinant human 

histone H1.4 (MyBioSource MBS963223) and 1 µg purified HeLa mono-nucleosomes 

(EpiCypher 16-0002) at 4 ˚C with rotation for 12 hours. Histone H1 was treated with 

lambda-phosphatase for 20 minutes according to the manufacturer’s protocol or 

phosphorylated for 30 minutes in kinase assay buffer as described below. Beads were 

washed 3X with binding buffer followed by immunoblot analysis as described before.  
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In vitro kinase reactions: 

Substrates for cyclin E-CDK2 included FLAG-tagged full-length SF3B1 expressed in 

mammalian cells as above or GST-SF3B11-500. Immunoprecipitation used either protein 

sepharose G or glutathione beads, and these were then washed 3X with kinase wash 

buffer (25 mM Tris-HCl pH 7.5, 70 mM NaCl, 10 mM MgCl2, 1mM DTT) and 

resuspended in kinase reaction buffer (kinase wash buffer, 10 µM ATP (NEB P0756), [g-

32P]ATP for phosphorylation of full-length SF3B1 only  (5 µCi per reaction; 1Ci=37GBq), 

0.5 µg active cyclin E-CDK2 (Millipore 14-475) followed by incubation at 37 ˚C. 

 

RNA sequencing: 

Synchronized HeLa cells were resuspended in TRIzol (Thermo Fisher Scientific 

15596026). Total RNA was extracted from TRIzol using the manufacturer’s protocol and 

quantified using a Qubit fluorometer (Thermo Fisher Scientific). Poly-A mRNA was 

enriched using NEBNext Poly-A mRNA isolation kit (NEB E7490). Libraries for paired-

end sequencing were prepared using NEBNext Ultra RNA Library Preparation Kit (NEB 

E7530) and sequenced on Illumina NextSeq 500. Approximately 511 million reads 
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passing filter were obtained with an average of approximately 122 million reads per 

sample. Reads were aligned to human genome hg19. 

 

ChIP sequencing: 

Nucleosome-enriched lysates were prepared from synchronized HeLa cells as 

described above. Lysates were diluted to 1 ml with dilution buffer and incubated with 7.5 

µg/sample SF3B1 antibody (MBL D221-3) at 4 ˚C with rotation overnight. Sheep anti-

mouse M-280 Dynabeads (Life Technologies 11201D) were washed and pre-cleared by 

incubation with 0.5% BSA in PBS at 4 ˚C with rotation overnight. Beads were then 

added to the immunoprecipitated lysates and incubated at 4 ˚C with rotation for 4 hours. 

Beads were washed four times with dilution buffer, magnetically isolated and 

resuspended in 150 µl SDS elution-buffer (1% SDS, 10mM EDTA, 50 mM Tris pH 8.0), 

then eluted by incubation at 65 ˚C overnight. Samples were treated with RNAse-A and 

proteinase-K followed by DNA isolation using phenol: chloroform: isoamyl alcohol. 

Libraries for sequencing were prepared using NEBNext Ultra DNA Library Preparation 

Kit (NEB E7370) and sequenced on Illumina NextSeq 500. Approximately 393 million 
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total reads passing filter were generated with an average of 75 million reads passing 

filter per sample. Reads were aligned to human genome hg19.  

 

Bioinformatic Analysis: 

All Illumina reads were preprocessed with Trimmomatic (60) and aligned with Bowtie2 

(61) to hg19 genome (ChIP-Seq) or STAR (62) to hg19 transcriptome (RNA-Seq). Peak 

calling for individual ChIP-Seq files was performed with HOMER (49) using the 

respective input files as controls. For differential peak calls and overlap of peaks, 

biological replicates were merged and analyzed using HOMER (getDifferentialPeaks or 

mergePeaks functions of HOMER). Differential enrichment of reads in the exonic region 

and correlation between ChIP-Seq files were performed using deepTools2 (14). 

Differential gene expression was determined from aligned RNA-Seq files using Cufflinks 

(50). Analysis of differential splicing was performed using rMATS (51). Custom perl 

scripts were used to integrate results of HOMER, Cufflinks and rMATS analyses. 

Detailed parameters for analysis and scripts will be made available on request. 
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Chapter 3 

Study of mutant SF3B1-induced altered splicing 

3.1 Generation of isogenic Sf3b1-mutant mouse embryonic stem cells (mESCs):  

To study the effect of mutant SF3B1 expression on splice-site usage and splicing 

outcomes in a scalable system, we generated isogenic mESCs expressing the Sf3b1 

K700E mutation from its endogenous locus using CRISPR-Cas9 genome editing and 

homology directed repair (HDR). We selected a guide-RNA (gRNA) that directed Cas9 

to exon 15 of Sf3b1, close to lysine 700, where it introduced bi-allelic double-stranded 

breaks (DSBs). The ability of this gRNA-directed Cas9 to introduce double-stranded 

breaks at this locus was confirmed by SURVEYOR mutation detection assay (Figure 

18A). We then introduced the Cas9-gRNA complex into the CCE mESC line (63,64) in 

conjunction with a HDR vector. The HDR vector contained a neomycin (Neo) resistance 

gene flanked by sequences homologous to the genomic region surrounding and 

containing the K700E (AAA—>GAA) mutation. Although Cas9 introduced bi-allelic 

DSBs, we consistently found that only one allele underwent HDR to incorporate the 

repair vector. The other allele was found to contain insertions and deletions (INDELS), 

most likely the result of repair via non-homologous end joining (NHEJ) (Figure 18B). 
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Figure 18. 
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Figure 18. Generation of isogenic Sf3b1-mutant mouse embryonic stem cells 

(mESCs).  

(A) SURVEYOR mutation detection assay to assess double-stranded breaks (DSBs) 

introduced by the Cas9-gRNA complex. Arrowheads, indicative of mismatches resulting 

from INDELs, point to cleavage products of PCR fragments amplified from genomic 

DNA of mESCs transfected with Cas9-gRNA. (B) Results from Sanger sequencing of 

genomic DNA isolated from mESC edited using the single HDR vector strategy were 

aligned with Sf3B1 genomic DNA sequence using SerialCloner® software.  
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In order to faithfully replicate the human disease, where SF3B1 mutations are almost 

always hemizygous, we developed a dual HDR vector strategy to ensure that while one 

Sf3b1 allele was edited by the introduction of the K700E (AAA—>GAA) mutation, the 

other allele did not contain INDELs (Figure 19).  Using this strategy, we generated 

hemizygous Sf3b1 K700E/K700K mutant mESCs (K700E) and control Sf3b1 

K700K/K700K mESCs (K700K). Recombination of the repair vectors was observed at 

similar frequencies for both K700K and K700E editing at 37% and 40.3%, respectively 

(Figure 20A). Editing was confirmed by PCR analysis of genomic DNA (Figure 20B). 

Sequencing of genomic DNA after Cre-mediated excision of the resistance genes 

confirmed successful editing at the Sf3b1 locus in both K700E and K700K cells (Figure 

20C). We confirmed the expression of full-length Sf3b1 at the mRNA and protein levels 

in both K700E and K700K cells (Figure 20D and 20E). Sf3b1 expression was confirmed 

by Sanger sequencing of cDNA prepared from K700E and K700K cells (Figure 20F). 
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Figure 19. 
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Figure 19. Generation of isogenic Sf3b1-mutant mouse embryonic stem cells 

(mESCs) using a dual HDR vector strategy: 

 Targeting of mESCs to introduce hemizygous mutations at the Sf3b1 locus using 

CRISPR-Cas9 and a dual vector HDR strategy. The Cas9-gRNA complex was 

introduced into mESCs in conjunction with two HDR vectors. One vector contained the 

neomycin resistance gene flanked by homology arms containing the K700E mutation, 

while the other vector contained a hygromycin resistance gene containing a 

synonymous K700K mutation in the homology arm. Similarly, a control Sf3b1 

K700K/K700K mESC line was generated.  
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Figure 20. 
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Figure 20. Characterization of isogenic Sf3b1-mutant mouse embryonic stem 

cells (mESCs):  

(A) Frequency of recombination at one or both alleles resulting from the editing of 

mESCs using the dual HDR vector strategy. (B) PCR analysis of genomic DNA isolated 

from unedited, K700K and K700E mESCs pre and post Cre excision of the antibiotic 

resistance genes.  (C) Confirmation of successful editing by Sanger sequencing of 

genomic DNA isolated from K700K and K700E mESCs. (D) Analysis of the expression 

of full-length Sf3b1 mRNA in unedited, K700K and K700E mESCs by PCR amplification 

from cDNA. (E) SF3B1 protein expression by western blot analysis from cell lysates 

extracted from unedited, K700K and K700E mESCs. (F) Analysis of Sf3b1 mRNA 

expression from edited alleles by Sanger sequencing of cDNA isolated from K700K and 

K700E mESCs.  
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3.2 Aberrant splicing of endogenous transcripts in Sf3b1 K700E mESCs: 

Recent studies investigating the impact of SF3B1 mutations on splicing outcomes have 

used MDS and cancer patient samples, mouse models and engineered cell lines to 

conclude that mutant SF3B1 expression results in aberrant splicing due to the selection 

of a cryptic 3’ splice site (3’ss) upstream of the canonical 3’ss and altered BP usage 

(12-16). To understand whether the Sf3b1 K700E mutation in our mESC model similarly 

affects splicing outcomes globally, we performed paired-end RNA-sequencing 

(RNAseq). Illumina-compatible libraries were prepared and total RNA from K700K and 

K700E mESCs were sequenced. Paired-end reads were mapped to the mouse genome 

(mm9) to identify splice junctions (SJ). Further analysis of novel SJ led to the 

identification of 2370 cryptic 3’ss in K700E cells. These cryptic 3’ss were enriched 10-30 

bp immediately upstream of the canonical 3’ss (Figure 21A) consistent with previous 

reports (12-16). Computationally identified cryptic 3’ss usage in 3 candidate genes was 

validated by RT-PCR analysis (Figure 21B).  

We then used rMATS, a computational tool that identifies differential alternative 

splicing events between samples by using reads across SJ and exon coverage, to 

identify differential alternative splicing events (A5’ss: altered 5’ splice site, A3’ss: 
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alternate 3’ splice site, RI: retained intron, SE: skipped exon, MXE: mutually exclusive 

exons) between the K700K and K700E mESCs. Of the 39,635 differential alternative 

splicing events detected, 4943 events were found to be significantly altered (p<0.05). 

SE were found to be the most frequent differential alternative splicing event at 48.69% 

while A3’ss accounted for 7.12%, consistent with MDS patient and cell line data 

previously analyzed (14) (Figure 21C). Taken together, these data demonstrate that 

changes in splicing due to Sf3b1 K700E expression in mESCs are similar to those 

observed in previously reported models and that our mESC model is suitable for the 

systematic study of altered splicing outcomes caused due to the expression of Sf3b1 

K700E mutation.  
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Figure 21. 
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Figure 21. Aberrant splicing of endogenous transcripts in Sf3b1 K700E mESCs: 

(A) Distribution of the distances of cryptic 3’ss in relation to their canonical 3’ss are 

shown for K700E mESCs, as determined by RNA-seq.  

(B) Computationally identified cryptic 3’ss selection in four candidate genes validated by 

RT-PCR using RNA from two K700K and three K700E mESC clones. Red and black 

arrows represent isoforms associated with cryptic 3’ss and canonical 3’ss selection, 

respectively.   

(C) Frequency of differential alternative splicing events detected and altered (p<0.05) 

between K700K and K700E mESCs. Of A5’ss (Alternative 5’ss), A3’ss (Alternative 

3’ss), RI (Retained intron), SE (Skipped exon), MXE (Mutually exclusive exons), SE 

were the most frequent differential alternative splicing events.  
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3.3 Massively parallel reporter assay (MPRA) for the unbiased analysis of BP 

usage in mutant Sf3b1 expressing mESCs:  

While our mESC model and other isogenic murine models have consistently shown that 

mutant SF3B1 results in aberrant splicing due to the use of a cryptic 3’ss upstream of 

the canonical 3’ss, the precise molecular mechanism behind the cryptic 3’ss selection 

remains unclear. One proposed model suggests that aberrant splicing due to cryptic 

3’ss usage results from an altered BP selection (13). The model is plausible given the 

proposed function of SF3B1 in stabilizing the interaction between U2 snRNP and the 

BP. However, it is based on the analysis of a limited number of putative BP sequences. 

Moreover, the genome-wide computational analysis of BP choice is fraught with 

challenges.  Firstly, genome-wide analysis of BP choice by the sequencing of BP-

containing intermediary intronic sequences (lariats) is challenging due to the low 

detectable frequencies of such lariats and due to technical challenges associated with 

current lariat sequencing methodologies. Secondly, such analyses have limited utility 

given the relatively small proportion of aberrantly spliced transcripts that result from 

cryptic 3’ss usage. In order to overcome these challenges and better understand altered 

BP selection due to mutant SF3B1, we decided to combine the power of our isogenic 
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mESC model with a massively parallel splicing reporter assay (MPRA) (65). The MPRA 

utilizes a library containing millions of synthetic mini-gene reporters, each containing a 

unique 20-nucleotide barcode. Each minigene consists of exons separated by introns 

that contain two 3’ splice acceptor (SA) sites: SA1 and SA2. Each minigene also 

consists of a cryptic SA (SACRYPT) upstream of SA2. Additionally, SA1 is flanked on 

each side by two stretches of degenerate sequences that are 25 bp long (25A and 25B) 

(Figure 22A). It has been previously shown that SA2 is the predominant splice acceptor 

in a majority of minigenes in the library and SA1 selection is strongly influenced by 

motifs present within the degenerate 25A and 25B sequences (65). Thus, we 

hypothesized that using the minigene library in combination with our mESC model 

would enable the unbiased identification of sequences and motifs that influence altered 

splice site and BP usage due to mutant SF3B1.  

 K700E and K700K mESCs were transiently transfected with the minigene library 

and total RNA was isolated from the cells 48 hours after transfection. Illumina-

compatible libraries were prepared using minigene-specific primers and paired-end 

sequencing was performed. Reads were matched to individual minigenes using their 

unique 20-nucelotide barcodes. An analysis of SA usage in K700E and K700K cells 
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revealed that while SA2 was the predominant SA utilized in both cell types, K700E cells 

used SA1 and SACRYPT at higher frequencies compared to K700K cells (Figure 22B). 

Interestingly, in K700E cells, this increase came at the expense of the canonical SA2.  

 

In order to determine whether specific sequence motifs upstream or downstream of a 3’ 

splice acceptor site influence 3’ ss selection differently in K700E and K700K cells, we 

decided to assess whether motifs within the degenerate 25A and 25B regions promoted 

enhanced SA1 usage. This was done by calculating the odds-ratio of unique 6-mers 

present within the degenerate regions. An odds ratio is a measure of the association 

between a variable (a unique 6-mer) and the occurrence of a fixed outcome (splicing 

using SA1). A higher OR would reflect a high probability that the presence of a 6-mer 

results in an increase in SA1 usage and would thus be predicted to act as a splicing 

enhancer. Conversely, a lower OR would reflect a lower probability that the presence of 

a 6-mer results in SA1 usage and would thus be predicted to act as a suppressor of 

splicing. Using the MPRA in an overexpression system, our colleagues reported that 

there were no significant differences in the pattern of OR for 6-mers in HEK293T cells 

overexpressing WT or SF3B1 K700E. 6-mers with higher OR, that were predicted 
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enhancers of splicing, conformed to the putative consensus BP motif YTAAY. 6-mers 

with lower OR that were predicted splicing repressors were G-rich sequence as has 

been shown previously (65) (Personal communication from Dr. Manoj Pillai, Yale 

University). Hence, we decided to focus only on non-canonical BP sequences are 

utilized differentially by WT and mutant SF3B1. We identified 6-mers that were 

associated with a higher OR in K700E cells compared to K700K cells. Analysis of 6-

mers with the highest differential OR (Dlog2 K700E vs. K700K) revealed that these 

motifs contained non-canonical BP sequences. Interestingly, these BP sequence were 

enriched in motifs that differed from the canonical YTAAY sequence at the -1 position 

relative to the BP adenosine (Figure 22C and 22D).  These findings suggest that K700E 

and K700K cells differ in BP usage only in the presence of a non-canonical BP.  This 

effect, however, is modest but consistent with previous observations of modest changes 

in splicing resulting from cryptic 3’ss selection. More importantly, our findings point to 

key differences in BP motifs that influence splice site selection by WT and mutant 

SF3B1 and prove the utility of our mESC model in combination with the MPRA. Insights 

gained from our findings can be translated to humans and can potentially help narrow 

down the list of potential genes and molecular pathways affected by mutant SF3B1 
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expression during disease pathogenesis. 
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Figure 22. 
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Figure 22. Massively parallel reporter assay (MPRA) for the unbiased analysis of 

BP usage in mutant Sf3b1 expressing mESCs:  

(A) Schematic showing the minigene splicing reporter library. Shown are the three 

splice acceptor sites SA1, SA2 and SACRYPT along with the 25 bp degenerate regions 

25A and 25B that lie upstream and downstream of SA1 respectively. (B) Differential 

splice acceptor site usage in K700K and K700E cells is shown. Bars represent the 

proportion of minigene transcripts that were found to utilize each splice acceptor site.  

(C) Schematic showing the base-pairing between the U2 snRNA and the non-canonical 

BP sequence YTAAY varying at the -1 and -3 positions and favored by K700E cells. 

(D) 6-mer sequences that enhance SA1 splice site usage and with the highest odds 

ratio (OR) difference between K700E and K700K cells are shown. +3 to -1 positions 

relative to the BP adenosine are shown in red. Non-canonical BP sequences varying 

from the canonical YTAAY sequence are underlined.  

*Panels (B), (C), (D) generated by Dr. Panoj Pillai. 
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Conclusions: 

Mutations within the HEAT domains of U2 snRNP component SF3B1 have been 

frequently found in multiple neoplastic processes such as MDS, CLL, uveal melanoma 

and breast cancers (4,7-10). SF3B1 mutations are found in a significant majority (75%) 

of MDS cases that are characterized by the presence of ring sideroblasts (4,7). SF3B1 

mutations are almost always hemizygous missense mutations and mutually exclusive 

with other splicing factor mutations (in U2AF1, SRSF2 and ZRSR2). This suggests that 

these mutations are driver mutations and can initiate disease pathogenesis by 

themselves (66).  

 SF3B1 is a core component of the U2 snRNP, makes contact with the BP 

adenosine during splicing catalysis, and stabilizes the interaction between U2 snRNA 

and the BP adenosine (5,6). Given this role, it has been postulated that SF3B1 

mutations alter splicing outcomes by altering BP and 3’ss usage. It is believed that 

SF3B1 mutations give rise to a clonal hematopoietic stem and progenitor cell 

population, with altered differentiation potential, by altering the splicing of key genes 

important during hematopoietic differentiation. Transcriptomic analyses in cell lines, 

patient samples and mouse models of mutant SF3B1 have revealed that expression of 
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mutant SF3B1 results in altered splicing due to aberrant BP selection and consequently 

the selection of a cryptic 3’ss that is upstream of the canonical 3’ss (12-16). Through the 

study of a small set of BPs and 3’ss, these studies suggested that the presence of a 

weak poly-pyrimidine tract, interrupted with adenosines directly upstream of the cryptic 

3’ss, leads to altered BP and 3’ss selection by mutant SF3B1 (12,13). Current 

hypotheses imply that mutant SF3B1 expression results in obligate usage of an altered 

BP and cryptic 3’ss selection. However, these hypotheses are not supported by 

experimental observations where transcripts generated due to cryptic 3’ss usage are 

observed at low frequencies and not at a 50% frequency that would be expected due to 

hemizygous mutant SF3B1 expression.  

Technical limitations of current computational methods, low detectable 

frequencies of BP-containing splicing intermediaries (lariats) and limited numbers of 

cryptic 3’ss and associated BPs available for analysis in patient-derived datasets have 

hindered the identification of the precise molecular mechanism behind altered BP and 

3’ss selection due to mutant SF3B1 expression. While significant progress has been 

made in understanding how mutant SF3B1 expression contributes to MDS 

pathogenesis, key questions remain unanswered. To address some of these questions, 
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we developed an experimental system that faithfully reproduces the genetics of 

disease-associated mutant SF3B1. We generated isogenic mESCs expressing the 

hemizygous Sf3b1 K700E mutation from its endogenous locus using CRISPR-Cas9. 

Upon systematic characterization of these cells, we found that mutant SF3B1 

expression results in altered splicing due to the selection of a cryptic 3’ss directly 

upstream of the canonical 3’ss, consistent with previous reports. In order to define 

factors influencing BP and cryptic 3’ss selection by WT and mutant SF3B1 containing 

spliceosomes, we decided to combine the power of our mESC line with a MPRA that 

allows unbiased analysis of splicing. The MPRA consists of a library of millions of 

minigenes that vary only in fixed 25 bp regions upstream and downstream of a 3’ss. 

Using this MPRA in an overexpression system, our colleagues discovered that WT and 

mutant SF3B1-containing spliceosomes do not differ substantially in their utilization of 

transcripts containing the canonical BP motif YTAAY. This led us to examine the 

utilization of non-canonical BP motifs. Careful analysis revealed preferential usage of 

non-canonical BPs only by mutant and not WT SF3B1-containing spliceosomes. These 

non-canonical BPs were highly enriched in motifs that varied at the -1 position relative 

to the BP adenosine. Our findings point to a crucial difference between WT and mutant 
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SF3B1 whereby weaker interactions between the U2snRNP and non-canonical BPs are 

likely stabilized by mutant SF3B1 but not WT SF3B1. Based on these findings, we 

propose the following model of BP usage by mutant SF3B1 expressing cells: (1) 

canonical BP motifs are utilized at similar frequencies by both WT and mutant SF3B1-

containing spliceosomes and (2) non-canonical BP motifs, when present, can be 

preferentially utilized by mutant SF3B1 in the presence of cryptic 3’ss upstream of the 

canonical 3’ss. This model, unlike previously postulated models, allows occasional use 

of new BPs by mutant SF3B1 and potentially explains why isoforms generated due to 

cryptic 3’ss account for only a small proportion of the total transcript.  

While transcriptomic analysis of patient-derived samples can provide useful 

information, such analyses have demonstrated limited utility in understanding molecular 

mechanisms that drive altered splicing due to mutant SF3B1 expression. Here, we have 

demonstrated the utility of an isogenic mESC model of a SF3B1 disease-associated 

mutation combined with the MPRA. Our results demonstrate that this system can, in an 

unbiased manner, help define the biochemical mechanism by which splicing factor 

mutations alter splicing outcomes. Additionally, this system overcomes challenges 

associated with the study of endogenous transcripts that has hindered the 
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comprehensive analysis of BP and splice site usage in the context of splicing factor 

mutations. Use of our isogenic mESCs in combination with MPRA has several 

advantages: (1) our isogenic mESCs recapitulate human disease genetics; (2) the 

pluripotent capacity of mESCs allows their directed differentiation into mature erythroid 

cells and the systematic study of splicing during hematopoietic differentiation in a stage-

specific manner; (3) mESCs are scalable and amenable to large-scale biochemical and 

genome-wide analyses; (4) the large number of minigenes reporters used in the MPRA 

allow the unbiased and statistically robust study of a large number of 3’ss and BPs.  

Therapeutic approaches that target the spliceosome broadly have not yet 

achieved proof-of-concept in the treatment of SF3B1-mutant disease. Therefore, a 

significant next step would be to understand SF3B1 mutations convey gain-of-function 

pathologies. Identification of perturbed genes and pathways that underlie disease 

pathology will allow the development of specific and targeted therapies. While our 

results provide an important next step in this direction, significant efforts will be needed 

before these insights can be translated into the clinic. As a first step, it is necessary to 

determine whether our findings in a mouse model-system translate directly to humans, 
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especially since knock-in Sf3b1 K700E mouse models do not recapitulate the classic 

features (ring sideroblasts) of human MDS (15,16).  

A number of strategies can be employed to build further upon the insights gained 

from our mESC model system. Improved methods for the culture and manipulation of 

human induced-pluripotent stem cells (iPSCs) present a unique opportunity to study 

disease pathology in pluripotent human cells. For example, MPRAs performed in gene-

edited iPSCs expressing mutant SF3B1 from their endogenous locus would allow the 

direct comparison of splicing in mouse and human model systems and help explain why 

mouse models do not faithfully recapitulate human SF3B1-mutant disease. Recently, 

Chang et al described the use of patient-derived iPSCs for studying the role of splicing 

factor mutations in disease pathology and reported that these cells represent a more 

robust model of disease compared to mouse models. Using a patient-derived iPSC 

model, the authors identified a greater percentage of genes mis-spliced due to P95H 

mutations in SRSF2, compared to previously reported mouse models (67). Rules of 

splicing established by using gene-edited iPSCs or patient-derived iPSC model systems 

in combination with MPRA can be used to train bioinformatics tools and machine-

learning algorithms. These trained algorithms can then be applied to the transcriptomic 
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analyses of patient samples or patient-derived iPSCs to parse the endogenous 

transcriptomes and generate a tractable list of the most likely genes whose mis-splicing 

drives MDS pathology. Importantly, given their pluripotent potential, iPSCs can be 

differentiated into an erythroid phenotype which allows MPRAs and downstream 

analyses in a hematopoietic stage-specific manner. Such analyses are important if we 

are to develop an understanding of the early, intermediate and late changes during 

disease pathogenesis that are a direct result of mutant-SF3B1 expression.  

 In summary, we have demonstrated the advantages of using a system of gene-

edited cells in combination with a splicing reporter library for the unbiased and 

systematic study of altered splicing biochemistry conferred by mutations in the HEAT 

domain of SF3B1. Using this system, we have extended our current understanding of 

altered splice-site usage in SF3B1-mutated diseases and laid the foundation for future 

studies that will enable the identification of factors driving disease pathology. 
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Experimental Procedures: 

Cell Culture: CCE mouse embryonic stem cells (Kindly gifted by Dr. Mitchell Weiss, St. 

Jude’s Children’s Research Hospital) were cultured on tissue-culture dishes coated with 

0.1% gelatin (Sigma G9136) (w/v in sterile water) in DMEM (Gibco® 11965) media 

supplemented with 15% fetal bovine serum (Gemini Bio-products 100-125), 1X 

penicillin/streptomycin (Gibco® 15140-122), GlutaMAX® (Gibco ® 35050061), 0.4mM 

1-Thioglycerol (Sigma M1735) and leukemia inhibitory factor (LIF).  

 

Gene Editing: CCE mESCs cultured on inactivated MEFs were adapted to gelatin by 

passaging them two times on cell culture dishes coated with 0.1% gelatin. 5x106 

mESCs were transfected with 4ug of pX459-V2-sgRNA, 3ug pL452-Hygro-K700K, 3ug 

pL452-Neo-K700E or pL452-Neo-K700K using Lipofectamine®200 Reagent (Thermo 

Fisher Scientific) and plated into 10cm cell-culture dishes coated with 0.1% gelatin with 

mESC growth media. 24 hours after transfection, media was replaced with fresh media 

containing 2ug/mL Puromycin (Sigma Aldrich P8833). 48 hours after culture in growth 

media containing Puromycin, cells were rinsed once with PBS (GIBCO) and cultured in 

fresh mESC growth media containing 350ug/mL G418 (Thermo Fisher Scientific 
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10131027) and 250ug/mL HygromycinB (Thermo Fisher Scientific 10687010) for 10 

days. Growth media containing G418 and HygromycinB was replaced 2-3 days. After 10 

days, individual mESC colonies were isolated and cultured on 0.1% gelatin with mESC 

growth medium until ready to screen.  

 

Surveyor Assay: 5 million CCE mESCs were transfected with 10ug pX-459-V2 sgRNA 

or a control GFP plasmid using Lipofectamine® (Thermo Fisher Scientific) reagent 

according to manufacturer’s protocol and cultured for 24 hours on 0.1% gelatin in 

complete mESC growth medium. 24 hours post-transfection, growth medium was 

replaced with fresh medium containing 2 ug/mL Puromycin and cells were cultured for 

48 hours. 48 hours after Puromycin selection, fresh growth medium was added to cells 

and the cells were grown until 50-60% confluent. Cells were harvested by trypsinization 

and washed with PBS once. Genomic DNA (gDNA) was harvested from pX-459-V2 

sgRNA transfected cells and untransfected control cells using Qiagen Puregene Core 

Kit B according to manufacturer’s protocol. The genomic locus expected to be targeted 

by pX-459-V2 sgRNA was amplified from gDNA isolated from transfected and control 

cells by PCR using primers indicated below. The PCR-amplified fragment was 
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separated on a 1.5% agarose gel and separated using the IBD gel-purification kit 

according to manufacturer’s protocol. Gel purified DNA fragments were treated with 

DNA endonuclease provided in the SURVEYOR Assay Kit according to the 

manufacturer’s protocol. Cleavage of the DNA fragments was assessed by gel 

electrophoreses using a 1.5% agarose gel. 

 

Plasmids and Primers: Guide RNA (sgRNA) (5’GCTCAAGCCCCTATGGA 3’) used for 

targeting the Sf3b1 K700E locus in CCE cells was designed using the Zhang Lab MIT 

CRISPR design tool (crispr.mit.edu). sgRNA was cloned into the BbsI restriction site of 

pX459-V2 Cas9 from S.pyogens (Kindly gifted by Feng Zhang, Addgene plasmid 

62988). Repair vectors were generated by cloning homology arms into the SalI-EcoRI 

and BamHI-NotI restriction sites of pL452-Neo and pL452-Hygro vectors (68). pL452-

Hygro vector was generated by replacing the Neomycin resistance gene within pL452-

Neo with a Hygromycin resistance gene using BclI and BsmI restriction sites. The 

following primers were used for the SURVEYOR assay: FWD 5’ 

TGAAAGACTTCTCACGCAAATTT 3’ REV 5’ TAGTATAGTAGTTGGCATATTCT 3’. 

The following primers were used for screening CCE clones for the integration of the 
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repair vectors and confirming CRE-mediated excision: FWD 5’ 

GCCACTGTTGATTGATGAAGA 3’ REV 5’GGCTGAGCACACCTTTAATT3’. The 

following primers were used for amplifying full length Sf3b1 cDNA: FWD 5’ 

CCTCTGTTGATGTCCCCTACAC 3’ REV 5’CTGCTGCGCCTAGATTACCC3’. Cryptic 

3’ splice-site usage identified by RNA-seq was validated using the following primers: 

Grtp1: FWD 5’ GGACGCTCTTGTTGGAAGGA 3’, REV 5’ 

CAGGGTCCACAACACACCAT 3’; Actr1b: FWD  5’ CCACAAAAGGACGAGGCTCT 3’, 

REV  5’ AGACTTGTGGATGGCGAAGG 3’; Ptk7 FWD 5’ 

TTAGGAAGCCCCAAGACAGC 3’, REV 5’ GTCCCGTCATACACCTCCAC 3’; Gga3 

FWD 5’ AAAGTGAAGTTGCAGCCACC 3’, REV 5’ CCACAGGAGGAAACTGGTCC 3’. 

 

Western Blots and Antibodies: Whole cell lysates were prepared by lysing cells in 

NP-40 lysis buffer (0.5% Noniodet P-40, 10 mM Tris pH 7.4, 0.15M NaCl) supplemented 

with protease and phosphatase inhibitors (PPI) (10 mg/ml each of aprotinin, leupeptin 

and pepstatin, 50 mM sodium fluoride and 1 mM sodium orthovanadate). Equal 

amounts of cell lysates were run on a denaturing polyacrylamide gel and transferred to 
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nitrocellulose membranes. Immunoblots were performed using the indicated antibodies. 

SF3B1 (Abcam ab172634), beta-Actin (Sigma-Aldrich A5441). 

 

Bioinformatics Analysis (Provided by Dr. Manoj Pillai, Yale University): To align 

the transcript reads, a reference minigene library was first constructed from the 3’SS 

minigene plasmid library using Starcode algorithm 

(https://github.com/gui11aume/starcode). The 20 bp unique sequence in the second 

exon was determined from the read 2 (R2) of paired Illumina reads and used a barcode 

to identify minigenes and to match them to transcripts. Transcripts were aligned to 

minigene sequences using the BLASTn algorithm (blast.ncbi.nlm.nih.gov) using the 

parameters [ –task blastn –outfmt 6 ]. Those without alignments or >5 mismatches were 

discarded. Splice junctions identified by the alignment were adjusted if needed for 

variations in length of 25A or 25B length for consistency (a small fraction of minigenes 

had 25A region with less than 25 bp, and similarly some minigenes were noted to have 

less than 25 bp in 25B). After such adjustment, frequencies (Splice_fraction) for 

individual splice positions (SA1, SA2, SAcryptic as well as other minor splice positions 

and those in 25A/25B) were computed. 
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The splice fraction of each splice sites was determined using the formula 

Splice_fraction = No. of transcripts for a splice position in a minigene / Total transcripts 

in that minigene 

 

To determine odds ratio (OR) of individual 6-mers, methodology as described previously 

was followed(1). Briefly, all possible combinations of a 6mers from A,T,G and C were 

generated (n=4096). Degenerate sequences (25A and 25B) were scanned for the 

presence of each of the kmers. The minigenes with the presence of the kmer (atleast 

once) were then checked for presence or absence of SA1 splice site and divided into a 

SA1+ and SA1- set. Probability of SA1 use for each kmer was then determined. 
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