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ABSTRACT

Equilibrium Phase Behavior of Ionomers

Ha-Kyung Kwon

Charge-containing polymers have received considerable attention for many decades, as

these polymers combine the flexibility of polymer chains with electrochemical properties of the

ions to provide a highly tunable, chemically and mechanically versatile class of materials. These

materials have found use in energy conversion devices, high-density energy storage devices

such as batteries, biomedical applications as drug delivery mechanisms, organic photovoltaic

devices, and surface coatings, among many. An effort to fully utilize and optimize these materi-

als has called forth the need to understand the equilibrium phase behavior of charge-containing

polymers. However, despite the wealth of theoretical and experimental investigations, a com-

plete and comprehensive understanding of electrostatics in charge-containing polymers remains

elusive. This thesis is an attempt to add to the existing literature by considering multi-scale ef-

fects of Coulombic interactions. Specifically, we attempt to describe the phase behavior across

multiple regimes of dielectric constants observed in experimental systems.

This thesis opens with a backdrop of current research in the field of neutral polymer systems

and ionomer systems (Chapter 1). The rest of the thesis is organized into two sections. First, a
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theoretical framework for describing multi-scale effects of ionomer blends is developed (Chap-

ter 2). It is found that the ion-ion correlations, incorporated into Flory-Huggins theory via liquid

state theory, can qualitatively change the mixing thermodynamics in simple binary blends on

ionomers (Chapter 2). The phase diagram is extended to a more complicated ternary ionomer

blends, where plasticizer and salt effects are taken into account (Chapter 3). Interfacial adsorp-

tion of the minority component is investigated and compared against classical Flory-Huggins

type treatment. In Chapter 4, dielectric heterogeneity is taken into account, and we examine

multiple regimes of electrostatic interactions, where a different driving force dominates each

regime.

In the short second section, an experimental confirmation of theoretical results is attempted

by identifying a model experimental system and conducting preliminary investigation on the

equilibrium phase behavior at an interface and in the bulk (Chapters 5 and 6).
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Bottom shows linecuts for PS-b-QVP samples solvent-annealed in 100%
THF. 133

6.7 TEM image of PS-b-QVPx11, annealed under 100% THF and stained with
I2. Image courtesy of Dr. Hiroaki Sai. Red hexagon outlines the region
with unconfirmed morphology. 134

6.8 Linecuts of PS-b-QVPx11, solvent-annealed under five different solvent
conditions. 135



18

CHAPTER 1

Introduction

This chapter covers many aspects of the mixing thermodynamics in polymer systems with

and without charge, with the goal of providing a foundation for understanding the subsequent

chapters of this thesis. It begins with illustrations of the phase diagrams of polymer blends and

block copolymers in the melt and in presence of dilute concentrations of solvent, highlighting

the characteristic properties of self-assembled systems and major driving factors affecting these

properties. Discussions of charge effects subsequently follow. A brief review of the recent

advances in self-assembly of ionomers is presented prior to discussing methods used in the

subsequent chapters.

1.1. Background

1.1.1. Phase behavior of binary systems of polymers

Polymer blends are mixtures of at least two or more different types of polymers that have been

blended to create a new material with different physical properties. The incompatibility between

the different monomers induces a macroscopic separation of the dissimilar components, where

each phase is rich in one component.8 The composition of each phase is determined by the

molecular weight of each chain, the Flory-Huggins interaction parameter χ between the immis-

cible components, and the volume fraction of each component. The mixing thermodynamics

are described by Flory-Huggins theory, which gives the Helmholtz free energy of mixing per

lattice site:8
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∆Fmix = ∆Umix − T∆Smix(1.1)

= kBT

[
φA
NA

lnφA +
φB
NB

lnφB + χABφAφB

]
(1.2)

Here, the first two terms describe the entropic contribution from A and B polymer chains,

and χAB describes the enthalpic interaction between A and B polymers. A positive χAB opposes

mixing, while a negative χAB lowers the energy of mixing. The phase boundary is determined

by the common tangent of the free energy at equilibrium compositions. For neutral symmetric

binary polymer blends, this can be found analytically for each value of χN , as shown in the

sample in Figure 1.1

A volumetrically symmetric blend macrophase separates above a critical χN of 2. Since χ

is a property inherent to the chemistry of each mer, the segregation strength in the blend can be

tuned by the degree of polymerization N .

When the two types of polymers are covalently end-linked to each other, diblock copoly-

mers are made. The phase behavior of diblock copolymers are more rich, as immiscibility in

these systems can induce a local separation of the dissimilar blocks into ordered nanodomains

of various morphologies that are rich in one of the components.9 The size and morphology of

the domains can be controlled by Flory-Huggins interaction parameter between the two con-

stituent blocks (χ), length of each block (N ), and volume fraction of each block (φ).9 The

classical morphological structures are body-centered cubic array of spheres (S), hexagonally

packed cylinders (C), gyroid (G), and lamellae (L), which can be accessed by changing the

volume fraction of the diblock copolymer. These morphologies are shown in Figure 1.2.
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Figure 1.1. Free energy of mixing curve (top) and corresponding phase diagram
(bottom) for a symmetric polymer blend with χN = 2.7. Both binodal (solid
curve) and spinodal (dashed curve) are shown on the phase diagram. Image from
Rubinstein and Colby.1

Similarly to the blend case, a volumetrically symmetric diblock copolymer with segregation

strength χN above a critical value (χN = 10.5) phase separates into ordered domains. For a

single system, where χ is fixed, the morphology and size of the domains can be tuned by moving

horizontally across the phase diagram (by changing the volume composition of each block) or

vertically across the phase diagram (by tuning the degree of polymerization N ).
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Figure 1.2. SCFT-calculated phase diagram for conformationally symmetric di-
block copolymers in the melt, from M. W. Matsen.2 Corresponding morpholo-
gies from Bates and Frederickson.3

1.1.2. Phase behavior of ternary systems

Equilibrium behavior of multiple component systems has been extensively studied and docu-

mented.4, 10, 11 Adding a tertiary component C to a binary system of polymers A and B intro-

duces an additional volume fraction, φC , and an additional set of interaction parameters, χAC

and χBC , such that the free energy per site is as follows:4

(1.3)
∆F0

kBT
=
φA lnφA
NA

+
φB lnφB
NB

+
φC lnφC
NC

+ χABφAφB + χBCφBφC + χACφAφC
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By imposing the condition that the chemical potential of each component I be equal in

all phases, µI = ∂∆F0

∂nI
, and that mass is conserved (i.e. that the mean composition of I in the

system is equal to the sum of the mean composition of I in each phase multiplied by the volume

fraction of the phase), one can solve for equilibrium volume fractions. For symmetric ternary

systems, where χAB = χBC = χAC = χ, the equilibrium phases are highly dependent on the

value of χ chosen. For 2 . χN < 2.57, three critical points are found, and three regions of

two-phase coexistence between α+ β , β + γ , and α+ γ emerge (Figure 1.3(a)). When χN is

increased to 2.65, three three-phase regions appear (Figure 1.3(b)), each of which is separated

from the single phase regions by two-phase regions. As χN is further increased, the two-phase

regions separating the three-phase regions from single phase regions overlap and converge, and

the three-phase regions grow to be the majority region in the phase diagram where formation of

single phases is unstable (Figure 1.3(f)).

Biasing the interaction between the different components (χAB > χBC > χAC) can asym-

metrically skew the phase diagram. This is especially important, as adding charge can introduce

asymmetric interactions into the system. Furthermore, this may serve as a point of comparison

for comparing the non-linear electrostatic interactions between ions and charged monomers

with the Flory-Huggins type interaction between solvents and neutral monomers.4

1.1.3. Interfacial behavior of ternary systems

When one of the components C is a minority component, it can act as an interface modifier to

induce mixing in immiscible blends of A and B homopolymers.5 This is an alternative method

to using chemically inhomogeneous A − B copolymers to stabilize the interface between A
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Figure 1.3. The phase diagrams of symmetric ternary systems for (a)χN =
2.4, (b)χN = 2.65, (c)χN = 8/3, (d)χN = 2.7, (e)χN = 2.7456, and (f)χN = 3.0.
The symbols (—) and (-.-) correspond to the spinodal curves and tie lines, respectively.4

and B polymers,12 and instead uses a homogeneous component, C, with tunable selectivities

χAC , χBC .5

When the minority component C is non-selective, and has no interactions with A or B

components (χAC = χBC = 0),13 component C aggregates at the interface between α and β

phases to decrease contact between A and B, and subsequently broadens the interface.

IfC is non-selective but has non-zero interactions withA andB components, χAC = χBC =

ηχAB where η 6= 0, the adsorption behavior depends on the boundary conditions. If the system

is in a two-phase coexistence of α and β where increasing the concentration of C, φC , leads

to a critical point, as in Figure 1.4 (b), then there is a maximum in adsorption per interfacial

thickness ΓC , at a certain φmaximumC < φcritC , shown in Figure 1.4 (c). At φC > φmaximumC , the
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minority component is decreasingly adsorbed, until the system moves from a two-phase coexis-

tence to a mixed state. If the system is in a two-phase coexistence of α and β but increasing φC

leads to a three-phase coexistence, such as in Figure 1.3 (d), then there is adsorption at every

interface, where the adsorbed species is the minority component in the two interfacing phases.

This means that there is an adsorption of A, B, and C at B − C, A− C, and A−B interfaces,

respectively.

When C is a selective minority component, where χAC = ηχAB and χBC = εχAB, the

equilibrium volume fraction of C is not equal in α and β phases. Consider the cases in which

η = 0. The volume fraction profile for a ternary system, where χABN = 2.7 and ε = 0.2,

is shown in Figure 1.5(a). C preferentially mixes into the A phase, and thus we find a higher

volume fraction of C in the A-rich phase. We still find adsorption of C at the interface. The

adsorption of C is at a minimum when ε = 1, where the system is effectively a binary blend with

φ1 = φB and φ2 = φA+φC . For ε ≥ 1, the repulsion between B and C is too big, and as a result,

there is no adsorption of C at the interface. The maximum adsorption of C is found at ε = 0,

which reduces to the non-selective case. Adsorption behavior in systems of φC << φA = φB

can be summarized using ΓC , which quantifies adsorption of C per interfacial thickness, η, and ε,

as shown in Figure 1.6. ΓC is symmetric about the line η = ε. As η = ε increases, ΓC increases.

When ε(η) is fixed, ΓC peaks at η = ε, as shown in Figure 1.6 (b). Understanding the factors that

affect adsorption of the minority component is critical to understanding the interfacial behavior

of ionomers, especially when the minority component is an ion. This wealth of literature on the

interface of neutral blends serves as a good foundation for comparison with interfacial properties

of ionomers, where electrostatic interactions between the charged monomer and mobile ions

will affect the selectivity of the minority component.
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Figure 1.4. (a) The steady state composition profile of a nonselective C system χAC =
χBC = 0 with mean compositions (0.45, 0.45, 0.1) for χABN = 2.7, shown as (x) in
the phase diagram (b), in which the equilibrium compositions in the tie line(——.——),
D = (0.754, 0.146, 0.1) for α, and E = (0.146, 0.754, 0.1) for β, respectively. (c) Plot of
ΓC , defined to be the adsorption of C per interfacial thickness in the α and β interfaces,
vs. φC in systems with φA = φB .5

1.1.4. Phase behavior of ionomers

When one of the constituents within a system has charged monomers along the backbone, the

ionic interactions can dramatically change the phase behavior of polymer blends and block

copolymers, altering the miscibility and nanostructure formation within the system.14, 15 The
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Figure 1.5. The steady state composition profile of a selective C system (χAC =
0, χBC = 0.2χAB) with mean compositions (0.45, 0.45, 0.1) for χABN = 2.7, shown
as (x) in the phase diagram (b), in which the equilibrium compositions in the tie line
(—-.—-), F = (0.734, 0.151, 0.115) for α and G = (0.135, 0.782, 0.083) for β, respec-
tively.5

changes in the equilibrium morphology has remarkable consequences in the dynamic response

of the system, i.e. ion transport through the material.16 There has been considerable effort in

studying the effects of charge on the bulk phase behavior of polymeric materials, with the goal

of creating a predictive method for charge-containing polymers that can accurately capture the

multi-scale effects of Coulombic interactions on the morphology and miscibility of polymers.
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Figure 1.6. (a) Plot of ΓC , adsorption of C per interfacial thickness, vs. ε varying φC
in systems with φA = φB . Here, χAC = 0, χBC = εχAB for χABN = 2.7. (b) Plot of
ΓC as a function of η and ε.5, 6

However, developing a comprehensive model that can cover all charge-containing systems has

been a challenge, due to the multiple effects that arise, such as strong coupling between the

ions,17, 18 self-energy related to solvation of ions,19–23 polarizability of the media, translational

entropy of ions, and effect of the valency of ions.24, 25 In this thesis, we employ and improve

upon a theoretical model based on liquid state theory by solving the Ornstein-Zernike equa-

tion26, 27 with a closure that was developed in the Olvera de la Cruz group.28 This theory allows

us to consider explicitly the ionic correlations separately from Flory-Huggins effects, instead of

wrapping the ionic interactions in an effective χ-parameter.

This theory differs from classical mean field theory for polymers based on Debye-Hückel

electrostatics, such as Voorn-Overbeek theory.29 Mean-field electrostatics smear out the local

coupling between ions, instead treating them as ”mean-field” effects. While these theories can

successfully describe experimental results of charge-polymer systems such as coacervates,30, 31

the applicability is limited to systems with weak individual couplings between ions, such as
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those in the coacervate phases. However, such mean field theories may be less useful if ionic

couplings play a more dominant role, for example in ionomer blends, where dielectric screening

is much weaker than in water, or in polymerized ionic liquids.32, 33 For this reason, we limit our

study to ionomers, which are characterized by a small degree of charge (lower than 15%) and

a low dielectric constant (εr). In these systems, the coupling between charge components is

significant, unlike polyelectrolytes which are characterized by a high fraction of charge and a

near complete dissociation of charge due to weak ionic coupling.

1.1.5. Liquid state theory and appropriate closures

To fully understand the phase behavior of ionomers, multi-scale effects of local charge ordering

and large-scale chain conformation must be simultaneously captured using multi-scale hybrid

theory.18, 28, 34 This theory builds upon classical Flory-Huggins theory, which characterizes in-

teraction between polymers using Flory-Huggins interaction parameter χ.8, 35, 36 The interaction

between charges is described using a standard electrostatic parameter Γ = e2

8πε0εrkBTa
, which

quantifies the strength of ionic coupling.37, 38 Here, a is the radius of a spherical charge, ε0 the

vacuum permittivity, and εr the relative dielectric constant of the background. Γ is equal to

Bjerrum length normalized by the closest distance between the two charges, 2a, and signifies

the energy (in kT ) required to separate two attracted charges.7, 37 When εr is low, the charges

are highly coupled, and do not move freely through the medium. This coupling between the

two charges can be described by a high Γ. When εr is high, the charges are mobile, and the

weak coupling is described by a low Γ. For a specific value of Γ, we can calculate the addi-

tional contribution to free energy from ionic correlations. This free energy is a function of the

charge density, ρ. The ionic correlations are then linked to the classical Flory-Huggins theory
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by setting the charge density ρ equal to the density of charged monomers, fqφA, where A is the

charged component and fq the fraction of charge along the backbone of A.

To determine the excess free energy contribution from ionic correlations, Ornstein-Zernike

equation is used:26, 27

(1.4) ĥik = ĉik +
∑

lρlĉilĥlk

where hik(r) and cik(r) are total and direct correlation functions, respectively, and carets corre-

spond to Fourier-transformed values of the functions. The total and direct correlation functions

are unknown, and therefore need a closure. Solving for these correlation functions allows us to

calculate the distribution of ions, and subsequently the resulting free energy. The exact closure

relation for the Ornstein-Zernike equation can be derived by comparing the cluster expansion

in terms of Mayer functions with that of the total correlation hik:27

(1.5) cik = hik − ln(hik + 1)− βuik + dik

where uik is the pair potential between charges i and k, and dik is the bridge function.

Many approximations of this closure relation have been discussed, including the Mean

Spherical Approximation (MSA) and Hyper-Netted Chain (HNC) closures.39, 40 The HNC ap-

proximation ignores the bridge function, while MSA ignores all but the pair potential. The HNC

thereby can accurately describe long-range interactions, and produces results that are consistent

with non-linear Debye-Hückel electrostatics, but may not always converge. Approaches based

on the mean spherical approximation (MSA) capture effects due to ion size to a certain extent,
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except that the electrostatic correlations in the MSA are effectively of the (linearized) mean

field type. This means that the correlations between the ions are underestimated .

This thesis employs Debye-Hückel extended MSA closure (DHEMSA):28

(1.6) cik = hik − ln(hik + 1)− βuik

where uik is the pair potential between charges i and k.

The use of DHEMSA closure combines non-linearized electrostatic correlations and hard-

core interactions, effectively capturing ion-ion correlations that arise at moderate densities and

high ionic coupling strengths. In constructing this closure, the exact total correlation function

hik in equation 1.5 with the potential mean force with a hard sphere (HS) correction:28, 41

(1.7) ln(gDHHSik ) = φik − βωHSik

While errors are found at short distances and high densities, DHEMSA closure allows for a

numerically efficient calculation of distributions, as it does not follow the iterative process em-

ployed by HNC but instead makes an educated guess about the correlation functions.

For thermodynamic analysis of blends discussed in this thesis, the free energy can be calcu-

lated by a thermodynamic integration:

(1.8) fexc =
ρ2

2

∫ 1

0

dλ

∫
drdr′gλ,ik(r, r

′)uik(r, r
′)

The total free energy of mixing based on Flory-Huggins theory8 with the contribution from

ionic correlations and Born solvation is used to probe the thermodynamics of mixing in this
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thesis. This yields a picture of charge-containing polymers that considers both local structure

(through ionic correlations) and the large-scale inhomogeneities (from Flory-Huggins interac-

tion).

For the calculation of local structures within block copolymers and distribution of solvent

across interfaces, a combination of liquid state theories and self-consistent field theories (LS-

SCFT) is used. In this formulation, the chemical potential from the free energy, µcorr = ∂fexc
∂ρ

is

used. This formulation is briefly described in the following section and in detail in Chapter 3.

LS-SCFT is a numerical execution of the coupling between polymeric interactions and ionic

correlations. SCFT is a mean-field method, where the distribution of polymer chains gives rise

to a mean field, which then acts on the polymer chains to determine their new distribution.42 LS-

SCFT follows the same algorithm, but utilizes LS to calculate an additional contribution to the

mean field from ionic correlations. The volume fraction profile of polymer chains is determined

iteratively until the distribution of polymers converges with the mean field generated.

This iterative technique determines the volume fraction of polymer φ found at a spatial point

x by solving the modified diffusion equation:

(1.9)
∂q(x, s)

∂s
=

(
b2

6
∇2 − ω(x, s)

)
q(x, s)

Here, q(x, s) is the distribution function and is related to the probability that polymer chain

segment s is located at a particular position x in space. ω(x, s) is the mean field, and is a function

of both the local chain composition and the composition of the surrounding environment, and b

is the statistical length.43, 44

Ionic correlations are included into the SCFT iteration as an excess contribution to the chem-

ical potential µx at each grid point x, whose value over the set of grid points form a field, ω, that



32

is included into the SCFT calculation. In this model, the additional contribution only adds to the

field acting upon the charged component A: fq(ln ρ+2µcorr), where ρ is the charge density. ln ρ

accounts for the entropy of the mobile counterions, and µcorr comes from LS theory.43 Initial

condition q(x, 0) = 1 is used. Periodic boundary conditions are assumed for the nanophases

formed by copolymers. For blends of polymers, finite differences method is employed,45 where

the boundary conditions correspond to the bulk volume fraction and chemical potential values.

Using these initial and boundary conditions, the field ω is generated from a starting distribution

of polymer chains. The additional contribution µcorr to the total field ω is calculated at each

spatial lattice point, as µcorr depends on the volume fraction φ at the point. From the field,

q(x, s) is calculated, and the corresponding volume fractions φ are determined. The new distri-

bution generates a new field, ω, and this process is repeated iteratively until the volume fractions

converge.

1.2. Motivation

High density energy materials, such as rechargeable lithium-ion (Li-ion) batteries and poly-

mer electrolyte membrane fuel cells (PEMFC), have become critical to today’s society, from use

in cars and microchips to space and military applications.46, 47 These applications are operated in

high temperature and pressure environments, and thus require thermally robust and non-volatile

materials that can withstand a wide range of temperatures and pressures. Charge-containing

polymers have been identified as suitable candidate materials for high density energy devices, as

they combine the low volatility and high flexibility of polymers with ion-selective conductivity

of the charge-carrying backbone.16, 48, 49 Specifically, copolymers have received wide attention,

as they can microphase separate into nanostructures that combine desirable properties of the
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constituent blocks.50–52 For neutral copolymers, the size and shape of the nanostructures can be

tuned by a careful selection of molecular parameters such as Flory-Huggins interaction between

the dissimilar blocks, χ, chain length, N, and composition of the copolymer. Using charged

constituents in a copolymer has been shown to be a powerful way to control microphase sepa-

ration of the copolymer, by introducing electrostatic variables such as charge, relative dielectric

constant, and ionic correlations.14, 18, 53

The efficiency of these devices relies on the fast and selective transport of ions across the

polymer material. In a copolymer, where the immiscible blocks microphase separate to form

nanodomains, the size, shape, and continuity of the nanostructures can therefore facilitate effi-

cient transport of ions across the electrolyte.54–56 The difference in dielectric constants of the

nanodomains formed can result in aggregation of mobile ions at the interface,57 which can af-

fect the transport of ions. In addition, in an immiscible multicomponent blend, adsorption of

one of the components can lead to broadening of the interface, which can affect the mechanical

behavior and miscibility of the blend.5

The miscibility and morphology is determined by the equilibrium phase behavior of these

polymers. In order to design polymeric materials with desired properties, we need a comprehen-

sive understanding of the phase behavior of ion-containing polymers. Experiments have shown

that block ionomers and ionomer blends exhibit equilibrium behaviors cannot be explained by

classical Flory-Huggins theory used for their neutral counterparts.14, 58 Previous models have

relied on Poisson-Boltzmann theory or Donnan theory to incorporate electrostatic effects into

polymer phase behavior.53, 59 However, these models are only valid for a specific range of

polyelectrolyte systems that exhibit increased miscibility upon addition of charge, and cannot

account for the reduced miscibility and vastly different nanostructure morphologies found in
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other experimental systems.14, 58 Recent theories identify Born energy and ionic correlations

as important electrostatic effects in determining phase behavior.18, 60 Specifically, in ionomer

melts, where the dielectric constant is relatively low,18 ionic correlations play an especially

dominant role in influencing phase behavior. The multi-scale hybrid model developed by Sing

et al. simultaneously captures ionic correlations between charged components (1 nm) and in-

teraction between polymer chains (10-100 nm).17, 18, 34 by combining liquid state (LS) and self-

consistent field theories (SCFT). LS-SCFT is the first theory to accurately describe the enhanced

phase separation observed in experimental systems of charge-neutral diblock copolymers and

blends and has the potential to be a helpful tool for obtaining a complete and detailed picture

of the phase behavior of ionomers. Furthermore, this model can serve as a useful starting point

for the behavior of biological phenomena such as complexation.18, 31, 43, 61, 62 In this thesis, we

build upon the liquid state theory to study the thermodynamics of binary and ternary ionomer

blends with dielectric mismatch ∆εr. We extend our investigation to experimental systems of

polystyrene-b-poly(2-vinylpyridine) in order to confirm theoretical findings.
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CHAPTER 2

Thermodynamics of binary ionomer blends

2.1. Abstract

Advanced materials for energy storage and process technology are globally in high demand.

Promising components for such materials are polymer blends and copolymers, because of their

ability to self-assemble into nanostructured materials that combine desirable material properties,

such as high mechanical stability with ion-selective conductivity. It remains a challenge to pre-

dict the nanoscale structure in charged polymers, because of intricate ionic correlations that can

influence the structure at many length scales. Here we present a free energy analysis of charged

polymer blends with electrolytes of the primitive model, by combining a Flory-Huggins-type

theory with liquid state methods, relying on the Ornstein-Zernike equation. We find that differ-

ent mechanisms, driven by entropy and electrostatics, can stimulate or repress phase separation

in blends. These mechanisms can enable the existence of a triple point, where three phases can

coexist in an effective two-component blend. We analyze the influence of chain length and elec-

trostatic coupling strength, set by the ion type and dielectric properties of the polymer, on the

coexistence lines and nanoscale structure within the blend. Our predictions may add resolution

to the perspective on multi-phase coexistence in blends of charged polymers, and the formation

of nanoscale structure in ionic gels and ionomers such as Nafion. Reproduced with permission
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from Ha-Kyung Kwon, Jos W. Zwanikken, Kenneth R. Shull, Monica Olvera de la Cruz, ”Theo-

retical analysis of multiple phase coexistence in polyelectrolyte blends,” Macromolecules, 2015,

48 (16), 6008-6015. Copyright 2015 American Chemical Society.

2.2. Introduction

There has been a strong demand for advanced materials that are able to sustain a high en-

ergy and power density.48 Explorations are currently performed to combine these properties in

soft materials, to enable these materials to be elastic and to respond mechanically on electric

stimuli.63, 64 Polymers have the potential to realize these intentions, because of their highly ver-

satile and tunable properties. Copolymers have the ability to spontaneously self-assemble into

materials with distinct nanostructures that combine different physical properties into a single

material.50 These properties are highly tunable by tailoring the chemical and physical properties

of the backbone and side groups. In particular, polymer charge was recently identified as a ver-

satile tuning parameter that can drastically change structure and functionality at multiple length

scales.18 Predictive methods could accelerate the search for polymeric materials with desirable

properties, but the incorporation of charge has challenged numerical and theoretical research,

because of the multi-scale effects of Coulomb interactions. When scattering experiments can-

not offer direct information about the microscopic structure, a comparison with high-resolution

theoretical predictions can provide strong indications,65 as demonstrated by Schmidt-Rohr et

al.66 who investigated the morphology of nano-channels in the ionomer Nafion.54 Motivated

by these intentions, we develop a predictive method for charged polymer blends that is able to

investigate the multi-scale effects of Coulomb interactions and yields detailed structural infor-

mation at the nanoscale. We base our method on classical Flory-Huggins theory and solve the
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Ornstein-Zernike equation26, 27 with an accurate closure equation28 to calculate the ionic effects.

Inspired by the ability of Flory-Huggins theory8, 35, 36 to capture the critical behavior of neutral

polymer blends by a single parameter χ, we use a second parameter Γ to determine the full

effect of ionic correlations that result from excluded volume and charge. The Γ parameter is

a standard electrostatic coupling parameter37, 38 and measures the bare Coulomb energy that is

required to separate two ions at contact, divided by the thermal energy kT (Γ ≈ 1 for mono-

valent ions in water, and Γ & 10 in a blend with relative dielectric permittivity ε . 15). We

present the phase diagrams of model polymer blends that include charges, and study the critical

behavior as a function of the χ parameter, the electrostatic coupling parameter Γ, the length N

of the neutral polymer, and charge fraction of the charged polymer fq. The contribution to the

free energy that contains the Γ-parameter is more complicated than that of the χ-parameter and

depends intricately on the polymer volume fraction φ, the charge fraction of the polymer back-

bone fq, and the Γ-parameter, and needs to be calculated via the Ornstein-Zernike equation26, 27

and appropriate closure.28 We explicitly consider the ionic correlations separately and do not

attempt to wrap the ionic correlations in an effective χ-parameter. This enables us to distinguish

the nontrivial ionic effects from the more well known behavior of neutral polymers. The effects

of ion self-energy19–22 can effectively rescale the χ-parameter18 and for this reason will not be

mentioned explicitly, although they may be important in determining the magnitude of χ. From

the free energy analysis, we can isolate the effects of ion charge, ion size, and dielectric constant

quantitatively.

The theory advances beyond existing methods at several points. Classical mean field theory

for polymers based on Debye-Hückel electrostatics, such as Voorn-Overbeek theory,29 has re-

cently shown to be successful in describing experimental results on complex coacervates in the
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extensive work of Spruijt et al.62, 67, 68 and Qin et al.30, 31 Voorn-Overbeek theory ignores ion size

and electrostatic cohesion (the ion activity coefficient), and may therefore work if the individual

couplings between the ions are weak, as is the case for coacervate phases. However, such mean

field theories may be less useful if ionic couplings play a more dominant role, for example in

polymer blends, where dielectric screening is much weaker than in water, or in polymer-ionic

liquids.32, 33 Approaches based on the mean spherical approximation (MSA) capture effects due

to ion size to a certain extent, except that the electrostatic correlations in the MSA are effectively

of the (linearized) mean field type. This means that the correlations between the ions are un-

derestimated (up to several kT ’s per ion, as we will show). Our results confirm the conclusions

from Monte Carlo simulations69, 70 that the critical volume fraction can be reduced by increasing

the polymer chain length, but only down to a certain finite asymptote. This result contrasts with

classical Flory-Huggins theory where the critical volume fraction approaches one as the chain

length is reduced. The theory relates the underlying electrostatic origin for the finite asymptote

to the critical behavior in primitive model electrolytes.71, 72 However, we show here that the

discussion of a single critical point is not sufficient. Sing et al.18, 73 identified two opposing

ionic effects that can either repress or stimulate phase separation, one driven by the ion entropy

and the other by electrostatic cohesion. Here we confirm these results by a full free energy

analysis, and extensively explore parameter space to obtain a complete picture of the criticality

of the model system. We demonstrate that the two opposing tendencies can actually give rise

to two critical points, and enable the existence of a triple point in a binary polymer blend. The

ionic structure within the three coexisting phases differs clearly, the dilute phase showing strong

ion pairing, the dense phase a more liquid-like ordering of charges, and the intermediate phase

containing finite ion clusters. Triple points are typically found for parameters that correspond
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Figure 2.1. Schematic of the model system. The polymer chains of type A and B
are described by a Flory-Huggins theory with interaction parameter χ, whereas
the negative charges on the backbone of polymer A (red) and the positive charges
of the counterions are described by a liquid-state theory of the primitive model,
with coupling parameter Γ which characterizes the required energy to separate
two charges at contact distance 2a, normalized by the thermal energy kT .

to model ionomers (low charge fraction and longer chain lengths). With a minimal, quantitative

model we capture the complex phenomenology in polymer blends caused by ion charge and

size, and present simple explanations of the underlying mechanisms, together with guidelines

to estimate the phase behavior.

2.3. Theoretical formulation of multiscale hybrid theory

We base our model system on the classical Flory-Huggins model8, 35, 36 for neutral polymers

that characterizes the polymer chains by a numberNi of monomers per chain of type i, a volume

fraction φi, and an interaction parameter χij between polymers of type i and j. Simple as the

model may seem, it describes accurately the critical behavior of neutral polymer blends74 once

the appropriate χ-parameter is found. We connect this well-known model to another extensively

studied model, known as the primitive model of electrolytes. Charges of the primitive model

have a hard core of radius a± and a charge ±q±e (e is the elementary charge), and interact

in a structureless dielectric background with homogeneous dielectric constant ε relative to the

vacuum permittivity ε0.
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In a symmetric mixture where a± = a and q± = 1 one can define a single parameter

Γ ≡ (qe)2/8πεε0kTa that represents the required energy to separate two opposite charges at

contact, divided by the thermal energy kT .37 Criticality of the primitive model has been studied

extensively, e.g. with the Monte Carlo simulations by Luijten et al.,71 showing that a high Γ

of ≈ 22 is required for critical behavior, appearing at relatively low concentrations of charges

(packing fractions of the order of a percent). We combine the two model systems by coupling

the volume fraction of polymers φ to a volume fraction of charges fqφ tuned by the fraction

fq of charged monomers on the backbone. This implies the assumption that the average net

charge is constant zero (local charge neutrality), but not that the conditional averages are zero,

i.e. the pair correlation functions will be explicitly calculated. We calculate the pair correlation

functions by solving the Ornstein-Zernike equation:26, 27

(2.1) h(r) = c(r) + fqφ c ∗ h,

(∗ is a convolution) with the so-called Debye-Hückel extended MSA closure (DHEMSA)28 for

a given composition fqφ of charges,

(2.2) c = h̃− ln(h̃+ 1)− u/kT,

where u is the pair potential between the charges, c is the direct correlation function, and h̃ is an

estimation for the total correlation function h made by nonlinear Debye-Hückel theory, hence

the rather cumbersome name for the closure (DHEMSA). In its algebraic form, the closure

resembles the so-called Hyper-Netted Chain (HNC), and the results are in fact very close to

those of the HNC, except that it shows a better mathematical stability and, in contrast to the

HNC, converges in the critical regime.28 From the pair correlation functions we can calculate
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electrostatic contributions to the free energy directly by means of a thermodynamic integration.

A general form of the total free energy density would look like:

ftot({φi}, {Ni}, {χij}, {ai}, {fqi}, {Γij}) =

fFH({φi}, {Ni}, {χij}) + fPM({φi}, {ai}, {fqi}, {Γij}),(2.3)

where the subscript FH refers to Flory-Huggins, and PM to the primitive model of electrolytes.

We focus here on symmetric binary electrolytes, such that we can drop many indices, and define

a single χ, a, fq, and Γ, and two polymer types A and B of which A is negatively charged. The

PM contribution includes the entropy of the positive charges that represent the counterions, and

ignores that of the negative charges that are bound to the backbone of polymer A. A graphic

representation of the system is shown in figure 3.1.

We investigate criticality of a model system with total free energy

ftot =
φ

NA

lnφ+
(1− φ)

NB

ln(1− φ) + φ(1− φ)χ

+ fqφ lnφ+ fexc(fqφ,Γ)(2.4)

by evaluation of the inflection points (spinodals) and common tangents (binodals). The first

three terms derive from a Flory-Huggins8, 35, 36 theory, with interaction parameter χ, volume

fraction φ of polymer A and volume fraction 1 − φ of polymer B. Unless otherwise indicated,

the number of monomers per chain in A and B polymer is the same (NA = NB = N). The

Flory-Huggins free energy, fFH, increases with χN , and promotes phase separation of the poly-

mers. The fourth and fifth terms describe the electrostatic effects, and include the counterion

entropy (which suppresses phase separation) and excess free energy due to ionic correlations
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(which favor phase separation), calculated from the Ornstein-Zernike equation with DHEMSA

closure. Both terms depend on the volume fraction of the charged polymer and the fraction fq of

monomers that are charged. The last term also depends on the electrostatic coupling parameter

Γ. These contributions are shown in figure 2.2, including a common tangent construction, the

method we use to find coexistent volume fractions from the total free energy. The total free en-

ergy density ftot is divided into three contributions, that isolate the Flory-Huggins part fFH, the

counterion entropy fPM−id, and the ionic correlations fPM−exc. To find the coexistence volume

fractions, method of common tangent is used. Two volume fractions coexist if the chemical

potential of the two components, A and B, are equal in all phases. We search for all pairs of

coexistent volume fractions (φ1, φ2) for which

(2.5)
∂ftot

∂φ

∣∣∣∣
φ=φ1

=
∂ftot

∂φ

∣∣∣∣
φ=φ2

and

(2.6)
(
ftot − φ

∂ftot

∂φ

) ∣∣∣∣
φ=φ1

=

(
ftot − φ

∂ftot

∂φ

) ∣∣∣∣
φ=φ2

.

Equations (2.5) and (2.6) are the necessary conditions for thermal equilibrium. Depending on

the form of the free energy curve, it is possible to find multiple coexisting volume fractions.

2.4. Results and discussion

2.4.1. Emergence of a eutectic-like triple point

The phase behavior of the blend can be understood as a competition between three mechanisms.

The first relates to the χ-parameter, which describes the repulsion between the polymers and
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Figure 2.2. A breakdown of total free energy into fFH, fPM−id, and fPM−exc. fFH

increases with χ, and fPM−id decreases with fq. fPM−exc increases with Γ (solid
lines), but the location of the maximum shifts to a higher φA with an increase
in Γ. fPM−exc further increases with fq (dashed lines) and the location of the
maximum shifts back to a lower φA.

promotes separation of the blend. The second mechanism is driven by the entropy of the coun-

terion and the polymer chains, which suppresses phase separation; the third originates from

ionic correlations, which represent the tendency of ions to segregate into ordered structures. In

systems with relatively little coupling between the ions (Γ . 10), the system is dominated by

the entropy of the counterions and the polymer chains, and tends away from phase separation.

Therefore, in low Γ conditions, higher values of χ are needed to induce separation of the mix-

ture, leading to a high χNcritical, especially compared to the critical value for a neutral polymer

blend, χNcritical = 2. This results in an initial suppression of phase separation for the lower
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Figure 2.3. The effect of Γ on the phase diagram of polyelectrolyte blends. Lines
have been drawn to guide the eye. Hollow circles indicate triple point, where
three phases can coexist.

values of Γ. However, as the coupling strength Γ increases, the attractions between the ions

become stronger, and this can eventually drive the blend to phase separate even in the absence

of χ interaction. This effect results in enhanced phase separation, and shifts the phase boundary

down to lower χN values. This effect is shown in figure 2.3, for Γ > 14.91. It is important to

note that the deviation of the charged blend from the phase behavior of neutral polymer blends

is significant at low volume fractions of the charged polymer, φ.

When the driving force for phase separation (ionic correlations and Flory-Huggins inter-

action) are comparable in magnitude to those favoring mixing (from chain and counterion en-

tropy), we observe a multi-curvature phase boundary, where a miscible region is found adjacent

to two distinct regions of coexistence at a constant χN . This is shown in figure 2.3 at Γ = 14.91

and 16.33. The difference in the symmetry of fFH (which is symmetric for a symmetric blend)

and fPM (which is highly asymmetric, and largely influences the charge-dilute regions) leads to

the rise of two distinct phase-separated regions, driven to phase separation by each of the two
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driving forces: ionic correlations in low φ, and Flory-Huggins interaction in high φ. The driving

force away from phase separation, the counterion entropy, is also asymmetric, and counteracts

Flory-Huggins interaction and ionic correlations across all phase space. When this driving force

is greater than the terms tending toward phase separation, a miscible region, found below the

hollow circle in fig 2.3 is found, splitting the phase diagram into two branches, corresponding

to two distinct phase behaviors. The splitting of the phase diagram into multiple regions of

coexistence results in two critical points that correspond to qualitatively different phase transi-

tions. These competing effects contribute to subtle minima in the total free energy of the system,

which can be difficult to calculate using numerical methods. Especially near the triple point,

this causes numerical noise in the phase diagram, as can be seen in figure 2.3.

Figure 2.4 zooms in on the transition around the triple point. At χN = 6.5, there is an

immiscible region at lower concentrations driven by ionic correlations. The system shows two

disjoint immiscible regions for χN = 7, one driven by ionic correlations, and one by the Flory

interaction. There is a triple point for 7 < χN < 8.5 and above that point, the system has

two coexisting volume fractions that are dilute and dense in polymer A, driven by a combina-

tion of ionic correlations and the Flory-Huggins interaction. While the ionic structure within

these three phases has not been studied extensively, it can be estimated from the pair correla-

tion functions that the ions are ordered in a liquid-like fashion in ion-dense phase, form small

clusters in ion-intermediate phase, and form pairs in ion-dilute phase. The radial distribution

functions that correspond to these three regimes are shown in figure 2.5. Figure 2.5 shows three

radial distribution functions for phases that are dilute, intermediate and dense in charge. The

corresponding points in the phase diagram are denoted with a cross, and the estimated spatial

ordering of charges is shown in a cartoon, based on the radial distribution functions.
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Figure 2.4. Phase diagram for a symmetric polyelectrolyte blend with N = 40,
fq = 0.2, and 5 < χN < 9, with ftot corresponding to χN = 8.5, 7, 6.5. The
ionic structure in the phases at the points denoted with a cross is shown in figure
2.5.

2.4.2. Effect of polymer chain length

The phase behavior of polyelectrolyte blends can be tuned by changing the parameters that

determine the contribution of each term to the total free energy. In order to further explore

the phase behavior, we investigate the effect of the neutral polymer chain length, NB, and the

fraction of the charged backbone on the charged polymer, fq, at chosen Γ values of 9.23, 16.33,

and 23.43, which correspond to relative dielectric constants of 12, 6.8, and 4.7, for charges

of radius 0.3 nm. The phase behavior of the system at Γ = 16.33 is of particular interest, as
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Figure 2.5. The radial distribution functions of the ions of coexisting phases
close to the triple point, corresponding to the points in figure 2.4 denoted with a
cross. The insets show cartoons of the estimated morphologies. The strong peak
of the g(r) of the dilute phase hints at pair formation. The second oscillation
at the intermediate density hints at a significant fraction of triplets and larger
clusters. The oscillations in the g(r) of the dense phase are caused by a liquid-
like order of charges.

the corresponding εr = 6.8 is comparable to that of Nafion, which has εr between 4 and 20,75

and can provide valuable insight into the behavior of experimentally available and physically

relevant systems for fuel cell applications. It is expected that the change in fq affects both

the entropic contribution from counterions and the excess free energy contribution due to ionic

correlations, while NB only affects the Flory contribution to the total free energy. To quantify

the changes in phase behavior of the blend, we look at the movement of the phase boundary with
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the change in parameter, as well as the movement of the critical point, which is the lowest χN at

which phase separation occurs, and where ∂3f/∂φ3 = 0. The critical point can be understood

to indicate a phase transition between mixed and separated states.

The phase boundaries for NB = 4, 10, 40, 80, 800 are plotted for Γ = 9.23, 16.33, 23.43 in

figure 2.6. As NB increases, phase separation is enhanced and the phase boundaries shift to

a lower χN for all values of Γ. This is consistent with the results we expect from the Flory-

Huggins free energy expression. An increase in NB decreases entropy of the chains, and thus

the system has a lower energy barrier against phase separation. While it is unsurprising that

an increase in NB enhances phase separation, it is interesting to note that the shift of the phase

boundaries, specifically in their shapes and the location of the critical points, is qualitatively

different in each of the three Γ cases.

The movement of the phase boundary is quantified by the movement in the location of the

critical point, φcrit. For Γ = 9.23, the critical point moves to a higher volume fraction as NB

increases, while for Γ = 16.33, we see multiple critical points, at low φ and high φ, the first

of which does not shift with with chain length and the other which moves to a higher volume

fraction. This is also seen in figure 2.7, where the location of the critical point is plotted against

Γ, for all values of Γ between 0.23 and 23.43. At Γ < 12, φcrit increases from 0.5 to 0.9 as

NB increase from 4 to 800. At Γ > 12, multiple critical points develop for longer chain lengths

NB = 40, 80, 800, but only the critical point located at φ > 0.5 increases with chain length. The

critical point located at φ < 0.2 does not change with change in NB. The third set of critical

points plotted in figure 2.7, located between 0.3 < φ < 0.5 for Γ > 12 and NB = 40, 80, 800

(in hatched lines), corresponds to the location of the triple point, where the blend undergoes
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Figure 2.6. Phase diagrams for an asymmetric blend, where the charged compo-
nent is fixed atNA = 40 and fq = 0.1, and the neutral componentB has variable
chain length NB = 4, 10, 40, 80, 800. Phase diagrams are shown for three values
of Γ, for 9.23 (top), 16.33 (middle), and 23.43 (bottom). As NB increases, the
phase boundary shifts to a lower χN in all cases of Γ, indicating enhanced phase
separation. Hollow circles indicate triple point; stars indicate critical points.
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Figure 2.7. The location of the critical point at Γ, where chain length NB

changes from 4 (in green) to 800 (in black). Legend is same as in figure 2.6.
At very small values of Γ, the location of the critical point moves to higher φA
with increasing NB. At high values of Γ, a second critical point develops at low
φA, which does not move with NB.

a eutectic-like transition from a mixture of ionic phases (having different morphologies of ion

clusters) to equilibrium between two polymer phases.

From the movement of the multiple critical points in figure 2.8, we can identify the nature

of the phase transition. Critical points of χ-induced phase transitions move to higher φ as the

chain length of the uncharged component increases, while the location of the critical points

corresponding to Γ-induced phase transitions does not depend on the chain length. This con-

firms the findings from Monte Carlo simulations, combining neutral polymer behavior with the

conclusions drawn from primitive model electrolytes.69 This is because the magnitude of Flory

contribution to the total free energy can be tuned by the chain length, while the excess free

energy contribution is independent of NB. Furthermore, we can tune the phase transitions in

both low φ and high φ regions using the parameters we have at hand.
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Figure 2.8. Location of the critical point against the neutral component chain
length, NB, at selected values of Γ. Plotted in solid is the predicted movement
of the critical point with NB if only counterion entropy is accounted for.

2.4.3. Effect of charge fraction

As previously shown, charge fraction fq can be used to tune the magnitude of ionic effects in

the model, to highlight the correlations between the charged monomers and the counterions. By

increasing the fraction of charged backbone, we also increase the amount of counterions present

in the blend, magnifying the contributions to total free energy from ionic correlations and coun-

terion entropy. Here, we show the changes in the phase boundary of symmetric polyelectrolyte

blends (where N = 40) in three ionic environments: Γ = 9.23, which corresponds to a weakly

coupled system; Γ = 16.33, which corresponds to moderately coupled system, such as Nafion;

and Γ = 23.43, where the oppositely charged ions are strongly attracted to each other.

When the ions are relatively weakly correlated, for Γ = 9.23, increasing fq has negligible

effects on the ionic correlations, while drastically increasing the counterion entropy. The added
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entropy suppresses phase separation, shifting the phase boundary to a higher χN . As previ-

ously noted, this effect is especially significant in charge-dilute systems, where confinement of

charges can have large entropic penalties. At Γ = 23.43, where the ions are strongly correlated,

the system is found to be strongly segregated at all values of fq, even when the interactions

between the polymers promote mixing (χ < 0). As fq increases, the entropic effects push the

phase boundary to a higher χN in the high φ region, where the entropic effects push the phase

boundary to a higher χN , suppressing phase separation. In the low φ region, the increase in fq

broadens the Γ-induced phase boundary, indicating a stronger segregation occurring at higher

values of fq. This is due to the competition between the counterion entropy and ionic correla-

tions in the low φ region. In systems with moderate coupling, where Γ = 16.33, we observe the

same effect in high φ regions, but an opposite effect in the low φ region.

The deviation of the charged blend from the phase behavior of neutral polymer blends is

significant at low volume fractions of the charged polymer, φ. This is because the difference

in fPM of the phase-separated state and the mixed state is especially large for a system dilute

in the charged component, where the ions become much more ordered in the phase-separated,

charge-dense states, compared to the mixed state, where the ions are spread far apart. As the

system transitions from a mixture dilute in A to segregated regions rich in the charged polymer

A, the change in the free energy is larger than that of a system that transitions from a mixture

already dense in A to segregated regions, also dense in A.

In charge-rich systems, where A is the majority component, phase behavior is determined

by the competition between Flory interaction, which does not depend on fq, and counterion

entropy, which increases with fq. Therefore, phase separation is suppressed in charge-rich
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Figure 2.9. Phase diagrams for a symmetric blend of N = 40, where the charge
fraction fq on the charged component A is varied from 0.1 to 0.4 at Γ = 9.23
(top), 16.33 (middle), and 23.43 (bottom). Phase boundaries shift with change in
fq, but the shift depends on the value of Γ. For Γ = 9.23, the shift is to a higher
χN , but for Γ = 16.33 and 23.43, the phase boundary shifts both to a higher
χN and to a lower χN in different regions of the phase diagram. Hollow circles
indicate triple point; stars indicate critical points.
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systems. However, in charge-dilute systems, where the neutral polymer B is the majority com-

ponent, both ionic correlations and counterion entropy contribute significantly to the total free

energy. Ionic correlations can overcome counterion entropy to induce phase separation; how-

ever, the effects of ionic correlation become more limited and confined to the low φ region as

fq increases, as can be seen in figure 2.9 by the narrowing of the Γ-induced phase boundary.

We consider a solvent-free model system, comparable to blends24, 74, 76–78 and copolymers52

consisting of charged and neutral polymer chains. The effective dielectric constant in the Γ

parameter could account for the polarizability of a structureless solvent, but this approach may

be largely insufficient to describe the influence of for example water. Our findings may not

be applicable to aqueous systems in the first place because of the weak ionic couplings in wa-

ter. The high dielectric constant of water mitigates the Coulombic interaction, such that the Γ

values are reduced to a value of order 1 if the water content is significant.54, 63, 66 We expect

that ion hydration can be captured to a certain extent by choosing an appropriate ion radius,

and that hydrophobic interactions can effectively rescale the χ parameter, or influence the dis-

sociation rate of the polymer backbone. These effects may be captured in more complicated

models that necessarily need more parameters, e.g. to model the dissociation rate constants.

The phenomena that we present here require a sufficient ionic coupling, and would therefore

not be expected in aqueous systems, but rather in the low dielectric environment of solvent-free

polymers.24, 52, 74, 76–78

2.4.4. The relevance of ionic correlations

The electrostatic part of the free energy expression relies on an approximation in the construc-

tion of the closure (the DHEMSA). By elaborate testing we found excellent agreements between
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the results of the DHEMSA and molecular dynamics simulations28 of the primitive model, and

expect the results to be close to exact in a large part of parameter space. It is possible that

larger deviations occur in the critical regime, which is difficult to verify with both theoretical

and simulation methods, but we expect the order of magnitude to be much more accurate than

the MSA as can be concluded from figure 2.10. We show here the excess chemical potential (in

excess over the ideal) as a function of ion volume fraction φion (of one of the two ion types).

The curves depend on the coupling parameter Γ, but appear to be invariant of ion radius a, if

the system is symmetric (a± = a). The MSA strongly underestimates the excess contribution,

especially at low volume fractions, and is at least a factor 2 smaller than the DHEMSA results

at higher volume fractions. The DHEMSA predicts excess chemical potentials of −10 kT per

particle for a coupling strength of Γ = 22 (which corresponds to monovalent ions of radius

0.1 nm in a dielectric environment of relative permittivity ε ≈ 13), compared to less than −5

kT according to MSA predictions. We conclude from the comparison that the MSA strongly

underestimates electrostatic correlations, and that MSA-based methods, for that reason, may

miss aspects of ionic criticality.

2.5. Conclusion

We investigate the phase behavior of a model polyelectrolyte blend, and find that ionic

effects can strongly change the classical Flory-Huggins picture. The asymmetric effects of

ionic correlations appear strongly dependent on the volume fraction of the charged polymer and

the coupling strength Γ set by the dielectric properties of the polymer blend, and can therefore

not be wrapped in an effective, composition independent χ parameter. The ionic cohesion

can be strong enough to cause the two polymer components to segregate, even when χ = 0.
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Figure 2.10. Excess chemical potential as a function of ion packing fraction,
calculated with the MSA closure (upper figure) and the DHEMSA closure (lower
figure), for many values of the coupling parameter Γ. The MSA suggests almost
ideal gas behavior at low volume fractions, and the values of µexc are at least a
factor of 2 smaller than the DHEMSA results, up to orders of magnitude at low
volume fractions.
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We observe a triple point in the phase diagram at intermediate coupling strengths, where Γ

and χ are both relevant parameters, and an appropriate fq, the fraction of charged monomers

on the polymer backbone. The three coexistent phases have three qualitatively distinct radial

distribution functions, which hints at different ionic ordering into pairs, clusters, or dense liquid-

like order. The analysis provides an understanding of the competing effects that dictate phase

behavior of a polyelectrolyte blend, which can be tuned to induce phase behavior that is more

conducive to desirable materials properties.
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CHAPTER 3

Interfacial segregation of salts in ternary ionomer blends

3.1. Abstract

Solid Polymer Electrolytes (SPEs) consisting of ternary blends of charged polymer, neutral

polymer, and plasticizer or salt have received much interest for their low volatility and high

flexibility of polymers with ion-selective conductivity of the charge-carrying backbone. It has

been shown that in these polyelectrolyte blends, where the dielectric constant is relatively low,

ionic correlations can significantly influence the miscibility, inducing phase separation even at

negative values of χN . Here we present a comprehensive study of phase behavior and inter-

facial segregation upon the addition of a tertiary component in blends of charged and neutral

homopolymers. Using a hybrid of self-consistent field and liquid state theories (LS-SCFT),

we investigate the bulk miscibility and the distribution of ions across the interface, looking

at interfacial adsorption and selectivity of the minority component. We demonstrate that the

competition between ionic correlations and ion entropy induces complex charge-dependent se-

lectivity that can be tuned by the value of Γ, the ionic correlation strength. We show that charge

interactions can have a pronounced effect on the interfacial width and tension, especially at low

χN . This work appears in: Ha-Kyung Kwon, Victor A Pryamitsyn, Jos W Zwanikken, Kenneth

R Shull, Monica Olvera De La Cruz, ”Solubility and interfacial segregation of salts in ternary

polyelectrolyte blends,” Soft Matter, 2017, 13 (28), 4830-4840.
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3.2. Introduction

Solid Polymer Electrolytes (SPEs) have been extensively investigated for their excellent

electrochemical and mechanical properties for potential use as rechargeable lithium ion batter-

ies, organic solar cells, display windows, and sensors.79–83 In order to improve the mechanical

integrity and the performance of SPEs, the addition of a third component–in the form of small

molecule plasticizers, room temperature ionic liquids (RTIL), and other polymers–has been

extensively studied.84–91

Blending polymers is an easy and economical alternative method for obtaining materials

with targeted properties. In addition, blends can serve as contemporary model systems to in-

vestigate thermal, chemical, physical, and electrochemical responses of mixtures of polymers.

Although there have been molecular dynamics simulations and experimental studies of ternary

polymer blends and their bulk and dynamic properties,84, 89, 91–94 there is a limited understanding

of the charge effects on the phase behavior of these mixtures, e.g. the effect of ionic correlations

on the miscibility and selectivity of the tertiary component. Furthermore, the effects of adding

a tertiary component to the interfacial properties of the blend have not been extensively studied.

These effects are especially important to consider in SPEs, where the ionic correlation strength

is large enough to drastically alter the phase behavior and dynamics of charge in charged bi-

nary blends and block copolymers.7, 14, 18, 73 Many theoretical models for bulk phase behavior

of charged block copolymers and coacervate complex systems have been developed.22, 30, 95, 96

Here, we employ the multi-scale hybrid method which incorporates ionic correlations that can

lead to local charge ordering. This effect is significant in polyelectrolytes with dielectric con-

stant εr < 8. In this theory, we expand upon the Flory-Huggins theory8, 36 using a theoretical

framework previously reported28 to describe the effects of ionic correlations that arise from
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excluded volume and multi-scale Coulombic interaction. The strength of ionic correlations is

quantified using ionic correlation strength Γ = q+q−e2

8πεrε0kTa
, which is the bare Coulomb energy (in

kT ) that is required to separate the two attracted ions of radius a at contact. This quantity can

also be described as Γ = lB/(2a), or the Bjerrum length normalized by the distance between the

two ions.37, 38 Γ ≈ 1 for monovalent ions in water, and Γ > 10 for polymers with εr < 8. Ionic

effects are calculated at a specified ionic correlation strength Γ by solving the Ornstein-Zernike

equation26, 27 with an accurate closure equation.28 This approach has predicted that a non-trivial,

complex critical behavior emerges from the competition of ion entropy and ionic correlations,

leading to triple points and partial miscibility in a binary blend.7 In solvent-containing blends,

works by Khoklov and Nyrkova et al have shown that microphase separation can also occur in

these systems.?, ?

Here, we present a systematic study of ternary blends containing multiple charged com-

ponents, and study the phase behavior and interfacial segregation as a function of Γ, charge

fraction fq, and χABN . This study models the phase behavior and interfacial segregation of

polyelectrolyte blends upon the addition of a tertiary component (plasticizers, ILs, polymers,

and salt). By using a full free energy analysis, we can explore the parameter space to obtain

a complete picture of the phase behavior in charged ternary blends. We begin by analyzing a

simple case, where the tertiary component is a neutral, non-selective solvent, and show that the

phase behavior deviates significantly from the solvent dilution effect due to the ionic effects in

the charged polymer.97, 98 We then demonstrate that adding salts of varying ionic strength can

alter the miscibility of the blend due to the competition between ion entropy, ionic correlations,

and χABN . Using 1-D self-consistent field theory (SCFT), we show that the deviation from



61

Flory-Huggins theory is due to Γ- and fq,A- dependent segregation of the tertiary component,

which can be tuned independently to induce desired phase selectivity.

3.3. Theoretical approach

In this study, we consider a ternary blend of components A, B, and C in a homogeneous

dielectric medium εr, where polymer A, with degree of polymerization NA, is partially neg-

atively charged with charge fraction fq,A along its backbone; polymer B is neutral, and has

degree of polymerization of NB; and C is the tertiary component with NC = 1, whose charge

can be tuned by the parameter fq,C . In the first case, C is a neutral solvent, where fq,C = 0.

In the second case, where the tertiary component is a negatively charged, monovalent salt with

counterions, fq,C = 1. The polymeric interactions are described by Flory-Huggins interaction

parameters χAB, χBC , and χAC , and are set independently to tune the selectivity of the tertiary

component. The electrostatic interactions are characterized by Γ and the concentration of to-

tal negative charge in the system, fq,AφA + fq,CφC where fq,C = 0 for a neutral solvent and

fq,C = 1 for salt. The system contains counterions to achieve electroneutrality. This model

system is shown in Figure 3.1.

3.3.1. Flory-Huggins and liquid state theories

The total free energy of the blend is written such that it includes contributions from the Flory-

Huggins terms, fFH , and from the primitive model (fPM−id, fPM−exc). The translational en-

tropy of the counterions is described by fPM−id, while the contribution from ionic correla-

tions, fPM−exc, is calculated using the Debye-Hückel Extended Mean Spherical Approximation

(DHEMSA) closure on the Ornstein-Zernike equation, shown below:?, 7, 18, 28
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Figure 3.1. Schematic of the model system. Polymer chains of type A and B
are described by Flory-Huggins interaction parameter χAB. χAC = χBC unless
otherwise indicated. The polymers are in a homogeneous dielectric environment
with a corresponding εr, which gives rise to the ionic correlation strength Γ be-
tween ions and the counterions.

(3.1) ĥik = ĉik +
∑

l
ρlĉilĥlk

(3.2) cik = h̃ik − ln(h̃ik + 1)− βuik

where ĉ and ĥ denote Fourier transforms of the direct and total correlation functions.

The liquid state approach allows for the consideration of charge ordering that is expected for

sufficiently high densities and ionic correlation strengths (Γ), which are neglected in the mean-

field approach of non-linear Debye-Hückel theory. While DHEMSA closure closely resembles

the hyper-netted chain (HNC) closure in its treatment of non-linear long-range electrostatics

and short range repulsions, the algorithm has a superior convergence, and enables an efficient
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calculation of the pair correlation functions over a large parameter range of the liquid state, by

an informed guess of h(r) instead of an iterative calculation approach used in HNC.28

With this contribution, the total free energy can be written as:

(3.3) ftot(φk, Nk, χkl, fq,k, am,Γmn) = fFH(φk, Nk, χkl) + fPM(φk, fq,k, am,Γmn)

where indices k and l refer to different polymeric components (A,B,C), and m and n refer to

ionic components (+,−). Here, am is the ion size, which is assumed to be equivalent for anions

and cations in this particular study. In addition, it is assumed that all ions are monovalent, and

that the anions on the polymer backbone are indistinguishable from dissociated salt anions. All

cations are likewise assumed to be indistinguishable. The counterions to the charged backbone

and salt anions are likewise indistinguishable. This simplification reduces all charge interactions

to one that can be described using a single ion size and Γ, and the indices are subsequently

dropped to give a free energy expression more specific to our system:

ftot =
φAlnφA
NA

+
φBlnφB
NB

+
φC lnφC
NC

(3.4)

+ (fq,AφA + fq,CφC)ln(fq,AφA + fq,CφC) + fexc(fq,AφA + fq,CφC ,Γ)(3.5)

Here, fq,AφA + fq,CφC represents the total amount of negative charge; to achieve electroneu-

trality, the same concentration of counterions is added. fq,A is typically varied between 0.01

and 0.1. fq,C is chosen to be 0 for the neutral solvent case, and 1 for the added salt case.

fexc(fq,AφA + fq,CφC ,Γ) describes the excess energy due to ionic correlations, which favor
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phase separation as the total charge concentration fq,AφA+fq,CφC and ionic correlation strength

Γ are increased.7

While a three-component blend can form four different phases α, β, γ, and δ,4 we only

consider the α-β coexistence in this work by neglecting all Flory terms except for χAB. In the

α-β coexistence, phase separation is driven by the interaction between A and B monomers.

The coexistence line (or the phase boundary) is calculated by equating the chemical potential of

each component in α (A-rich) and β (B-rich) phases. The chemical potential of each component

k, µk, is found using the following formula:12, 99

(3.6) µk =
∂ftot
∂φk

+ ftot −
∑

k
φk
∂ftot
∂φk

Here, k can be A, B, or C. Derivatives with respect to a particular φk are to be taken with other

volume fractions held constant. We assume that χAB, χBC , χAC are independent of volume

fraction.12

This gives us µk:

µA = µFH,A + fq,Aln(fq,AφA + fq,CφC) + fq,A − fq,AφA − fq,CφC + µLS,A(3.7)

µB = µFH,B − fq,AφA − fq,CφC + µLS,B(3.8)

µC = µFH,C + fq,C ln(fq,AφA + fq,CφC) + fq,C − fq,AφA − fq,CφC + µLS,C(3.9)

where

(3.10) µLS,k =
∂fexc
∂φk

+ fexc −
∑

k
φk
∂fexc
∂φk
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and

(3.11) µFH,k =
lnφk + 1

Nk

−
∑

k

φk
Nk

− 1

2

∑
o 6=p

(φo − go,k)χop(φp − gp,k)

Here, go,k = 1 if o = k, and go,k = 0 if o 6= k.

We then solve for equilibrium compositions whose chemical potential in the two phases are

equal; furthermore, the volume fractions all have to add up to 1 to satisfy the incompressibility

condition.

µαA = µβA(3.12)

µαB = µβB(3.13)

µαC = µβC(3.14)

φαA + φαB + φαC = φβA + φβB + φβC = 1(3.15)

3.3.2. 1-D Self-Consistent Field Theory (SCFT)

Once the equilibrium compositions are obtained, we use 1D self-consistent field theory (SCFT)

to find the distribution of the three components across the α − β interface using a discrete

representation of the modified diffusion equation introduced by Edwards:44

(3.16)
∂q(r, n)

∂n
=
a2

6

(
∂2q(r, n)

∂r2

)
− ω(r, n)q(r, n)

The variables r and n are continuous forms of discrete variables i and j used in this work,

where i denotes discrete distance variable and j denotes the index of the repeat unit along a
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chain.99 The width of each layer i corresponds to a, the statistical segment length of one repeat

unit, which is defined so that Rg, the radius of gyration of a chain, is equal to (NA/6a)1/2. The

mean field ω(i, j) is a function of the composition along the chain, g(j), and the surrounding

composition in the layer i, φ(i). Since all polymers are homopolymers and the composition

does not vary along the chain, ω(i, j) can be written as a function of only i.

(3.17) ωk(i) = ωp,k(i) + ωext,k(i)− kBT
∑

k

φk(i)

Nk

−∆ω(i)

The first term, ωp,k(i) comes from enthalpic contributions characterized by Flory-Huggins

parameters χAB, χBC , χAC .

ωp,A(i) = φB(i)(1− φA(i))χAB − φB(i)φC(i)χBC + φC(i)(1− φA(i))χAC(3.18)

ωp,B(i) = φA(i)(1− φB(i))χAB − φA(i)φC(i)χAC + φC(i)(1− φB(i))χBC(3.19)

ωp,C(i) = φA(i)(1− φC(i))χAC − φA(i)φB(i)χAB + φB(i)(1− φC(i))χBC(3.20)

The second term, ωext,k(i), comes from electrostatic contributions characterized by Γ, fq,A,

andfq,C . This term can be calculated from the chemical potential µk:

ωext,k(i) = µk(i)− µFH,k(i)(3.21)

The third term in equation 3.17 is the entropic contribution from the three components. The last

term, ∆ω(i), comes from the incompressibility constraint, where ζ in equation 3.22 is inversely
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proportional to the bulk incompressibility of the system.

(3.22)
∆ω(i)

kBT
= ζ(1−

∑
k
φk(i))

In the presence of a field, the probability distribution functions qk(i, j) can be obtained using

recursion relationships that arise from the connectivity of the chains:

qk(i, j) = λ−11qk(i− 1, j − 1) + λ0qk(i, j − 1) +(3.23)

λ+1qk(i+ 1, j − 1)exp(−ωk(i)/kBT )(3.24)

where the λ−1, λ0, λ+1 are transition probabilities specific to the geometry of the system.12, 99

For homopolymers, only one qk(i, j) is needed, as the composition profiles from the two ends

of a single chain are indistinguishable.

Volume fraction profiles φA(i), φB(i), φC(i) are obtained by summing the probability dis-

tribution functions qk(i, j) from both ends:

(3.25) φk(i) =
1

Nk

exp(µbulk,k/kBT − 1)

Nk∑
j=1

qk(i, j)qk(i, Nk, j)

The new field is generated by the calculated volume fraction profile φk(i). The resulting

probability distribution function and volume fraction profiles are iteratively and self-consistently

solved with the boundary condition where the volume fraction profile at each end (i = 0, i =

imax) corresponds to the bulk phase volume fraction and chemical potential µbulk,k calculated

from the phase diagram.
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The interfacial tension is obtained by summing ∆ω over all of the lattice layers:100

(3.26) γ =
∑
i

L(i)ω(i)

where L(i) is the number of lattice sites in layer i.

3.4. Results and discussion

3.4.1. Phase diagram of solvent-containing blends

First, we examine a ternary blend containing a neutral solvent C (fq,C = 0). This system

is representative of a polymer blend where a plasticizer is added to suppress crystallization

and increase processability.84–86, 88, 90 In cases where the solvent is selective for one of the two

polymeric components (χAC 6= χBC), the selectivity may complicate the blend miscibility and

the resulting phase behavior.4 Here, we assume non-selective behavior for the solvent (χAC =

χBC = 0), in an attempt to decouple effects that arise from ionic correlations from Flory-

Huggins type solvent selectivity. These conditions may be difficult to access in experimental

conditions, but may be important in understanding the underlying physics. Our system consists

of charged polymerA, neutral polymerB, with a neutral, non-selective solvent C where χAC =

χBC = 0. For this set of calculations, NA = NB = 40, 0.01 < fq,A < 0.1, χABN = 3, and

14.44 < Γ < 23.43 unless otherwise specified. These parameters correspond to ionomers

with relative dielectric constants εr of approximately 3 − 5.7 At these values of Γ and χABN ,

the magnitude of Flory-Huggins interactions and ionic correlations are comparable, leading to

multiple critical phenomena.7 Parameters Γ, fq,A, and χAB are changed systematically in Figure

3.2 to demonstrate the effect of these parameters on the α-β phase boundary; α phase is rich in
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Figure 3.2. The effect of changing Γ (a), fq,A (b) and χABN (c) on the α − β
phase boundary in a ternary blend of charged polymer A, neutral polymer B,
and solvent C. The neutral boundary is shown in (d), with blue lines marking
the breadth of the phase boundary and height of the phase boundary to assess
miscibility and selectivity. Critical point is marked with a blue circle. While
the parameter of interest is varied, all others are held constant at Γ = 16.33,
fq,A = 0.05, χABN = 3, and χBC = χAC = 0. Lines have been drawn in to
guide the eye.

charged polymer A and is the charge-dense phase, while β phase is rich in neutral polymer B

and can be described as the charge-dilute phase.

We have shown in a previous study of binary blends that the Γ-dependent phase behavior

is due to the competition between the translational entropy of the counterions and the ionic

correlations between the oppositely charged components. At sufficiently high values of Γ, ionic
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correlations dominate and phase separation is enhanced in the charge-dilute ”chimney” region,

while phase separation is experimentally shown to be suppressed outside the chimney region,

where the volume fraction of the charged polymer is relatively high.7, 101 The effect of Γ on the

miscibility of ternary blends mirrors our findings in the binary blend case. The phase boundary

shows broadening along the A−B axis at all concentrations of solvent, indicating a decreased

miscibility between A and B. The critical point moves to a higher concentration with increase

in Γ, further confirming the decreased miscibility between A and B. At Γ = 23.43, 80 volume

percent of solvent is required to solubilize the A−B blend. The location of the phase boundary

at the A-B axis (φC = 0) is in agreement with the composition of the phase-separated mixture

in binary blends of A and B.7

With the introduction of strong ionic correlations, the phase boundary becomes asymmet-

rically skewed, as shown in Figure 3.2(a). The movement of the critical point indicates that

criticality is reached at more dilute concentrations of the charged polymer A with increasing Γ.

This asymmetry is highlighted in Figures 3.2(b) and (c), where Γ is held constant and fq,A and

χABN are varied, respectively. The critical point is at φA = 0.4 at fq,A = 0.01, and moves to

φA = 0.08 at fq,A = 0.1. Furthermore, an increase in fq,A moves the critical point to a higher

concentration of C (φC = 0.3 at fq,A = 0.01, φC = 0.84 at fq,A = 0.1) and narrows the phase

boundary along the A−B axis. The movement of the critical point to a higher φC indicates de-

creased miscibility betweenA andB, while the narrowing of the phase boundary shows that the

blend is less strongly segregated. This partial mixing is reminiscent of the chimney observed in

the charged binary blend, where the free energy change for forming ionic phases from a dilutely

charged system is much more favorable than forming the same phases from a densely charged
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system.7, 18 In addition, a greater deviation from symmetricity at higher fq,A can be attributed to

asymmetry that arises from charge effects.

On the other hand, changing χABN has little effect on the asymmetry of the phase boundary,

as seen in Figure 3.2(c). Increasing the value of χABN results in a slight broadening of the phase

boundary, accompanied by the movement of the critical point to a higher φC . These changes

are expected from an increase in χAB, which decreases the miscibility between A and B.

3.4.2. Interfacial adsorption of solvent

To further investigate the implications of the asymmetry of the phase boundary, 1-D SCFT

is used to plot the equilibrium volume fraction distribution of the three components across the

α−β interface for concentrated solutions (φC = 0.05). A representative plot is shown in Figure

3.3(a), where the inset shows a zoomed-in distribution profile of solvent. For clarity, only the

distribution of the minority component (the solvent) is shown in subsequent plots.

We show that the inclusion of ionic correlations in a charged blend leads to ionically induced

selectivity in a ”non-selective” (χAC = χBC = 0) solvent, as seen in Figure 3.3(b). Unlike se-

lectivity tuned by Flory-Huggins parameters, where the selectivity of the solvent is fixed by the

composition-independent values χAC and χBC , selectivity induced by ionic correlations is de-

pendent on charge parameters such as total charge concentration and ionic correlation strength

Γ.

The ionically induced solvent selectivity is due to the competition between translational

entropy of the counterions and ionic correlations. Entropic effects dominate at relatively low

values of Γ, while ionic correlations favor ordering of charges at high values of Γ. This is

quantitatively shown in Figure 3.3(b). At Γ = 14.44, the solvent shows a slight preference for
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(a)

α-phase β-phase

(b)

Figure 3.3. A representative plot of A, B, C distribution profile across α-β in-
terface at Γ = 14.44, fq,A = 0.05, χABN = 4 (a). Inset shows a zoomed-in
profile of C across the interface. The distribution of C is plotted with increasing
Γ at fq,A = 0.05, χABN = 3, φC = 0.05 (b). Increased adsorption is observed
with increasing Γ, with the selectivity switching at 16.33 < Γ < 19.88.

the α-phase. The amount of solvent in this phase is 0.0501, compared to φβC u 0.04975. At

this relatively low value of Γ, the system moves to maximize the entropy of the counterions. As

the counterions are confined to the charge-dense phase, entropy is maximized by swelling the
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(a)

(b)

Figure 3.4. The normalized interfacial energy γ/γ∞ (a) and normalized interfa-
cial width (b) for varying values of Γ. The dashed line represents Tang and Freed
predictions for the normalized interfacial energy. Here, φC = 0.05.

charge-dense phase with solvent. This effect is relatively small, however, as indicated by the

difference between the two bulk phase solvent concentrations ( |φ
α
C−φ

β
C |

φC,avg
u 0.007).

When Γ is further increased, the selectivity decreases ( |φ
α
C−φ

β
C |

φC,avg
u 0.002 at Γ = 16.33) and

switches when Γ > 16.33. For Γ ≥ 19.88, the solvent strongly prefers the β-phase. This is

due to ionic correlations, which favor ordering of charges. In a phase-separated blend, this is
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achieved by the expulsion of solvent from the charge-dense phase. At Γ = 23.43, the selectivity

( |φ
α
C−φ

β
C |

φC,avg
) can be as large as 0.019, which is almost a three-fold increase from the selectivity at

Γ = 14.33.

Previous studies have shown that a non-selective solvent adsorbs at the interface between

two majority components to minimize interfacial tension.5 This adsorption is observed in blends

studied in this work, as shown in Figure 3.3(b). The increase in adsorption with an increase in

Γ is consistent with decreased miscibility observed in bulk phase behavior in Figure 3.2, and

indicates that a strong correlation between the charged backbone and the counterions increases

effective repulsion between the A and B components.

The normalized interfacial tension γ/γ∞ is plotted as a function of 1/χN for varying values

of Γ in Figure 3.4(a) for a ternary blend whereNA = NB = 40, fq,A = 0.05. It is known that for

a symmetric immiscible neutral blend, the critical point is at χN = 2. The interfacial energy at

χN = 2 therefore vanishes for neutral blends. At χN = ∞, the interfacial tension for neutral

blends can be analytically calculated by γ∞ = aρ0kBT (χ/6)1/2.102 The variance of γ for a

charged blend between χN = 2 and χN =∞ is shown in Figure 3.4(a). The dashed line is the

approximate form suggested by Tang and Freed103 for neutral binary blends:

(3.27) γ/γ∞ =

{
1− 1.8

χN
− 0.4

(χN)2

}3/2

It is important to note, however, that no simple free energy function exists in the regime, and

that this estimate of the interfacial tension is the simplest form that gives consistent results for

χN u 2 and γ/γ∞ = 1 at χN =∞.
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First and foremost, we note that the normalized interfacial tensions of the ternary blends

are consistently lower than the estimates of Tang and Freed.103 This can be attributed to the

fact that Tang and Freed’s estimate was for binary blends; the addition of a tertiary component

lowers the interfacial tension across all Γ and χN values. Secondly, we note that a higher

value of Γ is correlated with a higher normalized interfacial tension, with Γ ≥ 19.88 giving

higher normalized interfacial tension than estimated, and Γ ≤ 16.33 predicting lower interfacial

tension than estimated from the Tang and Freed estimate. At lower χN the differences in

interfacial tensions calculated for various values of Γ become more highlighted; we expect

that the interfacial tensions for Γ ≥ 19.88 do not vanish at χN = 2, as expected for neutral

blends. The trends in interfacial tension can be explained via competition between translation

entropy of counterions and effects from ionic correlations. Lower interfacial tensions compared

to a neutral blend can be attributed to an entropic-driven tendency toward miscibility, while

higher interfacial tensions at large values of Γ can be attributed to decreased miscibility due

to ionic correlations. This effect is particularly pronounced at lower χN ,where ionic effects

become more significant. For larger Γ, we have previously shown that ionic interactions of this

magnitude results in a notable suppression of the critical point to χN < 0, which is reflected in

the finite value of γ/γ∞ at χN = 2 for larger values of Γ.

The increase in interfacial tension with Γ is correlated with the decrease in interfacial width,

as shown in Figure 3.4(b). The interfacial width is normalized by the width of the interface at

infinite molecular weight:104

(3.28) w∞ =
2a√
6χ

where a is the average segment length.
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The interfacial width is found by fitting the volume fraction profile to the equation:

(3.29) φk(x) = φk,L + 0.5(φk,L − φk,R)

{
1 + tanh

(
2(x− x0)

w

)}

where x0 is the location of the interface, φk,Lφk,R are bulk values of component k on either side

of the interface, w is the width in terms of a, the width of one lattice layer.

As expected from the trends in the interfacial tension, we see that the interfacial width

decreases with increasing Γ. High Γ increases the effective repulsion between A and B com-

ponents, leading to an enhanced separation and a sharper interface. The effect of Γ on the

interfacial width is pronounced at low χN , where the Flory interactions are relatively small in

magnitude.

3.4.3. Phase diagram of salt-containing blends

In order to more closely resemble experimental systems which are currently being studied in the

field, non-selective, neutral solvent is replaced with monovalent salt ions in this section. The

resulting bulk and interfacial behavior is described in a similar fashion as above. Salt ion pairs

of symmetric valency and size are added to the blend of charged polymerA and neutral polymer

B. Polymer A, degree of polymerization of NA, is negatively charged along its backbone with

charge fraction of fq,A. Polymer B has degree of polymerization of NB and is uncharged. The

tertiary component C, of NC = 1, is fully charged (fq,C = 1). For simplicity, it is assumed that

χAC = χBC = 0. Furthermore, the salt anions are indistinguishable from charged monomer

along the backbone, and all positively charged counterions are indistinguishable. This enables

the use of a single Γ to capture all electrostatic interactions. System parameters such as Γ, fq,A,

and χABN are systematically varied in Figure 3.5.
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Figure 3.5. The effect of changing Γ (a), fq,A (b), and χABN (c) on the α − β
phase boundary in a ternary blend of charged polymer A, neutral polymer B, and
salt C. While the parameter of interest is varied, all others are held constant at
Γ = 16.33, fq,A = 0.05, fq,C = 1, χABN = 3, and χBC = χAC = 0. Lines have
been drawn in to guide the eye.

As shown in Figure 3.5(a), the α − β phase boundary is only sensitive to Γ at low concen-

trations of salt (φC < 0.1). This concentration of salt corresponds to approximately 930 mM,

which can be two orders of magnitude greater than the concentration of charged monomers

on a weakly charged polymer (fq,A = 0.01). The backbone needs to have a higher charge

fraction (fq,A > 0.1) in order for the salt to charged monomer molar ratio to be less than

10. For the range of fq,A investigated in this study, the salt to monomer ratio is very high, at
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φC = 0.05(470mM). Therefore, it is not surprising that electrostatic effects are negligible for

a majority of the range of φC investigated in this study. For φC > 0.01, the high concentra-

tion of salt effectively screens out all electrostatic interactions, and the phase boundaries all

collapse onto the neutral phase boundary, as shown in Figure 3.5(a). These phase boundaries

appear symmetric, as expected for neutral blends. At low salt concentrations (φC < 0.01), the

phase boundaries show a Γ-dependent deviation from neutral phase behavior. As Γ increases,

the breadth of the phase boundary increases, indicating a stronger segregation. This is con-

sistent with Γ-enhanced phase separation observed in binary and ternary blends.7 However,

the location of the critical point does not change with increasing Γ, indicating that we have a

Flory-Huggins type criticality, rather than one induced by ionic correlations.

The phase boundary shows a slight dependence on the fraction of charged monomers, fq,A,

which is dissimilar to the trend observed in the neutral solvent case (Figure 3.5(b)). For neu-

tral solvents, an increase in fq,A led to an increased height and decreased breadth of the phase

boundary. In salt-containing blends, an increase in fq,A leads to a decreased height and de-

creased breadth (at higher φC) of the phase boundary. A decreased height indicates increased

miscibility between A and B components, as well as a high solvation of salt ions by A. This

value can vary from φC = 0.33 for fq,A = 0.01 to φC = 0.25 for fq,A = 0.1, showing a

24 percent decrease in the concentration of C required to solubilize the blend. The increased

miscibility can be attributed to the concentration of counterions that rises as fq,A is increased.

The free energy change due to counterion entropy is proportional to the total concentration

of charge, fq,AφA +φC . For neutral solvent-containing blends, this prefactor is equal to fq,AφA,

which is always less than 0.1. In such a case, the free energy contribution from the translational
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entropy of the counterions is relatively small compared to the contribution from ionic correla-

tions. However, for salt-containing blends, this prefactor can be larger than 0.3 for fq,A = 0.01.

In salt-containing blends, therefore, the entropy of the counterions dominates. A small increase

in fq,A, which increases the prefactor, can lead to substantial increase in the miscibility of the

blend due to entropic effects. It is worth noting that the phase boundary becomes increasingly

asymmetric with fq,A, demonstrating an increased tendency to form β-phases with a higher

concentration of A. This is a stark contrast from the phases obtained in Figure 3.2(b), where

both α- and β-phases had dilute concentrations of A, consistent with the formation of ionically

driven phases. Here, by increasing fq,A, we reverse the formation of these ionic phases.

As can be expected with neutral phase boundaries, we see an increase in the breadth and

height of the phase boundary with increasing χABN (Figure 3.5(c)). The phase boundary of

salt-containing blends shows the strongest dependence on χABN , which is consistent with their

behavior as neutral blends from screened out electrostatic interactions.

It is important to note that an examination of only the α−β phase boundary is not sufficient

to capture the complete phase behavior of salt-containing blends. The formation of a salt pre-

cipitate phase is beyond the scope of this work, but will be addressed in a more comprehensive

investigation of all possible phases in salt-containing polyelectrolyte blends.

3.4.4. Interfacial segregation of salts

The volume fraction profile of the minority component (φC = 0.05) across the α − β interface

is plotted in figure 3.6(a) using 1-D SCFT. We study blends with dilute concentrations of salt

(φC = 0.05), where the blend is macro-phase separated into α- and β- phases. Here, we show

that ionic correlations can induce selectivity of the salt. Furthermore, we have identified ionic
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Figure 3.6. Distribution profile of salt C across α−β interface at φC = 0.05 (a)
and φC = 0.2 (b), with fq,A = 0.05, fq,C = 1, χABN = 3. Selectivity switching
is observed in (a). (b) exhibits selectivity for β-phase across all values of Γ.

correlation strengths for which salt ions prefer the charge-dilute phase. The underlying physical

mechanisms are equal to the neutral solvent case: at low values of Γ, entropic effects dominate,

while the behavior at high values of Γ is driven by ionic correlations. However, there are a few

points of departure in the degree of selectivity, the direction of selectivity, and the degree of

adsorption at the interface.
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(a)

(b)

Figure 3.7. The normalized interfacial energy,γ/γ∞(a) and normalized interfa-
cial width (b) for varying values of Γ. The dashed line represents Tang and Freed
predictions for the normalized interfacial energy. Here, φC = 0.05.

At low values of Γ, the system tends toward maximizing counterion entropy. This is quan-

titatively shown in Figure 3.6(a). At Γ = 14.44, the salt strongly prefers the charge-dilute

β-phase, with |φ
α
C−φ

β
C |

φC,avg
u 0.186. This selectivity is a 26-fold increase compared to the selectiv-

ity of a neutral solvent at the same value of Γ. The increased selectivity is perhaps expected

from what our primitive understanding of electrostatic interactions. A salt pair, which carries
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charge, is expected to interact more strongly with the charged monomer on the backbone than

does a neutral solvent. However, this expectation would lead us to presume that the salt should

always reside in the charge-dense α-phase. In fact, we show here that while the degree of se-

lectivity decreases with increasing Γ, the salt is overwhelmingly selective for the charge-dilute

β-phase at Γ < 23.43. In a salt-containing blend, where the salt pair is allowed to between

charge-dense and charge-dilute phases, counterion entropy is maximized when the salt resides

away from the charge-dense phase. The swelling of salt into the charge-dilute phase allows for

charge to be distributed across both phases, increasing the translational entropy of the counteri-

ons. When Γ is increased, the selectivity drops ( |φ
α
C−φ

β
C |

φC,avg
u 0.154 at Γ = 16.33; |φ

α
C−φ

β
C |

φC,avg
u 0.12

at Γ = 19.88;) until it switches for Γ = 23.43. At this value, the salt pair is slightly selective for

the charge-dense α-phase. The ionic correlations dominate, and the salt ions are brought into

the α-phase to achieve charge ordering. The decrease in selectivity can be attributed to the high

concentration of counterions which, as outlined above, decreases the effective strength of ionic

correlations while enhancing the entropic effects. Salt adsorption at the interface is observed

only at Γ = 23.43. We believe that interfacial adsorption of the minority component occurs

across all parameters studied; however, in strongly selective cases, the adsorption peak is wiped

out by the large difference between bulk phase concentrations.

The interfacial tension is decreased by the addition of salt, as shown in Figure 3.7(a). An

increase in the effective repulsion between A and B components with the increase in Γ is re-

flected in the increased interfacial tension. However, this increase is relatively small compared

to that observed in Figure 3.4(a); we attribute this to ion entropy dominating the behavior of salt.

In the phase diagrams, we have seen that this results in screened out electrostatic interactions,

effectively turning salt-containing blend into a neutral ternary blend. We see the same effects
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in interfacial tension trend, where the change in normalized interfacial energy closely follows

the approximate form given by Tang and Freed.103 As a result, the normalized interfacial width

shows a small decrease with increasing Γ. We find that these widths fall between the maximum

and minimum widths achieved in the neutral solvent case.

At higher concentrations of salt, selectivity switching is not observed (Figure 3.6(b)). As

discussed in Figure 3.5(c), entropic effects dominate in the salt-containing blends, especially

when the salt concentration is not minimal. For this reason, the salt at this concentration strongly

selects for the charge-dilute β-phase across all values of Γ.

This investigation has mostly focused on decoupling the effects of Γ from other effects on

the selectivity of salts. We have thus assumed that the dielectric mismatch between the two

phases is negligible, such as in blends of polystyrene and poly(styrene-ran-styrene sulfonate)

(PS/P(S-SS)).24, 58 However, in salt-containing blends where the two immiscible phase have

sufficiently different dielectric constants (∆εr > 2.5), the solvation energy of the ion can sig-

nificantly influence miscibility of the phases and solubility of the salts. Wang et al has shown

that the solvation energy can effectively rescale the Flory-Huggins parameters.22, 105 In this

study, we consider a simplified model of such cases, where the preferred solvation of salts by

the charged polymer is reflected in χAC and χBC values (χAC < χBC). It is demonstrated in

Figure 3.8 that electrostatic effects can completely alter the selectivity of the salts, inducing a

selective swelling of the charge-dilute phase with the introduction of low Γ. At Γ = 14.44, the

translational entropy of the mobile charges drives the salt into the charge-dilute phase to achieve

a more uniform distribution of charges in the two phases. The increase in Γ to 23.43 condenses

the salts back into the charge-dense phase, as expected.
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β-phaseα-phase

(a)

(b)

β-phaseα-phase

Figure 3.8. The effect of Γ on the distribution of salt that is inherently selective
for the charge-dense α-phase before and after the effects of ionic correlations and
translational entropy are added. Here, fq,A = 0.05, fq,C = 1, χABN = 3.χBC =
χAB, χAC = 0,Γ = 14.44 in (a) and Γ = 23.43 in (b). This shows that the ionic
effects can significantly alter the Flory-Huggins type selectivity.

3.5. Conclusion

In this work, we have presented the equilibrium bulk and interfacial behavior of ternary

charged polymer blends in strongly ionically correlated systems (Γ ≥ 14.44), where A is a

charged polymer with charge fraction fq,A, B is a neutral polymer, and C is a neutral solvent
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(fq,C = 0) or added salt (fq,C = 1). It is demonstrated that an increase in Γ decreases the mis-

cibility of blends. This is due to the ionic correlation effects, which are emphasized at higher

charge fractions and can lead to the formation (in solvent-containing blends) and dissolution

(in salt-containing blends) of ionic phases. For salt-containing blends, these charge effects can

only be observed at low concentrations of salt, where entropic effects do not dominate. We have

also shown that the inclusion of ionic correlations can lead to ionically induced selectivity in

neutral, non-selective solvent and added salt, where the selectivity of the minority component

can be tuned by changing the ionic correlation strength Γ. At low values of Γ, the selectivity is

driven by the translational entropy of the counterions. At high values of Γ, the selectivity comes

from ionic correlations, which favor the ordering of charges. These effects are further investi-

gated by the calculation of interfacial tension and width, which deviate significantly from the

trends expected in immiscible symmetric neutral blends. In salt-containing blends, the inclu-

sion of ionic correlations allows the salt to be selective for the phase consisting of mostly neutral

polymers. This has considerable advantage for designing polyelectrolytes with targeted salt se-

lectivity. While this model can benefit from expanding to multi-component charge systems, this

simple model provides an understanding of the competing mechanisms governing bulk and in-

terfacial behavior, especially in polyelectrolyte blends with a small degree of dielectric constant

mismatch.
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CHAPTER 4

Phase behavior of ionomer blends with a dielectric mismatch

4.1. Abstract

We study the effects of dielectric mismatch on the miscibility of a charge-neutral polymer

blend, where the charge-containing polymer has a higher dielectric constant and a very low

charge fraction (below 0.1). Using a thermodynamic analysis coupled with liquid state theory

that includes non-linear and many body effects (Debye-Hückel Extended Mean Spherical Ap-

proximation (DHEMSA) closure), we show that strong correlations between ions dominate the

phase behavior at low dielectric mismatch (εA u εB). When the mismatch is high (εA >> εB),

the miscibility of the blend is determined by solvation effects, where the preference of the ions

to be solvated in a higher medium is balanced by the entropic driving force for a uniform dis-

tribution of dielectric constant throughout the system. In a binary blend with no added salt, the

interplay between ionic correlations and solvation effects results in an initial decrease in mis-

cibility followed by subsequent increase, especially for charge-rich blends. When salt is added

as a third component, the effect of dielectric mismatch is significant only at low concentrations

of salt. In addition, changes to the miscibility of the system due to solvation effects become

dependent on the composition and dielectric constant of the blend. In regions with low charge

concentration (low εr), increasing the mismatch enhances miscibility. In regions of high charge

concentration (high εr), the blend becomes less miscible with increasing dielectric mismatch.
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4.2. Introduction

Charge-containing polymer systems have found use in a wide range of applications from

organic field-effect transistors (OFETs), actuators, fuel cell membranes, to energy storage de-

vices.79–83, 92, 106 It has been shown that charge can be a powerful tool in tuning the dielectric

response, due to the multitude of complex interactions that occur in these systems, such as

but not limited to Flory-Huggins interactions,8 translational entropy of the ions, ionic corre-

lations,7, 17, 18, 28, 34, 73, 107 and solvation energy of free ions.22, 23, 60, 105, 108 In particular, the in-

troduction of a high dielectric constant polymer, such as poly(ethylene oxide) (PEO), into a

block copolymer or a polymer blend allows for a design of attractive candidate materials, as

polymers with high εr can dissolve large amounts of salt and thereby support high concentra-

tions of charge carriers. Studies have shown that the combination of a high dielectric material

with a low dielectric polymer can lead to nontrivial and unpredictable behaviors in the mis-

cibility:15, 91, 109 some theoretical studies have attributed this unusual behavior to the solvation

effects, that can significantly alter the mixing thermodynamics of the blend;22, 23, 60, 105, 108 other

works have pointed to the role of ionic correlations as an important factor in determining the

miscibility and phase separation in polymers that contain charge.7, 17, 73, 107

Our goal in this work is to investigate the effects of dielectric mismatch on the interplay be-

tween solvation effects and ionic correlations in charge-containing polymer blends. Specifically,

we want to identify regimes where ion-ion correlations dominate, solvation effects dominate,

and regimes where both effects must be properly accounted for. In order to do so, we investigate

electrostatic effects in a system when 1) one of the polymers contains charge and 2) there is a di-

electric mismatch between the two polymers, εA 6= εB. This results in a composition-dependent

dielectric constant εr(φ) and a composition-dependent ionic correlation strength Γ(φ).
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In order to find the effect of dielectric mismatch on mixing thermodynamics, we build

upon a Flory-Huggins type model to include contributions from ionic correlations and sol-

vation effects that arise from a dielectric mismatch.7, 8, 18, 28, 105 Our primary system consists of

a binary blend of a charged polymer (A) and a neutral polymer (B) with dielectric mismatch

∆ε = εA − εB. For the purpose of this work, we only consider cases where ∆ε > 0; that is,

the charged polymer can always solvate ions more easily than the neutral polymer. The charge-

containing polymer has a tunable charge fraction fq along its backbone. This charge fraction

is varied between 0 and 0.1 to maintain a low concentration of charge, which is later shown

to play an important role in eliciting specific phenomena in strongly correlated systems. With

these contributions, the total free energy of mixing can be written as:

(4.1)

ftot(φk, Nk, χkl, fq,k, am,Γmn) = fFH(φk, Nk, χkl) + fPM(φk, fq,k, am,Γmn) + fBorn(φk,∆ε)

where the Flory-Huggins contribution fFH , ionic correlations and translational entropy of

the ions fPM , and solvation effects fBorn are given by the following equations:

(4.2) fFH(φk, Nk, χkl) =
φAlnφA
NA

+
φBlnφB
NB

+ χABφAφB

(4.3) fPM(φk, fq,k, am,Γmn) = fq,AφAln(fq,AφA) + fexc(fq,AφA,Γ(φA))
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(a)

Figure 4.1. (a) Chemical potential contribution from ionic correlations as a func-
tion of charge concentration. Chemical potential is normalized by Γ (b) for ease
of viewing. Note that the dip in chemical potential well is found at φq 0.002,
which indicates that the effects of ionic correlations are especially dominant at
low charge concentrations.

(4.4) fBorn(φk, εr) =
z2e2

8πε0εr(φA)am

The contribution from ionic correlations are calculated using the liquid state theory with

Debye-Hückel Extended Mean Spherical Approximation (DHEMSA) closure on the Ornstein-

Zernike equation.7, 18, 28, 110 When the dielectric mismatch between the two polymers is small,

the medium can be effectively considered as homogeneous with a uniform distribution of dielec-

tric constant. This assumption is valid for many charge-containing polymers such as polystyrene-

block-poly(styrene sulfonate), where a small degree of sulfonation is not expected to apprecia-

bly change the dielectric constant. In these cases, it is important to note that effects due to ionic

correlations are particularly significant at dilute concentrations of charge. Previous studies have
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found a chimney-type phase segregation in systems with Γ u 16 at fq u 0.15 where the compo-

sition difference between coexisting phases is very small (∆φ < 0.1)7, 107, 110 It is important to

note that this is characteristic of weakly charged systems, due to a steep dip in the chemical po-

tential found at small concentrations of charge. The chemical potential contribution from ionic

correlations is plotted in Figure 4.1(a), with the normalized chemical potential plotted as a func-

tion of charge concentration in Figure 4.1(b). The dip is found at charge fraction φq = 0.002. If

the charge fraction is increased, the effect due to ionic correlations is significantly reduced, as

an increased charge concentration moves the system out of the chemical potential dip. There-

fore, at higher values of charge fraction, the chimney-type phase separation can no longer be

accessed. It is important to make the distinction that even when the system moves out of the

chemical potential dip, the effects of ionic correlations do not disappear (note that µex scales

with Γ in Figure 4.1(a)). However, this may explain why the chimney-type phase segregation is

only accessible at low charge concentrations in systems with no dielectric mismatch.

However, when the dielectric constant of two polymers is large, solvation effects need to be

considered in order to accurately describe the mixing thermodynamics. Furthermore, the addi-

tion of salt ions can significantly change the dielectric constant of the medium,111 necessitating

the inclusion of a composition-dependent dielectric constant of the medium, εr(φ). In this work,

the mixing rule takes the form of:23, 105

(4.5) εr(φ) = εAφA + εBφB
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(a) (b)

Figure 4.2. Dependence of Γ(φA) (a) and εr(φA) (b) for a system where εA =
10, εB = 2.

Because the dielectric constant is a function of composition, both ionic correlations and

solvation effects must be written as a function of composition φA:

(4.6) Γ(φ) =
q+q−e

2

8πε0kTaεr(φ)

The dependence of ε and Γ on the blend composition is shown in Figure 4.2. This means

that, unlike the cases where a fixed concentration of salt is added into a polymer blend, charge

concentration is proportional to the concentration of polymer A. As a result, forming a phase

rich in polymer A may be advantageous in increasing the dielectric constant within the phase,

but entropically unfavorable as it increases the amount of ions confined in the phase.

4.3. Results and discussion

4.3.1. Born Solvation and the effect of dielectric mismatch

With these factors in mind, we investigate the criticality of a charge-containing binary blend

where ∆ε is slowly increased. Results are summarized in Figure 4.3 for values of εB =
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(a) (b)

Figure 4.3. (a)Evolution of the critical point as dielectric mismatch, ∆ε in-
creases. Multiple critical points are observed for εB = 3, 5 at low dielectric
mismatch but only one critical point is observed for εB = 7, 10. Critical points
for ∆ε < 5 correspond to correlation-induced multiple criticality seen in Ref.7(b)
As charge fraction fq increases, critical points due to ionic correlations disappear
as the charge fraction increases, indicating the disappearance of the ”chimney”
type region.

3, 5, 7, 10 and ∆ε = 0 − 20. Here, εA is always larger than εB, and charge fraction fq is

kept at 0.1. As shown in Figure 4.3, the location of the critical point(s) is determined by both

the absolute value of the dielectric constants εA and εB and the dielectric mismatch ∆ε. When

εA and εB are both low, the behavior of the system is dominated by ionic correlations, whose

strength Γ is inversely proportional to the dielectric constant of the system ε(φ). Multiple crit-

ical points are found, and their locations correspond to the critical points previously found in

highly correlated systems exhibiting a chimney.7 When both εA and εB are high (and ∆ε is

small), ion entropy dominates the behavior of the system, and only one critical point is found.

This critical point is located at φA u 0.6, which is typical of weakly correlated systems.7, 17

When ∆ε is large (εA >> εB), the critical point moves to a lower value of φA. In these systems,

Born solvation drives the phase behavior. It is important to note that at high charge fractions
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seen in Figure 4.3(b), the critical points that emerge from the chimney-type phenomena due to

ionic correlations disappear. This result is consistent with our observations in Figure 4.1, where

an increase in charge fraction moves the system away from the chemical potential dip. It is also

consistent with a previous study,7 where the emergence of chimney-type phase separation was

seen at moderate values of Γ at low charge fraction fq = 0.2. As the charge concentration is

increased, the system moves away from the dip. At high values of charge concentration, the

blend is strongly segregated, and coexistence is found between two almost-pure phases. This

type of phase separation is driven by ionic correlations and other related electrostatic effects,

but is observed to be different from a chimney-type phase separation, where the two coexisting

phases are both dilute in charge.7, 110

Having established regimes where ionic correlations or solvation effects dominate, we cal-

culate and plot the phase boundaries in Figure 4.4, where fq = 0.07. Gray lines denote the

phase boundary for ∆ε = 0, for the selected values of εA and εB. As seen in Figures 4.4 (a),(b),

and (c), when ∆ε = 0, the system is driven by ion-ion correlations alone when ∆ε = 0. The

increase in εA and εB results in increased miscibility, as ionic correlation strength Γ is inversely

proportional to εr: Γ = q+q−e2

8πε0kTaεr
. In weakly correlated charged systems, where εA and εB are

high, ion entropy causes the system to become more miscible.7

When ∆ε is increased, the blend exhibits re-entrant miscibility, where the miscibility is

initially seen decrease before increasing. This behavior is found across all values of εB. The

details of the trend are more obvious in Figure 4.4(c), where we plot the effect of ∆ε on the

phase behavior of a blend with εB = 7. The switch in trend occurs at ∆ε ≈ 5. That is, for

∆ε < 5, an increase in dielectric mismatch decreases miscibility, and critical χN moves to a

lower value. At ∆ε = 5, phase separation can be found at χN = 0. For ∆ε > 5, increasing εA
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(a) (b)

(c)

Figure 4.4. Phase diagram of binary blends where εB of the neutral polymer
varies from 3 (a), 5 (b), 7 (c). εA of the charge-containing polymer is increased
to increase dielectric mismatch. For all of the phase diagrams, we see that the
degree of phase separation increases with small increases in dielectric constant,
but decreases when the mismatch is increased further.

enhances miscibility, and the chimney becomes significantly narrower and shifts to a lower φA,

especially in regions of rich φA. However, even at these values, the charge concentration is less

than 0.1 by volume.

The contributions to the free energy of mixing from ionic correlations (fexc) and Born sol-

vation (fsolv) are compared in Figure 4.5. These curves show that re-entrant behavior arises
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(a)

(b)

(c)

Figure 4.5. Free energy of mixing contributions from fexc (a), fsolv (b), and
fexc+fsolv (c) with increasing dielectric mismatch when εB = 7. Arrows indicate
increasing ∆ε. Free energy excess decreases with increased dielectric mismatch,
but Born solvation (b) shows a non-monotonic trend. This results in an increased
phase separation followed by a decrease in phase separation.

from the composition-dependent nature of solvation energy. fexc (Figure 4.5(a)) decreases as

εA is increased, as Γ is inversely proportional to εA. For ionic correlations, the absolute value of
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εA is important, not the magnitude of ∆ε. For solvation effects, the increase in ∆ε is significant

in increasing the energy of mixing. As the mismatch increases, the ions have a stronger pref-

erence to be solvated in the higher dielectric medium. This causes phase segregation, so that

a phase with a higher dielectric constant is achieved. However, as ∆ε is further increased, the

energy of mixing decreases; this is because while phase separation allows the system to form a

phase with a higher εr, it also concentrates ions in that particular phase. It therefore becomes

entropically unfavorable to obtain phase separation. This results in a subsequent change in the

curvature of the free energy curve, where the energy of mixing in fsolv increases at low polymer

content but decreases at high polymer content. This effect explains the non-monotonic trend

in the free energy of mixing (Figure 4.5 (c)), where an increase in dielectric mismatch initially

suppresses and subsequently enhances miscibility. It also accounts for the shift in the critical

point– and chimney– of the system to a lower φA.

4.3.2. Behavior of charge-containing polymers in high dielectric media

In order to investigate systems with a large dielectric mismatch (i.e. those containing a high

dielectric solvent), we extend our analysis to three component systems, where one of the com-

ponents is a solvent with a high dielectric constant. For this analysis, we limit ourselves to spin-

odals in order to study qualitative trends. Figure 4.6 shows the effect of increasing the dielectric

constant εC of the solvent in a ternary system with εA = 7.2, εB = 3.2 (a) and εA = 7.2, εB = 7

(b), which correspond to high and low dielectric mismatch cases, respectively. Polymer A is

charged at fq = 0.1 while polymer B is neutral.

In both cases, the increase in solvent dielectric constant increases miscibility. For a polymer

blend with a higher ∆ε between the two polymers (∆ε ≈ 4), the changes in miscibility upon
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(a) (b)

Figure 4.6. Calculated spinodals of a ternary system of charge-containing poly-
mer A, neutral polymer B, and high dielectric solvent C, where εA = 7.2 and
εB = 3.2 (a) and εB = 7 (b). Solvent dielectric constant has a greater effect
when the ∆ε is greater.

Figure 4.7. Calculated spinodals of a ternary system consisting of charge-
containing polymer (A, εA = 7.2), neutral polymer B (εB = 3.2 in (a) and
εB = 7 in (b)) and salt C. Spinodals in high ∆ε case (a) show that one of the
coexisting phases consists of B+C with no A.

solvent addition is far more dramatic. It is important to note that the increase in solvent di-

electric constant causes the disappearance of the chimney (marked with a star) in Figure 4.6(a).

Even with the disappearance of the chimney, the spinodals remain wide, indicating that phase
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separation occurs between two almost pure phases. This is in contrast to low dielectric mis-

match case (Figure 4.6(b)), where the two coexisting phases occur at less pure concentrations

of each polymer. When εA u εB, the dielectric constant of the solvent has a reduced effect on

the overall phase behavior, as seen in the closeness of the spinodal lines. Overall, the increase in

εC reduces blend miscibility. However, at dilute solvent concentrations (φC < 0.05), increasing

εC decreases the miscibility of the polymer bend. When there is little solvent, it is favorable

to phase separate by incorporating the solvent into the charge dense phase (A) and increase the

solvation of the ions. However, at higher concentrations of solvent φC > 0.05, this becomes

entropically unfavorable to concentrate the solvent in one phase.

Past theoretical studies have focused on the role of salt on the phase behavior of polymer

blends with a dielectric mismatch,18, 105 finding that small amounts of salt can shift the phase

boundaries vertically by changing the effective χN . Here, we extend the study to include the

effect of salt concentration on the dielectric constant of the media.

Figure 4.7 shows the role of salt on the spinodal lines of a ternary blend with a high dielectric

mismatch (Figure 4.7a) and a low dielectric mismatch (Figure 4.7(b)). Here, we treat salt as a

tertiary component that can change the dielectric constant of the media using the following

mixing rule: ε(φ) = εAφA + εBφB + εCφC .

When the dielectric mismatch in the polymer is high (∆ε = εA − εB = 4), the increase in

εC leads to a re-entrant behavior, where the miscibility is initially observed to increase and then

decrease. This change is more dramatic in the charge-dilute region (low concentrations of φA),

as highlighted in Figure 4.7(a). The addition of salt at εC ≈ εA causes phase separation into two

phases where one of the phases is pure in B (φA = 0). Here, salt can selectively swell into pure

B phase to achieve a uniform distribution of dielectric constant across two phases. The resultant
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uniform distribution of ions also makes it entropically favorable to phase separate into a phase

rich in A and a phase containing B and C. As εC increases, it becomes more favorable for the

salt to form its own high εr phase instead of absorbing into the B phase (as indicated by the

arrow in Figure 4.7(a)). The movement of the spinodal is dramatic in the region of the diagram

dominated by the low dielectric polymer as this dielectric constant drives the thermodynamics

of mixing.

When the dielectric constants of the two polymer are similar (Figure 4.7(b)), increasing

the dielectric constant of the salt has minimal effect, and all spinodals collapse onto a single

spinodal line that is symmetric. This indicates that the salt might be forming its own phase, and

that the phase behavior of the blend is unaffected by the solvation of the salt, except at very

low concentrations of salt. At these concentrations (φC < 0.05), an increase in the dielectric

constant leads to decreased miscibility, which is similar to that found in the solvent-containing

case (Figure 4.6).

4.3.3. Inclusion of salt in a neutral polymer blend with dielectric mismatch

In the last section of this work, we extend calculations to a salt-containing blend of neutral

polymers, where the dielectric constant of the two polymers are 7.5 and 4, respectively. This

allows for a comparison of our work with experimental studies of salt-doped polymer blends

and block copolymers,15, 112 where the solvation energy is shown to increase effective χ and

substantially decrease the miscibility of the system. Theoretical calculations have qualitatively

predicted these results by calculating the phase behavior of a pseudo-binary system, where

the amount of salt added is negligible and does not take up appreciable volume within the
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Figure 4.8. Calculated spinodals of a ternary system consisting of two neutral
polymers (A, εA = 7.5), neutral polymer B (εB = 4 and salt with varying dielec-
tric constant. Inset shows decreased miscibility in regions with low salt concen-
tration.

system.105, 113 Here, we treat salt as a tertiary component, the addition of which can change the

dielectric constant of the system.

Figure 4.8 shows the calculated spinodals of a salt-doped neutral polymer blend, where εr

of the polymers A and B are 7.5 and 4, respectively. The dielectric contribution from the salt is

varied between εC = 7.5 to εC = 13.5. We find that the inclusion of salt into a neutral blend

with a dielectric mismatch leads to spinodal lines that grounded along the B-C axis. For this

type of presumed phase segregation, it is difficult to calculate the coexistence curves; however,

we believe that the shape of the spinodals is indicative of a B-C type phase separation (rather

than the A-B type phase separation found in blends with charged polymers). In such a case,

the two coexisting phases will contain substantially different concentrations of salt, indicating

salt partitioning even in blends with dilute amounts of A. This is consistent with experimental

studies of blends of polystyrene and poly(ethylene-oxide), where the inclusion of solvation

effects is thought to lead to salt partitioning in these blends.
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4.4. Conclusion

In this work, we show that the dielectric mismatch between charge-containing and neutral

polymers has far-reaching effects on the phase behavior. In binary charge-containing blends,

dielectric mismatch necessitates a composition-dependent dielectric constant ε(φ) and ionic

correlation strength Γ(φ). When εA and εB are both low, multiple criticality of the blend is

dominated by ionic correlations. Very low concentrations of charge allow access to a chimney-

type phase separation, where the composition difference between the two coexisting phases is

small. When εA and εB are both high, the criticality can be described by ion entropy. When

the dielectric mismatch is substantial (εA > εB), the competition between solvation energy and

ionic correlations leads to a shift of the critical point to a lower φA and re-entrant behavior

in the miscibility, where the increase in ∆ε initially induces decreased miscibility followed by

increased miscibility. For charge-containing blends in neutral high dielectric media, where the

dielectric mismatch can be as large as 70, inclusion of media with a higher dielectric constant

always leads to decreased miscibility. The solvent effect is greater for polymer blends with

a greater dielectric mismatch and subdued for polymers that have negligible difference in the

dielectric mismatch. On the other hand, increasing the dielectric mismatch in a polymer blend

with a high dielectric mismatch by introducing salt can induce re-entrant behavior similar to

one found in binary blends. In such a case, salt induces a strong segregation in blends with a

symmetric composition but increases miscibility in blends with a low concentration of charged

polymer. In systems with a low dielectric mismatch, the introduction of salt decreases misci-

bility but only at very low concentrations. For salt-doped neutral polymer blends, the dielectric
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mismatch is believed to lead to a qualitatively different B-C segregation, where salt partition-

ing occurs in blends containing dilute concentrations of the high dielectric polymer, which is

consistent with salt partitioning seen in experimental systems.15

We have assumed in this study that the dielectric constant of the medium is linearly depen-

dent: ε(φ) = εAφA + εBφB + εCφC . In real systems, the mixing rule may deviate from this

approximation; however, studies have shown that qualitative observations are still applicable

across different functional forms.23, 105
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CHAPTER 5

Adsorption of polystyrene-b-quaternized poly(2-vinylpyridine) at

oil-water interface

5.1. Abstract

Understanding the role of charge interactions in the self-assembly of ion-containing block

copolymers continues to be a challenge, especially in systems such as partially quaternized

polystyrene-block-poly(2-vinylpyridine) (PS-Q2VP) where multiple factors, such as ionic cor-

relations, ion solvation, and Flory-Huggins interactions, are at play. Here, we present the results

of an experiments-based approach to investigate the effect of charge interactions on the interfa-

cial activity of PS-Q2VP diblock copolymers. We characterize interfacial activity of PS-Q2VP

via a combination of pendant drop measurements and Langmuir-Blodgett measurements and

demonstrate that charge interactions can be a powerful tool in controlling the interfacial ad-

sorption and self-assembly of PS-Q2VP block copolymers, especially at liquid-liquid interfaces

where the two liquid phases have a significantly large dielectric mismatch. We also perform pre-

liminary Molecular Dynamics (MD) simulations to probe the structure of these polymer chains

at the interface and within the chloroform phase. These results represent a promising model

system for understanding and utilizing the role of charge interactions on the phase behavior of

block ionomers using simulations and experiments. At the end of the chapter, we include a

section on the interfacial tension-induced cylinder-to-sphere transition in diblock copolymers
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of poly(ethylene)glycol-bl-poly(propylene sulfide), which was a collaborative project with Pro-

fessor Evan Scott’s group. While this particular section deals with a different block copolymer

where the tunable parameter is oxidation of the chemical backbone, we have included this sec-

tion to highlight the importance of interfacial tension in determining the micellar morphology

of block copolymers. We believe that a connection can be made to micellar morphology of

block ionomers, as charge can substantially change the interfacial tension– and subsequently–

the micellar morphology of block ionomers of PS-b-Q2VP.

5.2. Introduction

Charge-containing diblock copolymers have been studied extensively for practical applica-

tions that range from fuel cells and membranes to solid polymer electrolytes for batteries.79–83

It is understood that the property and performance of these devices are heavily dependent on

the equilibrium morphology and phase behavior of the polymeric material. The morphologi-

cal properties of block ionomers and ionomer blends have been explored extensively using a

combination of simulations- and experiments- based approaches, with the goal of elucidating

the effect of ions on the macromolecular assembly of polymer chains and the aggregation of

ionic clusters.114–117 Other attempts have explored the use of a tertiary component, in the form

of small molecule plasticizers, room temperature ionic liquids (RTIL), other polymers, and

salts, to induce changes in the miscibility, enhance the mechanical integrity, and to improve the

performance of electrolytes within these charge-containing systems.?, 15, 84–87, 89–91, 107 Findings

have shown that the inclusion of charge can lead to non-trivial changes in the mixing thermody-

namics and polymer morphology, such as the evolution of inverted phases,14, 118 ion-dependent

miscibility of ion-conducting block copolymers,106 and partitioning of salt in charge-neutral
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blends.15 Theoretical developments have been likewise remarkable, and have identified the

effects of ion-ion correlations,7, 18, 28, 107, 110 solvation energy of ions,,22, 60, 105 and translational

entropy of ions as significant influences on determining the mixing thermodynamics of charge-

containing block copolymers and blends. Most recently, a theoretical study has shown that the

relative importance of these competitive effects can be tuned in a single system by considering

the dielectric mismatch ∆εr between the polymeric components, where a system with a low

dielectric mismatch ∆ε is dominated by ion-ion correlations while a system exhibiting a high

dielectric mismatch ∆ε is governed by ion solvation.119 However, an experimental confirmation

of these interconnected effects remains a challenge, due to the fact that a single experimental

system only allows us to access a very small range of behaviors predicted by theories. For ex-

ample, block copolymers and blends of polystyrene (PS) and poly(ethylene-oxide) (PEO) are

popular for use as solid polymer electrolytes,15 but the dielectric mismatch between PS and PEO

is non-negligible, and many experimental results have been explained using solvation energy.

At the other extreme, systems containing polystyrene (PS) and sulfonated polystyrene (SPS)

have a small dielectric mismatch, but the regions where inverted morphologies are expected

are not accessible due to the glass transition temperature (Tg). In this work, quaternized block

copolymers of poly(styrene)-block-poly(2-vinylpyridine) (PS-b-P2VP) is used for experimental

confirmation of charge effects. PS-PVP block copolymers (both P2VP and P4VP version) have

been extensively studied in literature. The two blocks can be easily and controllably synthe-

sized. Furthermore, the PVP block can be selectively quaternized, allowing us to controllably

change the charge fraction along the backbone without relying on pH-dependent dissociation.

Previous research on PS-PVP has shown that the micellar self-assembly of these block copoly-

mers is dependent on the quaternizing agent,120 the selection of solvent or ionic liquid,121–123
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and the block length and hydrophilicity of each block.124 Several works to date have employed

modification of the PVP block to charge into the backbone, noting that this makes the block

copolymer extremely sensitive to water, unlike the unmodified versions.118 This work aims to

take research in this area further, by demonstrating the effect of charge fraction on the self-

assembly of PS-b-QVP in the bulk and at the oil-water interface, and correlating our findings to

theoretical analysis. To date, this is the only work that looks at the self-assembly of these block

copolymers as a function of charge fraction. Furthermore, the similarity between PS and PVP

monomers makes this work extremely conducive to comparison with theoretical models.

5.3. Methods

5.3.1. Materials

The block copolymer used for this study was a diblock copolymer of polystyrene-block-poly(2-

vinylpyridine) (PS-P2VP) with molecular weight of 20210 (g/mol) for the PS block and 4220

(g/mol) for the P2VP block and an overall polydispersity index of 1.06. The degree of polymer-

ization is 194 for the PS block, and 40 for the P2VP block. These polymers were synthesized

via anionic polymerization by Professor Kenneth R. Shull. The molecular weights and polydis-

persity of the precursor PS block and the final diblock copolymer were confirmed via GPC to

ensure that no degradation occurred between synthesis and quaternization.

5.3.1.1. Quaternized PS-b-P2VP. PS194-b-P2VP40 were quaternized at various quaternization

ratios. Quaternized diblock copolymers are noted by PS-b-QVPxyy, where yy is the mole per-

cent of P2VP block that has been quaternized. First, PS194-b-P2VP40 were dissolved in DMF

(Sigma-Aldrich) at 7 weight %. Ethyl bromide (EtBr, Sigma-Aldrich) of calculated amounts

were added to achieve target quaternization ratios. The reaction, shown in Figure 5.1, was left
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Figure 5.1. Quaternization of PS194-b-P2VP40 using EtBr.

Polymer Molecular Weight (kg/mol) fq WQVP/WPS-b-QVP

Diblock PS QVP

PS-b-QVPx0 24.43 20.21 4.22 0 0.173
PS-b-QVPx4 24.46 20.21 4.25 0.04 0.174
PS-b-QVPx5 24.47 20.21 4.26 0.05 0.174
PS-b-QVPx11 24.54 20.21 4.33 0.11 0.176
PS-b-QVPx37 24.86 20.21 4.65 0.37 0.187
PS-b-QVPx39 24.87 20.21 4.66 0.39 0.187

Table 5.1. Quaternized versions of PS194-b-P2VP40. Only PS-b-QVPx0, 4, 11,
and 37 are used for this study.

to proceed at 40◦C for 120 hours and precipitated out into cold Diethyl Ether (Fisher Scientific)

at 1:10 volume ratio. The precipitates were decanted and dried in the vacuum oven at 762 Torr

for 8 hours, and dialyzed against deionized water for 4 days, with the external solution replaced

every 24 h. Purified product was dried and characterized via H1-NMR, with spectra obtained

from a Bruker Avance III 500 MHz system, Ag500. NMR spectra for samples prior to and

after quaternization are shown in Figure 5.2. Degree of quaternization can be determined by the

area of peaks at 9.2 ppm, which correspond to the shifts phenolic H in the QVP block due to

quaternization. The top spectrum corresponds to 37.4% quaternization of the P2VP block.

Samples quaternized are summarized in Table 5.1.
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Figure 5.2. H1-NMR spectra of PS-b-QVPx0 (bottom) and PS-b-QVPx37 (top).

5.3.2. Interfacial Measurements

5.3.2.1. Drop Shape Apparatus. Interfacial tension γ of PS-b-QVP samples at the chloroform-

water interface was measured at room temperature using the bubble drop method, with chloro-

form (HPLC grade, Fisher, as received) as the embedding phase and Milli-Q water (resistance

of 18.2 MΩcm) as the bubble phase. Polymer solutions were prepared at 2 mg/mL in chlo-

roform. Experiments were run inside a glass cuvette (12.5 mm by 22.5 mm by 48 mm) filled

with approximately 10 mL of chloroform. By using a U-shaped needle, a bubble of water of

approximately 4 µL was created, as shown in Figure 5.3. A Kruss DSA100 drop shape ana-

lyzer was utilized to give γ. The water bubble was left to equilibrate with the chloroform phase

for 15 minutes to obtain the baseline interfacial tension of ≈ 32.8mN/m, which corresponds
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Figure 5.3. Schematic and photograph of the set-up. The two liquid phases have
dielectric constants of 80 and 4.8 respectively, which will affect the interfacial
adsorption of the block ionomer.

to the interfacial tension between water and chloroform at room temperature. At 15 minutes,

≈ 0.35mL of the polymer solution were injected into the embedding phase.

Between runs, the cuvette was thoroughly washed with acetone, ethanol, dichloroethane,

and chloroform. Syringe and needle were washed with acetone, ethanol, and Milli-Q water.

5.3.2.2. Langmuir-Blodgett trough. The surface pressure of PS-b-QVP samples at the air-

water interface was measured at room temperature using a Langmuir-Blodgett (LB) trough

(Nima Technology, model 116). Surface pressure Π was monitored using a tensiometer attached

to a Wilhemy plate. In a typical experiment, 50 µL of a 1 mg/mL block copolymer solution (in

CHCl3) was spread on a pure water (Milli-Q, 18.2MΩ resistivity) surface at different locations.

After twenty minutes to allow for equilibration, the LB trough with total surface area of 235

cm2 was compressed at a speed of 70cm2/min. The film was subsequently expanded at the

same rate, but it was found that the polymer film had collapsed and did not re-expand to cover

the entire surface area. For this reason, only expansion isotherms are shown in this chapter.
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5.4. Results and Discussion

Interfacial tension, as measured by Drop Shape Apparatus, is critical to determining the

interfacial behavior of block ionomers. Prior to presenting that particular data, we present first

the surface pressure isotherm as determined from Langmuir-Blodgett trough. This is done to

calculate the surface coverage at a target interfacial tension, and also to compare intermolecular

interactions at a single-layer level. In this work, this measurement is not fully utilized to its

potential, and only crude preliminary data are shown. However, it must be noted that this

measurement can be further utilized to create monolayers of the block ionomer, which will be

helpful in revealing intermolecular interactions and resulting confirmations.

5.4.1. Surface pressure isotherm

Surface pressure (Π) isotherms were measured using Langmuir-Blodgett (LB) trough for PS-b-

QVP samples. Here, the surface pressure comes from the interactions between block ionomer

molecules. The full surface pressure isotherm is shown in Figure 5.4. The surface pressure Π is

related to the interfacial tension of the block copolymer samples measured using DSA:

(5.1) Π(A) = γ0 − γ(A)

where the interfacial tension with the polymer film depends on the area per molecule A. With

this, note that the surface pressure isotherm becomes inversely proportional to the interfacial

tension γ.
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The surface pressure isotherm for the samples with varying quaternization ratio is shown in

Figure 5.4. At the maximum area, A = 235 cm2, the average surface area per molecule varies

between 19.07 nm2/molecule for PS-b-QVPx0 and 19.41 nm2/molecule for PS-b-QVPx37.

A zoomed-in version of the top figure (Figure 5.4 bottom) shows that there is a non-

monotonic trend in the interfacial behavior of the four polymers with different charge ratios.

At the same surface coverage, the surface pressure initially increases with 4% charge, and then

subsequently decreases with increasing charge. This indicates that the initial increase in charge

increases the interaction between the molecules at the interface, but a further increase in charge

does not appreciably change the interactions between the charged molecules.

5.4.2. Interfacial tension measurements

Interfacial tension was measured by extracting the bubble profile in time increments and fitting

it to the Laplace equation as described in Figure 5.5. It is to be noted that the Laplace equation

describes a balance between the surface tension γ, which tries to keep the spherical shape of

the bubble, and the density difference, which tries to pull the bubble in an upward direction.125

A deformation of the bubble, as shown in Figure 5.5, is indicative of changes in the interfacial

tension, and is tracked by extracting the bubble profile and fitting R0, the radius of curvature at

the apex, and B0, the shape parameter, to calculate the interfacial tension γ.

The interfacial tension measurements show that an increase in charge fraction is correlated

with a significant drop in the interfacial tension at the oil-water interface. This is due to in-

creased interfacial adsorption of the polymers at the oil-water interface with increasing charge.

As with the surface isotherm, the difference is significant from 0% to 4% charge, but is non-

monotonic and smaller in magnitude with subsequent increases in charge.
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Figure 5.4. Surface pressure isotherm of PS-b-QVP from LB trough. Top figure
shows the full isotherm, and bottom shows a zoomed-in version. Curves are very
similar to one another, but exhibits a non-monotonic trend with increasing
charge.
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Figure 5.5. Schematic for calculating the interfacial tension. Bubble deforma-
tion is indicative of changes in the surface tension. The surface tension is calcu-
lated by fitting the bubble profile and determining the shape parameter B0 and
radius of curvature R0.

When the interfacial tension measurements in Figure 5.6 are compared with the surface

pressure isotherm, we find that the qualitative trends are consistent across the two surface mea-

surements. By comparing the area of the LB trough at interfacial tensions γ obtained by DSA,

we can also calculate the density of PS-b-QVP molecules at the interface corresponding to those

interfacial tensions. This information is found in Table 5.2.

From the information in Table 5.2, we can see that the amount of adsorbed molecules in-

creases with increasing charge. The primary reason for adsorption of molecules is to decrease

the incompatibility between the two liquid phases, chloroform and water. Increased charge

fraction in our block ionomer allows it to compatibilize both water and chloroform phases by

associating with water via the charge-carrying ends and associating with chloroform via the
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Figure 5.6. Interfacial tension of PS-b-QVP at chloroform-water interface.
Polymer is injected at 900 seconds. A substantial drop in interfacial tension
is seen for all samples.

Polymer Interfacial Tension γ
(mN/m)

Film Area (cm2) Area/molecule
(nm2/molecule)

PS-b-QVPx0 20 167 13.55
PS-b-QVPx4 13.5 163 13.25
PS-b-QVPx11 13 150 12.23
PS-b-QVPx37 10 140 11.56

Table 5.2. Interfacial tension and area per molecule of PS-b-QVP samples used
for this study. The film area and area per molecule information are calculated
from LB trough measurements at interfacial tensions corresponding to DSA-
measured interfacial tensions at equilibrium and full polymer adsorption.

hydrophobic PS block. This argument follows that an increase in interfacial adsorption is cor-

related with the increase in hydrophilicity due to charge.
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However, there are other factors that need to be considered. For example, the energetic gain

from reducing the liquid-liquid incompatibility needs to offset the entropic decrease that comes

from pinning the block ionomers at the interface. In addition, the polymers have to ”unfurl”

the strongly-correlated charge-carrying cores to dip them into the water phase. In chloroform,

the dielectric constant is εr = 4.8, which means that the energy of coupling between the ions

is as large as ≈ 20kT . Of course, there are other entropic and enthalpic advantages for the

block ionomer to move to the interface. One, as discussed, is the decrease in incompatibility

between two liquid phases. In addition, allowing the charge-carrying parts of the chain into the

higher dielectric water phase will lower the solvation energy and increase the entropy of the

ions, which can now move across the medium. The competition between these driving factors

must be properly investigated in order to understand the non-monotonic trends in interfacial

adsorption. For this, we turn to Molecular Dynamics simulations of interfacial adsorption, and

find that an increase in charge in these block ionomers leads to a structural transition of the

micelles.

5.4.3. Molecular Dynamics studies

Preliminary molecular dynamics simulations were run by Dr. Felipe Jiménez-Ángeles in order

to investigate the structure of PS-b-QVP at chloroform-water interface. The simulation setup

and model are shown in Figure 5.7.

From the simulations run for an uncharged block copolymer (PS-b-QVPx0), we see that

the polymer takes on a jellyfish-like conformation at the interface, with the PVP block aggre-

gated near the water phase and the PS blocks extended into the chloroform phase (Figure 5.8).
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Figure 5.7. Simulation setup and models. (a) Water-chloroform (CHCl3) inter-
face with an amphiphilic copolymer. (b) Coarse-grain model of the polystyrene-
poly-2-vinylpyridine copolymer constituted by 50 styrene monomers and 10 2-
vinylpyridine monomers. The backbone atoms of polystyrene are colored in red;
the backbone atoms of poly-2-vinylpyridine are in blue; the hanging aromatic
rings are in pale pink, and the quaternized groups are in green. Figures courtesy
of Dr. Felipe Jiménez-Ángeles.

The PVP cores are formed by aggregation of multiple PVP molecules, ranging from 3 nm (6

molecules) to 8 nm (15 molecules).

When the PVP block is quaternized at 40% (PS-b-QVPx40), the degree of adsorption in-

creases, where the molecules adsorb in a rod-like fashion, as seen in Figure 5.9. Here, there is

a significant increase in the adsorption, as the charge-containing QVP block is attracted to one

another and to the water phase. The electrostatic interaction between the QVP cores lead to a

rod-like arrangement of aggregated QVP cores at the interface ranging from 3 nm (5 or fewer

molecules) to 11 nm (15 molecules).

In the bulk chloroform phase, simulations show structural differences in the two samples.

While the neutral sample (PS-b-QVPx0) shows spherical micelles with PS corona and PVP

core, the charged sample (PS-b-QVPx40) shows a helical morphology. How much of a role does

the equilibrium conformation in the bulk play on the interfacial behavior of these polymers?

This is a question that will need to be addressed by further investigations.
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Figure 5.8. Structure of the uncharged copolymer (fq = 0) at the water-
chloroform interface. (a) Radial distribution function g(rxy) between the seg-
ments of 2-vinylpyridine at the interface; rxy between two segments is the center-
center separation distance on the x − y-plane. (b) Snapshot of the copolymers
at the interface from the top. (c) Top and (d) side views of the largest aggregate
at the interface. Γ = 0.0562 molecs./nm2, γ = 20.5 mN/m. Largest aggregate
is about 8 nm (15 molecules), small are of 3 nm (6 molecules). Figures courtesy
of Dr. Felipe Jiménez-Ángeles.
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Figure 5.9. Structure of the charged copolymer (fq = 0.4) at the water-
chloroform interface. (a) Radial distribution function g(rxy) between the seg-
ments of 2-vinylpyridine at the interface. (b) Snapshot of the copolymers at the
interface from the top. (c) Top and (d) side views of the largest aggregate at
the interface. Γ = 0.173 molecs./nm2, γ = 8.05 mN/m. Largest aggregate is
about 11 nm (15 molecules), small are of less than 3 nm (5 or fewer molecules).
Figures courtesy of Dr. Felipe Jiménez-Ángeles.

5.4.4. The role of interfacial tension on micellar morphology

Of particular interest is the role of interfacial tension on the micellar morphology of diblock

copolymers. Previous research in amphiphilic block copolymer micelles has shown that cylinder-

to-sphere morphological transition can be driven by interfacial tension.126–128
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Recently, co-workers in Professor Evan Scott’s group have shown that cylinder-to-sphere

transition of self-assembled filomicelle (FM) scaffolds of diblock copolymers of poly(ethylene

glycol)-bl-poly(propylene sulfide) (PEG-bl-PPS) can be induced via photo-oxidation or physi-

ological oxidation for drug delivery applications. The details of the synthesis and experiments

are found in a recent publication of Karabin et al.129 It is believed that this oxidation-induced

transition is due to substantial changes in the interfacial tension between the two incompatible

blocks. Modeling and experimental work supporting this argument are reproduced here.

In this work, using a thermodynamic model and interfacial measurements obtained via drop

shape apparatus, we show that the transition in PEG-PPS can be understood by the reduction of

interfacial energy upon oxidation of the sulfide group which is balanced by the chain stretching

of core and corona blocks.

The thermodynamic analysis of PEG-PPS in solution follows the framework outlined in

theoretical work by Zhulina et al128 and Lund et al.127 In this model, the total free energy

of a block copolymer micelle is written as a sum of three components: the interfacial energy

between core and solvent, Fint; the elastic energy of stretching chains in the core, Fcore; and the

energy associated with the chains in the corona, Fcorona.126 Using the approach given by Lund

et al127 and Zhulina et al128 each contribution can be broken down for cylindrical and spherical

morphologies:

(5.2) Fint =
Ajγ

PkBT


Aj = 4πR2

c Spheres

Aj = 2πRcL Cylinders
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Here, γ is the interfacial tension, Rc the core radius, P the aggregation number assuming a

compact core: P = 4πR3
cNavo/(3VPPS) and P = πR2

cLNavo/VPPS for spheres and cylinders,

respectively. VPPS is the molar volume of PPS block and Navo is Avogadro’s number.

(5.3) Fcore = kj
R2
c

R2
ee


kj = π2

16
Spheres

kj = 3π2

80
Cylinders

where Ree = N
1/2
PPSlPPS is the unperturbed end-to-end radius of gyration of PPS, the core-

forming block.

(5.4) Fcorona


νCFRc√

s
ln(1 +

lPEGCHNPEG(s/l2PEG)(ν−1)/2ν

νRc
) Spheres

2CFRC√
s

[(
1 +

(1+ν)lPEGCHNPEG(s/l2PEG)(ν−1)/2ν)

2νRc

)ν/(ν+1)

− 1

]
Cylinders

The total free energy of a micelle, Fmicelle = Fint+Fcore+Fcorona, is minimized with respect to

the core radius, Rc. The calculations were performed with all molecular parameters fixed. This

included the compositions and molecular weights known from characterizations, while radii

of gyration and segment lengths were estimated from previous works.127 Numerical prefactor

parameters, CF and CH were taken from works by Zhulina and Lund.127, 128 The equilibrium

core radius Rc corresponding to free energy minima for spherical and cylindrical micelles is

shown in Figure 5.10. The micelle free energy calculated at the equilibrium core radius is

shown in Figure 5.10.

At high interfacial tension, cylindrical micelles are favored. Cylindrical micelles have a

smaller core radius at the same interfacial energy, which reduces the elastic energy of the chains
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in the core. At lower interfacial tension, the system can accommodate a larger interfacial area,

which leads to the formation of spherical micelles that minimize the interchain repulsion in the

corona. From the thermodynamic model, we predict the transition to occur at γ u 8 mN/m.

Experimentally measured values of the interfacial tension are shown in Figure 5.11 for PEG-

PPS micelles prior to and post oxidation in phosphate-buffered saline solution (PBS). Interfacial

tension measurements were collected using drop shape apparatus (DSA) following procedure

outlined in a previous paper.130 We show that the oxidation of the PPS block leads to a sub-

stantial decrease in the interfacial tension. The final interfacial tension (γ u 5mN/m) of the

oxidized polymer is below our calculated transition point; the decrease in γ can trigger the

transition from cylinders to spheres in PEG-PPS micelles as the PPS block is oxidized.

This model provides a qualitatively satisfying confirmation of interfacial tension-driven

cylinder-to-sphere transition in PEG-PPS. However, a quantitative comparison is not straight-

forward for a few reasons. First, the measured interfacial tension in DSA represents the energy

between PPS and PEG blocks across the chloroform-water interface (Figure ??). This interface

contains a lower concentration of polymer than the model interface between the core and the

corona block. Second, the thermodynamic model relies on numerical prefactors and long chain

statistics, which is not necessarily applicable in the present system of only 44 PPS and 45 PEG

repeat units. Further theoretical work would be necessary to more appropriately capture the

description of the present system, but this is beyond the scope of the paper.

5.5. Conclusion

In this chapter, we have investigated the effect of charge on the interfacial activity of diblock

copolymers of PS-b-Q2VP. We have shown that the initial increase in charge, from 0% of the
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Figure 5.10. Equilibrium micelle core radii corresponding to the free energy
minima for spherical and cylindrical micelles (left) and total free energy of mi-
celles calculated at the equilibrium core radii (right) Star represents the interfa-
cial tension at which cylinder-to-sphere transition occurs (γ u 8). Above this
interfacial tension, PEG-PPS micelles prefer a cylindrical morphology; below
this energy, the polymer forms spherical micelles. As PEG-PPS is oxidized, it
moves across the morphological map as indicated by purple arrow.
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centering

Figure 5.11. Interfacial tension measurements with 2mg/mL of PEG-PPS in-
jected into the chloroform embedding phase at 900 seconds. Oxidizing PEG-
PPS reduces the interfacial tension as indicated by purple arrow. This drop in
interfacial tension corresponds to the movement across the morphological map
in Figure 5.10.

PVP block to 4%, has a substantial importance. As shown in the surface-pressure isotherm, the

surface pressure increases with this initial charge, and subsequently decreases. The ”charging”

of this amphiphilic molecule increases the attraction between molecules at water-oil interface,
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but a further increase in charge does not appreciably increase or decrease the interaction be-

tween chains, hinting that charge interactions are a complex phenomenon that does not scale

linearly. When these diblock copolymers are placed at oil-water interface, an increase in charge

leads to a significant adsorption of the polymers at the interface, and orders into a qualitatively

different conformation. While this can be said to be due the increased hydrophilicity of the PVP

block with charge, MD simulations show that the adsorption behavior cannot be attributed to

hydrophilicity alone. An increase in the solvation of the counterions is shown to lead to changes

in the morphology of the charged molecules in the oil and at the interface.
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CHAPTER 6

Morphology of block ionomer melts

6.1. Abstract

In this chapter, we focus on future directions that can sprout from discussions in this thesis,

and some preliminary results. Thus far, we have investigated the role of electrostatic interac-

tions in ionomer blends with two or three components. In Chapter 5, we discussed interfacial

activity and micellization of diblock copolymers of PS-b-QVP. In these systems, the dielectric

constants of the two liquid phases, and the resulting differences in solvation energy, control the

micellar structure within chloroform phase and at the interface. In this chapter, we discuss the

effect of charge on the equilibrium morphology in the melt, where there are no liquid phases.

This is of interest for water filtration membrane and solid polymer electrolyte applications, as

the equilibrium nanodomain size and morphology within these polymeric materials can dictate

the performance of these applications. For us, the interest lies in being able to answer a funda-

mental question: how do electrostatic interactions change in a system with and without solvent?

Can we decouple the effects of ionic correlations from the consequences of ion solvation? In

contrast to the interfacial studies, the melt study has the potential to probe equilibrium behav-

iors at low dielectric mismatch ∆ε, where ionic correlations are believed to dominate. This can

provide experimental confirmation for electrostatic effects that have only been theorized but

never observed.
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6.2. Preliminary work

The polymers were quaternized and characterized as outlined in Chapter 5. The equilib-

rium morphology was characterized using Grazing Incidence Small Angle X-Ray Scattering

(GISAXS).

6.2.1. Grazing Incidence Small Angle X-Ray Scattering (GISAXS)

Grazing Incidence Small Angle X-Ray Scattering (GISAXS) measurements were performed

at Sector 5-ID-E of the Advanced Photon Source at Argonne National Laboratory. GISAXS

samples were prepared by spin-coating the prepared polymer solutions (of 5 mg/mL) onto Si

substrates. The fabricated films were estimated to be approximately 200 nm thick from the blue

color of the film. Samples were annealed in solvent chambers containing solvents of Ethanol

and THF at various concentrations for three days prior to imaging. Sample alignments were

performed using an avalanche photodiode detector. X-ray scattering patterns of the spin-coated

films was collected using a 2-D detector (PILATUS 1M pixel array detector) with an X-ray

energy of 10.915 keV, and a sample-to-detector distance of 2.165 m. A silver behenate standard

is used as reference. Typical incident angles for polymer thin films on silicon substrates are

varied between 0.08◦ to 0.14◦, which is between the critical angles for total reflection of the

film and the substrate. For the samples shown in this chapter, the incident angles are kept at

0.12◦.

At a photon energy of 10.915 keV, the critical angle of the film is ≈ 0.10◦. Under these

conditions, the beam will penetrate the sample but reflect off of the substrate, fully illuminating

the sample volume along the footprint of the beam.
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GISAXS patterns were processed with a beamline MATLAB program, which accounts for

both the sample-to-detector distance and detector resolution, and produces intensity maps in

the inline image plane (qy − qz). In the GISAXS scattering geometry, qy is the scattering vector

parallel to the sample surface and perpendicular to the scattering plane, and qz is the component

perpendicular to the sample surface.

6.2.2. GISAXS characterization

Samples of PS-b-QVPx0, 4, 11, 37 under five solvent annealing conditions (THF:Ethanol 0:100,

25:75, 50:50, 75:25, 100:0 by volume) were analyzed. Ethanol represents a selective solvent for

the QVP block, while THF is a good solvent for both blocks. Shown in Figures 6.1,6.2,6.3,6.5

are GISAXS diffraction patterns from the five different annealing conditions.

From the diffraction patterns, we first note that the films are not very well ordered, as indi-

cated by the lack of higher order peaks, especially in PS-b-QVPx0 and PS-b-QVPx37. How-

ever, it is worth noting that the solvent quality changes for block copolymer films containing

different charge ratios. Specifically, when the solvent conditions are changed from 100% THF

to 75% THF (25% Ethanol), the degree of order in films of PS-b-QVPx0 and PS-b-QVPx04 de-

creases, while PS-b-QVPx11 and PS-b-QVPx37 become more ordered. However, if the amount

of Ethanol is further increased, all of the samples become less ordered, presumably because

of the amount of PS in the system (and its immiscibility in Ethanol). This shows that even

small degrees of charge ratio can significantly alter the mixing thermodynamics of the diblock

copolymer. However, further investigations are necessary in order to determine the effect of

quaternization on solvent solubility of the diblock copolymers.
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Figure 6.1. QVPx0, 4, 11, 37 at THF:Ethanol 100:0 in a clockwise direction.

In this section, only a selection of patterns are analyzed. First, we begin by looking at films

solvent annealed in 100% of THF, the linecuts of which are shown in Figure 6.6. For this series

of linecuts, the linecuts are taken by integrating between qz = 0.01 and qz = 0.1 as a function

of qy. It is clearly seen that with increase in charge, from 0% to 11%, the peaks become more

defined. Furthermore, higher order peaks begin to develop for 11%, indicating an increased

degree of order with increasing charge. At 37%, the peaks become more difficult to define; this

can be attributed to the changes in the solvent miscibility as described above. From Figure 6.2,

which shows the only ordered film for 37%, it can be determined that the 37% takes on a BCC

morphology under equilibrium solvent conditions.



129

-0.05 0 0.05

qy (Å
-1)

0.1

0.05

0

q
z (

Å
-1

)

-0.05 0 0.05

qy (Å
-1)

0.1

0.05

0

q
z (

Å
-1

)

-0.05 0 0.05

qy (Å
-1)

0.1

0.05

0

q
z (

Å
-1

)

-0.05 0 0.05

qy (Å
-1)

0.1

0.05

0

q
z (

Å
-1

)

Figure 6.2. QVPx0, 4, 11, 37 at THF:Ethanol 75:25 in a clockwise direction.

It is difficult to assign peaks for samples of PS-b-QVPx0 and 4, as these lack higher order

peaks. However, from the higher order peaks present in patterns of PS-b-QVPx11, we can as-

sign the peaks to body-centered cubic (BCC) spheres, with [110] plane parallel to the substrate.

The lattice parameters in GIXGUI correspond to a = 244, b = 345, c = 300 and α = β =

γ = 90◦. For cubic cells, it is expected that a = b = c. However, the mapping of BCC spheres

due to [110] being parallel to the substrate, as well as due to a distortion in the z−direction of

the film due to swelling or drying of the film, may change the lattice parameters. The simulated

peaks for the lattice parameters given are superimposed on the diffraction pattern in Figure 6.6,

and seen to match very closely.
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Figure 6.3. QVPx0, 4, 11, 37 at THF:Ethanol 50:50 in a clockwise direction.

However, TEM images of I2 stained film (courtesy of Dr. Hiroaki Sai, Stupp Group) of

PS-b-QVPx11 solvent-annealed in 100% THF show regions where the imaged area differs de-

cidedly from BCC spheres. It has been hypothesized that there might be regions within PS-

b-QVPx11 that form closely packed spheres or hexagonally packed inverted cylinders. This

information is not easy to extract from the GISAXS images, as the diffraction pattern shown

in the GISAXS is representative of the averaged-out morphology; that is, if the majority of the

film forms BCC spheres, the diffraction pattern will be most representative of that particular

morphology. As only a very small area of the sample shows this unconfirmed morphology, it

is unlikely that this will be distinguishable using GISAXS. Further studies will have to be done
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Figure 6.4. QVPx0, 4, 11, 37 at THF:Ethanol 25:75 in a clockwise direction.

in order to 1) confirm the morphology of this region and 2) identify conditions that lead to the

formation of this particular morphology.

Next, we analyze a single sample, PS-b-QVPx11, annealed under the five different solvent

conditions. The linecut is shown in Figure 6.8.

We find that the sample is not very well ordered in solvent conditions with a large amount

of solvent (THF:EtOH 0:100, THF:EtOH 25:75), but exhibit order in solvent conditions with a

higher concentration of THF. We believe that in THF:EtOH 50:50 and THF:EtOH 25:75, film is

ordered in hexagonally packed cylinders, with the cylinders lying down parallel to the substrate.

In THF:EtOH 100:0, the film is organized in BCC spheres with the [110] plane parallel to the



132

-0.1 -0.05 0 0.05

qy (Å
-1)

0.1

0.05

0

q
z (

Å
-1

)

-0.1 -0.05 0 0.05

qy (Å
-1)

0.12

0.1

0.08

0.06

0.04

0.02

0

q
z (

Å
-1

)

-0.05 0 0.05

qy (Å
-1)

0.1

0.05

0

q
z (

Å
-1

)

-0.05 0 0.05

qy (Å
-1)

0.1

0.05

0

q
z (

Å
-1

)

Figure 6.5. QVPx0, 4, 11, 37 at THF:Ethanol 0:100 in a clockwise direction.

substrate. This shows that when charge is introduced, the block copolymers become sensitive

to different solvent conditions. At charge fraction of 11%, the film forms BCC spheres in

100% THF, but forms cylinders when solvent-annealed in 25% Ethanol. This is presumably

due to the charge-containing block being more selective for the polar solvent; however, further

investigations are needed in order to verify this observation.

6.3. Future work

The equilibrium morphology of ionomer block copolymers has an incredible potential.

Some of the directions in which this can be headed are:
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Figure 6.6. Top shows the formulated peaks for BCC spheres with [110] plane
parallel to the substrate and lattice parameters of a = 244, b = 234, c = 300Å.
Bottom shows linecuts for PS-b-QVP samples solvent-annealed in 100% THF.

• Verification of block copolymer morphology using transmission electron microscope

(TEM), Small-Angle X-Ray Scattering (SAXS)

• Expansion of the system to PS-b-QVP with varying block lengths

• Exploring solvent-selectivity in PS-b-QVP melts
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Figure 6.7. TEM image of PS-b-QVPx11, annealed under 100% THF and
stained with I2. Image courtesy of Dr. Hiroaki Sai. Red hexagon outlines the
region with unconfirmed morphology.

• Studying the effect of block and polymer architecture on electrostatic interactions

As explored earlier in this Chapter, the identification of morphological structures is especially

challenging, due to the lack of higher order peaks in diffraction patterns and the coexistence

between different morphologies as shown in Figure 6.7. Conducting TEM on samples of PS-b-

QVP with varying charge ratios can assist in visually identifying the coexisting morphologies in

the melt. Cross-referencing with SAXS will be useful, as SAXS can probe bulk morphologies
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Figure 6.8. Linecuts of PS-b-QVPx11, solvent-annealed under five different sol-
vent conditions.

in the absence of confinement effects, unlike GISAXS which characterizes anisotropic ordering

in thin films of polymers.

Another way to overcome the lack of higher order peaks is to move to block copolymers

with a longer PVP block. This will increase the segregation strength χN between the two

blocks. Furthermore, having a longer PVP block would allow for a wider range of charge

fraction (quaternization ratios). In addition, block volume asymmetry will have to be explored

in order to completely map out the phase diagram of PS-b-QVP.

The solvent-selectivity in these melts are also of interest. We’ve seen that melts with varying

charge fraction ratios respond differently to solvent annealing conditions. For this thesis, the

analysis has been limited to a qualitative assessment of the polarity of solvents; Ethanol (relative

polarity of 0.654) has a higher polarity than THF (relative polarity of 0.207),131 and therefore

is a selective solvent for the charge-containing parts. However, a quantitative analysis, with a

focus on relating the polarity and dielectric constant of a solvent with its ability to associate
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or order the ionomer block copolymer may be extremely useful for future experiments using

charged block copolymers.
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