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Abstract 

 

Probing Excited State Dynamics in Metalloporphyrins and Hemoproteins 

with X-Ray Transient Absorption Spectroscopy   

 

Megan Lynn Shelby 

Metalloporphyrins fulfill incredibly diverse chemical roles in biology and photocatalysis, 

where they act as photosensitizers, redox sites, substrate binding sites, and facilitators of long range 

electron transfer. Metalloporphyrin chemistry is uniquely tuneable through conformation and 

functionalization of the porphyrin ring, choice of metal, and interaction with the environment as 

these impact the interaction between ligand orbitals and metal d orbitals. Many biological or 

photocatalytic processes in these systems can be optically triggered. To understand how excited 

state chemistry can be controlled, either by the rational design of photocatalysts or by 

metalloproteins to regulate their function, it is key to ask how porphyrin structure and electronic 

structure evolve during these dynamic processes. X-ray Transient Absorption (XTA) spectroscopy 

is a pump-probe technique that utilizes the metal site electronic structure and local coordination 

geometry sensitivity of core-level X-ray absorption to follow excited state dynamics.  

This work uses XTA to investigate the excited state dynamics of three metalloporphyrin 

systems: Nickel tetramesitylporphyrin (NiTMP), Carbmonoxymyoglobin (MbCO), and Zinc 

porphyrins, including zinc-protoporphyrin IX (ZnPPIX) substituted hemoproteins Cytochrome C 
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and Myoglobin. NiTMP and MbCO are both open shell metalloporphyrins where excited states 

rapidly relax through vacant d-orbitals. Our ultrafast XTA studies are among those shaping a new 

field using the ultrafast pulses of X-ray Free Electron Lasers (XFELs) to perform X-ray 

spectroscopy, in this case to measure sub-ps dynamics in these systems. In both cases, changes in 

the porphyrin structure occur in response to the excited state rearrangement of d electrons within 

a picosecond. In the case of NiTMP, an intermediate species not resolved by other ultrafast 

techniques was observed. ZnPPIX is a closed shell metalloporphyrin, and thus has very long lived 

porphyrin-centered excited states that are Jahn Teller unstable. Here we use this instability as a 

probe of the degree of porphyrin interaction with the protein in which it is bound.  

 _____________________________________________ 

Professors Lin X. Chen and Brian M. Hoffman 

Research Advisors 
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XAFS: X-ray Absorption Fine Structure 
XANES: X-ray Absorption Near-Edge Structure 
XAS: X-ray Absorption Spectroscopy 
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XFEL: X-ray Free Electron Laser 
XPP: X-ray Pump Probe 
XTA: X-ray Transient Absorption 
ZnCc: Zinc Cytochrome C 
ZnMb: Zinc Myoglobin 
ZnP: Zinc Porphyrin 
ZnPPIX: Zinc protoporphyrin IX 
ZnTPP: Zinc tetraphenylporphyrin 
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Chapter 1.  Introduction  

1.1. Metalloporphyrin chemistry depends on the complex interaction between 

structural and electronic factors.  

Metalloporphyrins possess amazingly versatile functionality, both as cofactors in biological 

processes such as natural photosynthesis,1, physiological oxygen transport,3 and small molecule 

sensing, as well as in photocatalytic processes where they act as redox centers,4-6 and 

photosensitizers in molecular devices.7 Such functional versatility is enabled by a high degree of 

chemical tunability afforded by the choice of metal center, the ligated macrocycle, and the 

sensitivity of porphyrin chemistry to the environment. Changes in macrocycle functionalization 

can dramatically impact the distribution of electron density through the metalloporphyrin ring as 

well as macrocycle conformation and rigidity, leading to varied redox and electron transfer 

properties as the interactions between the porphyrin and metal d-orbitals are altered. Axial ligands 

frequently coordinate porphyrin bound metals depending on the metal electronic structure, but 

ligand affinities also depend on the porphyrin structure. Metal type and ring functionalization also 

have important effects on optical properties and excited state relaxation dynamics by altering the 

energetic ordering of excited states.  

This level of chemical versatility invites investigation along two lines into how porphyrin 

chemistry is controlled by nuclear and electronic structure: for the intentional design of 

photocatalytic systems or to understand how porphyrin-containing biological systems have 

evolved to optimize certain physiologically important chemistries.  
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Much of the interest in metalloporphyrins as photocatalysts comes from their strong absorption 

of visible light, which is due to a porphyrin-centered excitation from the π bonding orbital to the 

π* antibonding orbital. For metalloporphyrins with no d orbital vacancies, long lived triplet excited 

states are formed that can transfer electrons to other moieties. If the valance d orbitals are not filled, 

this excitation can relax through these vacancies, frequently triggering changes in metal oxidation 

state, porphyrin structure, and ligation. Open-shell porphyrins have not historically been seen as 

candidates for solar energy conversion due to their relatively fast excited state deactivation. 

However, recent studies have shown that some excited transition metal complexes can initiate 

photochemical processes on the picosecond or sub-picosecond timescales via singlet excited states, 

timescales that are competitive with vibrational relaxation and faster than intersystem-crossing to 

a triplet excited state.8-14 Such short-lived excited states are less susceptible to energy dissipation 

processes that would reduce the potential driving force of a reaction.  

While there are relatively few light-triggered reactions in biology, many biologically relevant 

processes in porphyrin containing proteins can be optically triggered, providing valuable insight 

into how the protein environment regulates these dynamic processes. Heme containing proteins in 

particular are a very large family of metalloproteins that fill many diverse physiological roles 

considering they share the same active site cofactor. These roles include electron transfer, catalytic 

oxidation or reduction of metabolites, neutralization of damaging reactive species, and binding 

diatomics such as dioxygen, carbon monoxide, and nitric oxide for transportation and sensing.3,15-

19. This reflects the extent to which porphyrin chemistry can be tuned, even for the same metal and 

nominal porphyrin structure, by contacts with protein matrix.  
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There is a vast body of literature that uses pump-probe spectroscopic methods to characterize 

either metalloporphyrin excited state electronic structure or changes in the nuclear geometry, for 

instance through transient absorption and time resolved vibrational spectroscopy respectively. 

However, few methods exist that are directly sensitive to both, making it difficult to discern how 

electronic dynamics and structural reorganization that occur on the same timescale are interrelated. 

Furthermore, optical signatures of metal-centered electronic transitions for excited open shell 

metalloporphyrins are frequently nonexistent or obscured by the strong π → π* absorption 

localized on the porphyrin, which while useful for determining porphyrin centered dynamics do 

not provide a full picture of the electronic evolution of the system. X-ray transient absorption 

spectroscopy (XTA) is a technique that is analogous to optical TA, but utilizes an optical pump 

and X-ray probe pulse to interrogate excited state dynamics, which has some advantages if 

simultaneous determination of electronic and nuclear structure is a priority. 

1.2. XTA as a tool for studying metalloporphyrin dynamics  

Because the X-ray absorption signal originates from the excitation of core-level electrons, XTA 

is element specific and can selectively probe both the dynamic electronic structure of a 

metalloporphyrin metal center and its local nuclear dynamics following photoexcitation without 

interference from ligand-localized transitions.20-28 Transitions into vacant metal orbitals can be 

directly excited to assess d-orbital splitting and occupancy, and at probe energies above the core 

electron ionization energy scattering phenomena impart sensitivity to the local structure 

surrounding the absorbing atom to a precision of ±0.02Å. XTA can also be measured for samples 

in solution and has no phase or crystallinity requirements. However, compared to ultrafast optical 
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and vibrational techniques that use femtosecond (fs) excitation and probe pulses, XTA at 3rd 

generation sychrotron sources has the disadvantage of poorer time resolution.  

  To address the question of ultrafast structural dynamics, it is critical to access the time scale 

on which atomic motions and rearrangements occur. Expanding the capability of X-ray sources 

into the femtosecond regime, the range into which a single atomic vibrational period will generally 

fall, is critical to capture chemical processes of interest. The time resolution of transient X-ray 

spectroscopies at synchrotron sources is generally limited by the temporal width of the X-ray pulse, 

typically greater than 30 ps, making observation of the fastest nuclear rearrangements on excitation 

difficult. This limitation is due to the nature of the X-ray pulse-generating electron bunches, the 

duration of which in the storage ring cannot decrease beyond this limit and retain significant charge 

and desirable characteristics.  

Recently, X-ray free electron laser (XFEL) sources capable of producing femtosecond X-ray 

pulses29,30 have become available for time resolved studies.20 Free electron lasers offer both very 

bright and very short pulses, though at a lower repetition rate than most conventional sources. 

While XFEL X-ray pulses have a duration of only 10’s of fs and also boast up to 1010 photons per 

pulse when a 1 eV bandwidth monochromator is used, the self-amplified spontaneous emission 

(SASE) process by which electron bunches are used to generate these X-ray pulses is a highly 

stochastic process. This “intrinsic instability” results in variation of both the pulse amplitude and 

energy spectrum from shot to shot, requiring careful normalization.  In spite of this, the energy 

bandwidth of the LCLS beam is sufficient to allow a ~50 eV monochromatic scan, covering the 

energy range of an absorption edge and making it possible to perform transient X-ray absorption 

(XAS) experiments.  
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1.3. Outline of thesis  

This work focuses on the description of nuclear geometry and electronic structure dynamics 

from the femtosecond to microsecond timescale in several metalloporphyrin systems using X-ray 

Transient Absorption methods. XTA characterization of excited states of Nickel (II) 

temtramesytlporphryin (NiTMP), the heme active site of Carbmonoxymyoglobin (MbCO), and a 

series of Zinc (II) porphyrins (ZnP) and Zinc substituted hemoproteins are presented. These 

systems span a range of structural complexity and ligation environments, from a four coordinate 

nickel porphyrin lacking axial ligands to a ferrous heme bound in the heme binding pocket of 

myoglobin through an axial histidine. Due to these different coordination environments as well as 

varying metal d-orbital occupancy, these systems also represent different modes of metal-

porphyrin interaction and the effects of this interaction on excited state dynamics. In the 

hemoproteins studied here, the effects of the protein environment to influence these dynamics 

through ligation and other contacts with the porphyrin macrocycle are discussed.  

Chapter 2 describes the physical origins of the XAS signal as well as the properties of 

synchrotron and XFEL pulses. An overview of the experimental scheme for both synchrotron 

based and XFEL based studies is provided. 

Chapter 3 focuses on the femtosecond to picosecond evolution of Ni (II) tetramesitylporphyrin 

excited states as measured by Ni K-edge XANES at the Linac Coherent Light Source (LCLS). 

This work captured an intermediate electronic state not previously resolved by synchrotron XAS 

studies and is among the first examples of XTA implementation at an XFEL. This intermediate 
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charge transfer state is identified by electronic structure theory and its dynamics are discussed in 

the context of porphyrin structural changes during relaxation. 

Chapter 4 is an investigation of myoglobin heme relaxation following the photodissociation of 

an axial ligand, carbon monoxide, on the femtosecond to picosecond timescale at LCLS. The 

evolution of the XAS difference signal at specific energies in the Fe K-edge XANES is interpreted 

to indicate a rapid spin transition followed by a series of heme structural changes that confer a 

conformational change to the myoglobin tertiary structure within 1 ps.  

Chapter 5 is a synchrontron-based XTA and steady state XAS study of the excited state 

structures of a series of Zinc (II) porphyrins and Zinc substituted hemoproteins. The first triplet 

and singlet excited states of these systems are subject to a Jahn-Teller distortion that breaks their 

in-plane symmetry. This chapter focuses on the role of the asymmetric protein environment to 

stabilize distortions of the porphyrin.     
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Chapter 2.  X-ray Transient Absorption Spectroscopy at 

Synchrotrons and XFELS 
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2.1. Origin of the X-ray absorption signal 

2.1.1. Absorption edges 

X-ray absorption spectroscopy is based on the excitation of atomic core electrons and measures 

the pattern of X-ray absorption by a sample surrounding a core electron binding energy for a 

specific element in that sample. At this binding energy, which depends on element type and the 

atomic orbital of the absorbing election, there is a step-like increase in the absorption cross section 

μ(E) as the energy of the X-ray photon becomes sufficient to promote the core-level electron to an 

unoccupied level above the Fermi energy. This step in absorption is called and “absorption edge”. 

At energies above the ionization energy (E0), a photoelectron is ejected with increasing kinetic 

energy as incident X-ray photon energy increases, a result of the well-known photoelectric effect 

(Figure 2.2). Below the ionization energy, absorption may excite the core electron into an 

unoccupied valence orbital according to normal dipole selection rules, leading to positive features 

described as ‘bound transitions” on the low energy periphery of the absorption edge (Figure 2.2). 

Above the ionization energy, the electron is excited to a continuum level.  

Absorption edges are named according to primary quantum number and total angular 

momentum as laid out in Figure 2.1. Depending on the element and identity of the core orbital, 

absorption edges can fall into the “soft” X-ray region, less than a few keV, or the “hard” X-ray 

region, between a few keV and 100 keV, and the energies at which edges occur is specific to each 

element. K-edges, which arise from the excitation of a 1s electron, are the focus of this work and 

for first row transition metals fall between 4 and 10 keV.  
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Figure 2.1: X-ray Absorption transitions and X-ray emission lines relevant to K-edge XAS data 

collection.  
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Figure 2.2: (Left) XAS transitions to unoccupied bound states above the Fermi Level but below 

E0. (Right) XAS transitions for E > E0, where a photoelectron of energy Ek is ejected. 
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2.1.2. X-ray Absorption Fine Structure 

That the energy region adjacent to the absorption edge is not featureless except for bound 

transitions of purely metal orbital character is a result of the presence of neighboring atoms to the 

absorbing atom (the “absorber”). Neighboring atoms alter the electronic structure of the absorber 

and scatter the outgoing photoelectron wave that is created by absorption, causing what is called 

X-ray Absorption Fine Structure” (XAFS). These effects on the absorption edge contain a lot of 

detailed information describing both local geometry surrounding the absorbing atom and the 

influence of the coordination environment on the absorbing atom’s electronic structure, thus the 

term “XAFS” is used interchangeably with “X-ray Absorption Spectroscopy (XAS)” because 

obtaining this information is the goal of XAS. 

Because the XAFS depends on the energy of the photoelectron, the absorption edge is typically 

split into two energy regions which are discussed separately (Figure 2.4): the X-ray absorption 

near edge structure (XANES), consisting of the region from immediately below the absorption 

edge to ~50 eV above it, and the extended X-ray absorption fine structure (EXAFS), which are 

oscillatory features beginning 50 eV above E0. XANES begins with bound transitions (“pre-edge 

transitions”) below energies required to generate a photoelectron, which for K edges of 3d metals 

are typically weakly allowed transitions to vacant 3d orbitals or molecular orbitals with significant 

3d character. 1s → 3d is a low intensity quadrupole allowed transition, but as the coordination of 

the absorber deviates from centriosymmetry, mixing with vacant 4p orbitals lends the d orbitals 

enough p character to become weakly dipole allowed.   
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Figure 2.3: Pictorial representation of the ejection and backscattering of a photoelectron after 

absorption. 

 
Figure 2.4: A Nickel K-edge with types of transitions and named energy regions shown.  
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The edge itself consists of transitions to an increasingly high density of bound states and, once 

above the ionization threshold, transitions to continuum states and contributions from the 

scattering of low kinetic energy photoelectrons. Much of this scattering is due to multiple 

scattering events off of neighboring atoms as the low kinetic energy of the photoelectron leads to 

long photoelectron mean free paths and large scattering amplitudes. Due to the convolution of 

these electronic and scattering effects on the XANES, it is very challenging to interpret 

quantitatively and theoretical descriptions of XANES often primarily model either the scattering 

or electronic contributions.  

Conversely, the EXAFS region, beginning at 50 eV above the ionization energy and extending 

to several hundred eV above the edge, is purely dependent on scattering phenomena. The majority 

of scatting events are single scattering due to the higher photoelectron energy in this region, which 

leads to a photoelectron mean free path of a few Å. EXAFS is therefore a local probe of the nuclear 

geometry surrounding the absorber. The EXAFS signal χ(E) is defined as the normalized 

oscillatory part of the absorption coefficient μ(E): 

𝛘𝛘(𝐄𝐄) =  
𝛍𝛍(𝐄𝐄) −  𝛍𝛍𝟎𝟎(𝐄𝐄)

𝛍𝛍𝟎𝟎(𝐄𝐄)
               2. 1 

where μ0(E) is the edge step in the absence of scattering effects. Typically χ is expressed in 

terms of the photoelectron wavevector k and EXAFS data is reported as the transformation of the 

photon energy minus the ionization energy E0 into k-space: 

𝒌𝒌 =  
�𝟐𝟐𝟐𝟐(𝑬𝑬 − 𝑬𝑬𝟎𝟎)

ℏ
               2. 2 

where m is the electron mass.  
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XAFS data pre-processing involves a few standard steps to normalize the edge step and extract 

the EXAFS signal that are briefly described here. Quadratic functions are fit to the region before 

the rising edge and beginning ~50 eV after E0 and the data is “flattened” and normalized such that 

the difference between the pre and post edge lines ∆μ(E) = 1. This eliminates any sloping 

background from the XAFS and allows for comparison of the XANES for different species, but 

requires that some data after the edge step is taken. The EXAFS region is then transformed into k-

space according to equation 2.2 and weighted by a power of k to emphasize oscillations at high k 

where the EXAFS signal is damped, typically either k2 or k3, with the goal being oscillations with 

even amplitude over the region that is subsequently Fourier transformed. A window in k for the 

Fourier transform is chosen based on data quality and the data is reported in R-space as the 

magnitude, real part, or imaginary part of the Fourier transform. While R values do not exactly 

reflect the absorber-backscatterer distances due to the interaction of the photoelectron with the 

backscatterer potential, these R plots are analogous to radial distributions functions of atoms about 

the absorber. 

2.1.3. A brief physical description of XAFS  

The x-ray absorption coefficient is proportional to the transition probability of photoelectric 

absorption at a given energy, which Fermi’s Golden Rule describes as dependent on the initial state 

and final state wavefunctions: 

𝝁𝝁(𝑬𝑬) ∝ |⟨𝒇𝒇|𝑯𝑯′|𝒊𝒊⟩|𝟐𝟐𝜹𝜹�𝑬𝑬𝒇𝒇 −  𝑬𝑬𝒊𝒊 − ℏ𝝎𝝎�               2. 3 

where the final and initial states are represented by f and i, H’ is the interaction Hamiltonian 

between the X-ray’s electromagnetic field and the electrons and 𝛿𝛿 is the density of states. While 
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the initial state is the localized core level, the final state is a photoelectron wave propagating from 

the absorbing atom which is backscattered by a neighboring atom to generate incoming 

photoelectron waves. The interference between the outgoing photoelectron and this backscattered 

photoelectron at the absorbing atom modulates the matrix element ⟨𝑓𝑓|𝐻𝐻′|𝑖𝑖⟩ that determines the 

strength of the transition from i to f. With changing incident photon energy, the changing frequency 

of the photoelectron results in different levels of constructive and destructive interference at the 

absorber, modulating μ(E) with an oscillation the frequency of which depends on the distance 

between the absorber and backscatterer.  

While a photoelectron defined only by its kinetic energy has no restrictions on its angular 

momentum, dipole selection rules govern the angular momentum of the photoelectron final state 

for XAS transitions and photoelectron emission is not isotropic. For K-edges, the ejected 

photoelectron has p character and is aligned with the polarization direction of the X-ray electric 

field. The photoelectron emission probability depends on the angle between the emission direction 

and the polarization of the electric field vector as: 

𝑷𝑷(𝜽𝜽) ∝ 𝟑𝟑𝒄𝒄𝒄𝒄𝒄𝒄𝟐𝟐𝜽𝜽               2. 4 

In the EXAFS region where single scattering events between pairs of atoms dominate the 

signal, the spectrum can be modeled as the sum of these oscillations which each correspond to a 

single absorber/backscatterer pair, or scattering path. This sum is formalized as the EXAFS 

equation: 

𝝌𝝌(𝒌𝒌) =  �
𝑵𝑵𝒊𝒊𝑺𝑺𝟎𝟎

𝟐𝟐

𝒌𝒌𝑹𝑹𝒊𝒊
𝟐𝟐𝒊𝒊

𝒇𝒇𝒊𝒊(𝒌𝒌)𝒆𝒆−𝟐𝟐𝒌𝒌𝟐𝟐𝝈𝝈𝒊𝒊
𝟐𝟐
𝒆𝒆𝟐𝟐𝑹𝑹𝒊𝒊/𝝀𝝀(𝒌𝒌) 𝐬𝐬𝐬𝐬𝐬𝐬[𝟐𝟐𝟐𝟐𝑹𝑹𝒊𝒊 + 𝟐𝟐𝜹𝜹𝒄𝒄(𝒌𝒌) + 𝜹𝜹𝒊𝒊(𝒌𝒌)]                2. 5 
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Where i is the scattering path index, Ni is the degeneracy of the scattering path, Ri is the 

absorber to backscatterer distance, and 𝑆𝑆0
2 is an amplitude reduction factor.σ2 is the Debye-Waller 

factor, a measure of vibrational and rotational disorder, and the 𝑒𝑒−2𝑘𝑘2𝜎𝜎𝑖𝑖
2
 term accounts for atomic 

motion. The 𝑒𝑒2𝑅𝑅𝑖𝑖/𝜆𝜆(𝑘𝑘) term accounts for the decay of the photoelectron due to elastic losses where 

λ(k) is the mean free path of the photoelectron. The sin[2𝑘𝑘𝑅𝑅𝑖𝑖 + 2𝛿𝛿𝑐𝑐(𝑘𝑘) + 𝛿𝛿𝑖𝑖(𝑘𝑘)] term describes 

the oscillations themselves, whose frequency depends on 2kRi and which are shifted in phase by 

factors describing the interaction potentials of the photoelectron with the absorber, 2δc(k), and the 

backscatterer, δi(k). This potential depends on Z for both atoms and can be used to distinguish 

backscatterer atomic number.  

2.1.4. X-ray fluorescence  

After X-ray absorption, the absorbing atom is left with a highly unstable core level hole. 

Relaxation of this excited state occurs within femtoseconds by both radiative and non-radiative 

processes, though in this work we will focus on the former. Radiative decay takes the form of X-

ray fluorescence where outer shell electrons of the absorbing atom relax to fill the inner shell 

vacancy. X-ray emission lines for relaxation into a 1s hole (“K” emission) are shown in Figure 2.1. 

The fluorescence yield εf for a given emission line is defined as the ratio of the emitted x-rays to 

the number of core level vacancies created by X-ray absorption, and because of this linear 

relationship the measured x-ray fluorescence If also has a linear relationship with the X-ray 

absorption cross section of the absorber: 

𝑰𝑰𝒇𝒇 =  𝑰𝑰𝒂𝒂 ∗
𝛀𝛀

𝟒𝟒𝟒𝟒
∗

𝝁𝝁
𝝁𝝁𝑻𝑻

∗ 𝜼𝜼               2. 6 
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Where Ia is the number of X-ray photons absorbed, Ω is the solid angle collected, μ is the 

absorption cross section of the absorber, μT is the absorption cross section from the total sample 

absorption, and η is the quantum yield of fluorescence. For dilute samples where the absorption of 

the emitted fluorescence by the sample itself (“self-absorption”) is minimal, μ(E) is linearly 

proportional to If normalized by the intensity of the incident X-ray beam I0. Detecting the XAS 

signal via X-ray fluorescence at 90o with respect to the incoming X-ray beam is usually denoted 

“fluorescence mode detection” to distinguish between measuring the transmitted intensity of the 

X-ray beam and is the standard for dilute solution samples.  

2.2. Synchrotrons and XFELS as sources of pulsed X-rays 

The X-ray beam generated by 3rd generation synchrotron sources, such as the Advanced Photon 

Source (APS) where all sychrotron based measurements in this work were performed, and by 

XFELs such as LCLS is inherently pulsed, although the generation of pulsed X-rays in either case 

has different physical origins that have large consequences for pulse characteristics. Because XTA 

is a pump-probe method that distinguishes between X-ray pulses, characteristics of individual 

pulses are extremely important. At synchrotrons, electrons are first generated by the heating of a 

cathode and accelerated by a linac (the “electron gun”). They are injected into and further 

accelerated by a small booster ring to the energy at which they will be stored and injected into the 

larger storage ring, where X-rays are generated. The storage ring consists of a series of straight 

and arched sections. X-rays are generated from insertion devices in straight sections and bending 

magnets in the arched sections that deflect the X-rays into the next straight section. The insertion 

devices (or “undulators”) are periodic arrays of alternating magnetic poles that force the electrons 
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into an oscillatory path in the plane of the storage ring, generating horizontally polarized X-rays 

as the undulators periodically modulate the electron acceleration. 

Radio frequency (RF) cavities in the electron beam path supply energy to the beam lost during 

X-ray generation and are responsible for the “bunching” of electrons in the storage ring and 

therefore the pulsed nature of sychrotron radiation. The RF creates a standing electric field within 

the cavity and therefore only electrons with the correct phase with respect to the RF receive a boost 

in energy. This forces the electron beam into bunches with well-defined separation in time that 

depends on the RF frequency. All synchrotron XTA experiments in this work were performed in 

24-bunch mode, where the total ring charge is split into 24 electron bunches. Each bunch cycles 

the ring with a 278 kHz repetition rate, resulting in a temporal separation between bunches of 153 

ns.  

While free electron lasers operate on many of the same principles, the timing structure of the 

X-ray pulses is dependent on the characteristics of the electron beam generated by the initial 

injection, linear acceleration, and X-ray generation as opposed to equilibrium conditions 

determined by the replacement of lost energy by RF cavities. At LCLS a pulsed electron beam is 

produced by irradiation of a cathode with a pulsed drive laser. The electron bunches are further 

compressed to ~50 fs in duration with magnetic chicances and accelerated in a linac. As the 

electron bunches traverse a long series of undulators (~60 m compared to 2-4 m undulators at 

synchrotrons) they begin to emit low intensity, out of phase x-rays. The power P of the emitted 

radiation follows the relationship P = NP1, where N is the number of electrons and P1 is the power 

emitted by a single electron. As more X-rays are emitted, the electrons begin to experience an 

increasing radiated field, causing some electrons to gain and others to lose energy. This leads to an 
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electron density modulation through the duration of the pulse with and period equal to the 

wavelength of radiation emitted, called “micro-bunching”. Micro-bunching initiates a positive 

feedback process as the temporally bunched electrons radiate in phase with behavior that resembles 

a single point charge. The emitted field can therefore be described as E = NE1 and the radiated 

power as P = N2P1, resulting in an exponential increase in intensity. This process is called self-

amplified spontaneous emission (SASE) and is inherent stochastic.31 After X-ray generation, 

compressed electron bunches are simply dumped from the linac.  

Because electron bunch energy, duration, timing are not set by equilibrium conditions as in 

synchrotrons, large pulse-to-pulse variations of the X-ray pulse in intensity, arrival time, and the 

central energy of the pulse bandwidth exist, causing some complications in the treatment of XFEL 

XAS data. While XFEL pulses possess some energy bandwidth between 20 and 100 eV depending 

on the central energy, the pulse spectrum is extremely “spikey” because certain discrete energies 

are enhanced in the SASE process. The repetition rate of XFEL pulses is set by the drive laser, and 

in all work presented here is 120 Hz, but there is also significant pulse-to-pulse timing jitter about 

the average arrival time. Characterization of the pulse intensity and arrival time is therefore needed 

for each individual pulse and care must be taken in the treatment and averaging of data to avoid 

the unnecessary reduction of the time resolution and the increase in standard error of the 

normalized XAS signal at each time point. Data treatment is described in detail in the methods 

sections of Chapters 3 and 4.     
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2.3. Generalized experimental scheme 

XTA experiments at both synchrotrons and XFELs require the same basic components. The 

layout of the X-ray hutches at APS, beamline 11-ID-D (Sector 11, Insertion device, Station D) and 

LCLS, end station XPP (X-ray Pump probe), where all XTA experiments described here were 

conducted, share many instrumental modules that accomplish similar functions. A generalized 

experimental scheme is therefore laid out here while more technical details specific to each 

experiment are described in the appropriate chapter.  

Upon generation of the x-ray beam, a pair of Si(111) crystals generates a monochromatic beam 

from the bandwidth of the incoming beam. The bandwidth of sychrotron radiation is much broader 

than that generated by SASE, which for the energy ranges in this work is about 50 eV, though in 

both cases the peak intensity can be tuned in energy by modulation of the undulator gap. The 

monochromator angle is rotated to scan across this bandwidth and collect the energy dependent 

XAS signal. On entering the X-ray hutch, the beam passes through an intensity monitor and 

focusing optics to control beam size. At 11-ID-D these consist of ionization chambers to detect 

beam intensity and an X-ray mirror to produce a vertically focused 200 by 500 μm spot, while at 

LCLS they are diodes pointed at an X-ray fluorescent screen and a series of beryllium lenses 

respectively. The beam then passes through a set of slits and just before the sample chamber there 

is photodiode that measures the intensity of individual pulses so that XAS signal normalization 

can be done on a pulse-by-pulse basis. At 11-ID-D, this is an avalanche photodiode (APD) that 

collects X-ray scattering from air, while at LCLS it is a diode pointed at a fluorescent screen. While 

the pulse-to-pulse variations in intensity as a percentage of average intensity are much lower at 

APS, this normalization process has the advantage at a sychrotron of accounting for “top up”, 



41 
 

 

where charge is periodically refilled for a given electron bunch by the APS injection system, 

resulting in a small increase in intensity.  

The X-ray beam then enters the sample chamber, where it interacts with the sample, typically 

a vertical round liquid jet. Samples for XTA are chosen and prepared such that the optical 

absorption at the chosen excitation wavelength is not too high to prevent excitation through the 

entire thickness of the jet, but the concentration is at least 1 mM in the absorbing metal. The jet is 

collected through a port in the bottom of the sample chamber connecting it to a sample reservoir 

from which the sample is recirculated with a peristaltic or HPLC pump to the nozzle at the top of 

the sample chamber which forms the jet. The sample chamber is a closed system that is constantly 

purged with He of N2, and all ports to admit detectors, the jet, etc. are sealed to prevent leakage of 

oxygen.  

Detection is done in florescence mode with two photodiodes at 90o with respect the incoming 

beam to avoid Compton scattering. Photodiodes used in XTA experiments have fast enough 

response times to resolve individual X-ray pulses but are total yield detectors, making them 

susceptible to background signals from elastic scattering of the X-ray beam. A combination of z-1 

filters and soller slits are used to minimize this effect. Z-1 filters are thin sheets of metals oxides 

of the atomic number z-1 where z is the absorbing element. For 3d metals, X-ray emission is lower 

in energy than the absorption edge of the z-1 element, while the absorption edge of the absorbing 

metal is higher. Thus z-1 filters transmit the absorbing element’s fluorescence while absorbing 

elastic scattering. Soller slits are cones of overlapping blades the physically block photons 

scattered from angles other than the point of X-ray/laser overlap on the sample. Pulse by pulse 

normalization of the X-ray fluorescence signal is done internally by the electronics that control 
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data collection at 11-ID-D using not just the total detected signal but fitted lineshapes for the 

voltage vs time traces recorded by each photodiode to reduce noise. This requires the collection of 

both X-ray off “dark” and X-ray on “reference” lineshapes before data collection. 

At APS, the excitation pulse is triggered off of the RF signal output of the APS itself, allowing 

for synchronization of the pump pulse with the X-ray pulse generated by the same electron bunch 

(the “synchronization bunch”) for every repetition of the laser, although due to the differential 

between the synchrotron and laser repetition rate, several thousand X-ray pulses pass between 

pump pulses and some of these can be integrated for long lived excited states. Conversely, the laser 

systems at LCLS match the repetition rate of the XFEL.A delay stage controls the relative delay 

between the pump pulse and synchronized X-ray pulse.   
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Chapter 3.  Ultrafast Excited State Relaxation of a Nickel(II) 

Porphyrin Revealed by Femtosecond X-ray Absorption 

Spectroscopy 
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3.1. Introduction 

Nickel porphyrins and phthalocyanines have been of particular interest as model complexes to 

provide guidance for targeted molecular design in part due to their conformational flexibility 

brought on by the small Ni core size and the ease with which certain ring conformers can be 

stabilized to tune relaxation kinetics. Nickel (II) tetramesitylporphyrin (NiTMP), which exists in 

the ground state as an ensemble of ring conformers, and its analogs, have complicated 

photochemical dynamics and have been extensively studied by optical absorption32,33 and Raman 

spectroscopy.34-39  These studies, combined with quantum-mechanical calculations, proposed a 

plausible pathway for the photoexcitation.  Within 20 ps of the photoexcitation that initiates the S0 

→ S1 transition, a porphyrin macrocycle based π → π* transition, the electron promoted to the π* 

orbital moves to an empty 3dx2-y2 orbital, the highest energy ligand field state for a square-planar 

complex, and an electron from an originally filled 3dz2 orbital moves to fill the hole in the π orbital 

of the macrocycle left by the initial photoexcitation, resulting ultimately in the lowest-lying triplet 

state, (3dz2, 3dx2-y2). This state has a 3d electronic configuration of (3dx2-y2)1(3dz2)1 and is here 

denoted T(d,d) (Figure 3.1).34,40  A pump-pump-probe transient absorption measurement of Ni(II) 

porphyrin excited state dynamics suggested that a transient Ni(I) charge transfer state may exist 

with a lifetime of a few picoseconds,33 but previously such a reaction pathway could not be 

substantiated by monitoring the temporal evolution of the nickel electronic configuration.  
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Figure 3.1: The relaxation pathway of NiTMP following Q-band excitation (e.g. at 527 nm). 

Structures for states characterized by XTA are shown. Within a few ps the porphyrin macrocycle 

S1(π, π*) population has dissipated by transfer of the excitation to the metal center. The resulting 

state (T’) is therefore either a hot (3dz2, 3dx2-y2) state which decays to the relaxed (3dz2, 3dx2-

y2) state T(d,d) via vibrational relaxation or a (π, 3dx2-y2)  state with Ni(I) character that transfers 

an electron  back to the ligand. By 20 ps the T(d,d) state is fully populated and vibrationally 

relaxed, and has adopted a flattened structure with elongated Ni-N bonds.41 This T(d,d) state 

decays back to the ground state with a 200 ps lifetime.32  
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In comparison to these previous optical and vibrational spectroscopic studies, X-ray transient 

absorption (XTA) spectroscopy,20,21 which combines a laser excitation and conventional X-ray 

absorption spectroscopy,42 can directly probe the metal center electronic structure and local 

geometry  rather than relying on the indirect deduction of excited state dynamics from relatively 

broad transient optical spectral features.  

Previous XTA studies at a synchrotron source (the Advanced Photon Source, Argonne National 

Laboratory) with ~100 ps time resolution1,2 have conclusively verified that the thermalized excited 

T(d,d) state has an (3dx2-y2)1(3dz2)1 electronic configuration, and have captured this state’s 

elongated Ni-N bond length and flattened macrocycle conformation through analysis of the 

Extended X-ray Absorption Fine Structure (EXAFS), which arises from scattering processes with 

atoms neighboring the absorbing Ni.14,41,43  However, the time resolution of the synchrotron X-ray 

pulses was insufficient to detect detailed excited state structural dynamics before the development 

of the relaxed T(d,d) state.  In this study, this missing time window in the evolution of excited 

Ni(II)TMP is obtained by collection of XTA spectra near the nickel K-edge (8333 eV) with the 

sub-picosecond time resolution provided by the Linac Coherent Light Source (LCLS), an X-ray 

free electron capable of delivering femtosecond X-ray pulses of incredible intensity.26,44  This study 

has in fact disclosed a transient charge transfer state, denoted T’ for consistency with previous 

work,45 that occurs prior to the appearance of T(d,d) (Figure 3.1) and, importantly, the X-ray 

absorption near edge spectra (XANES) of electronic states and geometries in the proposed 

photochemical trajectory were calculated and the effects of different orbital occupancies, Ni-N 

bond lengths, and the magnitude of repulsive potential acting on the Ni 1s electrons were correlated 

with trends in the experimental spectra. 
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3.2. Methods 

3.2.1. Ultrafast XANES spectroscopy.  

Ultrafast XANES spectra were collected for an 8 mM solution of NiTMP in toluene at the X-

ray Pump-Probe (XPP) instrument of the LCLS46 using a similar experimental configuration as 

previous XANES measurements at XPP.26 The sample solution was delivered to the point of spatial 

X-ray/laser overlap within a nitrogen filled chamber as a flat 100 μm liquid jet angled at 45o with 

respect to the incoming beam, where a pulsed laser beam nearly collinear with the incoming X-

ray beam intersect. Each laser pulse generates an excited population probed by an X-ray pulse at 

a specified delay time with a “pump-probe” cycle of 120 Hz.  A 527 nm excitation pulse from the 

output of an optical parametric amplifier (OPA) pumped by a Ti:Sapphire laser with a pulse 

duration of 50 fs (FWHM) was used to excite NiTMP through the porphyrin macrocycle centered 

S0 → S1 (π → π*) transition.  The laser pulse energy at the sample was between 15 and 18 μJ with 

a spot size of ~0.3 mm diameter.  At this pulse energy, simultaneous two-photon absorption (TPA) 

is not expected to contribute meaningfully to the excited XAS signal due to the low TPA cross 

section noted for symmetrically substituted porphyrins at this energy (~10 GM). Under these 

excitation conditions, the TPA excitation rate is less than 1% of the linear absorption transition 

rate. The absorption of the S1 state at the Q-band is very weak for similar porphyrins and sequential 

two photon absorption is similarly discounted.  

Ni K-edge (8.333 keV) XANES spectra were collected at specific pump-probe time delays by 

scanning a Si(111) double crystal  X-ray monochromator, which at this energy has a resolution of 

1.2 eV, across the XFEL spontaneously amplified stimulated emission (SASE) bandwidth.  The 
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~50 fs pulse duration X-ray probe pulses have significant bunch-to-bunch spectral and temporal 

fluctuations due to the variation in electron bunch characteristics, resulting in a time-integrated 

energy bandwidth of ~50 eV at the Ni K-edge. The peak intensity position of this distribution was 

tuned to the X-ray photon energy at the center of the Ni K-edge to optimize X-ray flux in the 

energy region of interest. The monochromatic X-ray beam was focused to a ~0.1 mm diameter 

spot at the sample with a series of Beryllium lenses.  To obtain the kinetics at a specific energy, 

scans of the pump-probe delay were performed at fixed photon energies.  For both scan types, the 

XANES signal for each individual X-ray pulse was collected at the 120 Hz repetition rate of the 

X-ray pulse and integrated for two seconds for a total of 240 single pulses per point.  

XANES spectra were collected via Ni Kα X-ray fluorescence using two solid state passivated 

implanted planar silicon (PIPS) point detectors (Canberra, Inc.) at 90o with respect to the incoming 

X-ray beam. To minimize the contribution of background counts for each fluorescence detector, 

the majority of the elastic scattering photons were blocked by a cobalt oxide filter mounted on a 

Soller slit designed for a fixed distance between the detector and the sample liquid jet (6 mm) and 

placed in front of each detector diode.  The incoming monochromatic X-ray pulse intensity was 

monitored for later pulse-by-pulse signal normalization by another PIPS detector located upstream 

of the sample chamber.  XANES spectra were obtained for pump-probe delay times from –5 ps 

(where the X-ray pulse precedes the laser pulse) to 100 ps to obtain spectra for both a fully ground 

state population and for a comparable T(d,d)-ground state population mixture measured in 

previous experiments limited temporally by the 100 ps pulse of APS.14,41  XANES scans were 

smoothed with the locally weighted regression method using the number of local data points about 

each energy equal to 5% of the total number of points to fit the regression. Due to variation of 
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energy step size through the scan, the energy window used in smoothing is therefore 0.6 eV, 1.8 

eV, and 6.6 eV respectively for the pre edge, 4pz, and white line regions of the scan, comparable 

or less than the 1.2 eV energy resolution of the Si(111) monochromater where sharp features are 

interpreted.  

UV-Vis absorption spectra of the sample taken before and after the XTA experiment were 

identical, verifying the integrity of the sample throughout data collection and discounting any 

contribution of irreversible damaging processes (e.g. interactions with solvated electrons, 

demetalation of the porphyrin, etc.) to the transient signal.  

3.2.2. Characterization of XFEL pulses and the XAS signal.  

The stochastic nature of the XFEL pulse energy distribution and temporal jitter require 

additional characterization of both the incoming X-ray pulse and the X-ray fluorescence signal at 

the sample. For each scan step, 240 individual shots were collected and characterized according to 

initial intensity (I0) and fluorescence detector response (D1 and D2). The XAS signal amplitude at 

each energy step was determined from the average of normalized shots after rejection of selected 

individual shots when the normalized XAS signal deviated significantly from the median XAS 

value as described below. To account for timing jitter in the X-ray pulses, individual shots were 

re-binned in time for time delay scans according to up-stream diagnostic RF cavities (“phase 

cavities”) that record the average electron bunch arrival time (see Methods 3.2.4). Importantly, this 

serves to account for the long-term drift in the average pulse arrival time relative to the laser delay 

and replaces and reduces the contribution of the timing jitter to the overall time resolution with the 

uncertainty in the phase cavity response. After phase cavity re-binning, the time resolution of the 
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experiment was reduced from an estimated 400 fs to 300 fs based on the FWHM of the Gaussian 

instrument response function obtained as a fitted variable in the fits of the time delay scans. 

3.2.3. Data reduction, correction, and filtering 

The shot-by-shot variation in intensity and energy for XFEL pulses necessitates calculation of 

the XAS signal for each individual pulse as well as further characterization of the distribution of 

certain crucial parameters for all pulses to enable filtering of outliers and improvement of the S/N. 

Channels of primary interest are the non-invasive beam intensity monitor upstream of the sample 

chamber (I0) and two chamber mounted PIPS diodes that detect X-ray fluorescence signal (D1 and 

D2).  

The “spikey” nature of the SASE XFEL spectrum as well as its limited energy bandwidth leads 

to both an amplification of the noise in the shot intensity due to variation in the central energy of 

the pulse when the beam is monochomatized, and to occasional large jumps in intensity when the 

monochromater energy is aligned with a spike. The result is a distribution of shot intensities with 

outliers at as much as 600% of the median intensity. For each scan step in energy or delay, for 

which 240 shots are collected during a two second integration time, any zero intensity shots are 

eliminated. The X-ray fluorescence signals from detectors D1 and D2 are then normalized for each 

shot by the corresponding I0 intensity to obtain the single-shot XAS signal. Outliers above a high 

threshold of 100 times greater than the median XAS signal for all shots are subsequently removed 

from the data set.  

Further filtering of shots is accomplished by first constructing linear fits of the D1 and D2 shot 

data vs. I0. Lower and upper rejection limits are defined as linear functions with the same slope as 
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the D1 or D2 vs. I0 fit, but offset in the Y-axis about the fit line by two times the standard deviation 

of the D1 or D2 signal data for all 240 shots (light teal and purple regions in Figure 3.2). This 

minimizes over-rejection of shots for lower-signal energies, such as in the d-orbital transition 

region, while eliminating shots too far from the median XAS signal at each energy.  

3.2.4. Phase cavity timing correction  

Variation in the shot arrival time contributes significantly to the temporal broadening of the 

instrument response. In addition to this, the average shot arrival time displays some long term drift, 

resulting in the shift of the XAS difference signal rise with respect to the previously defined “time 

0”. Two resonant RF cavities (phase cavities) positioned upstream of the experiment in the electron 

beam are excited by individual electron bunches and record approximate arrival times as an 

induced periodic electric field.47  

The relationship between the recorded phase cavity electron bunch arrival times and the actual 

X-ray pulse arrival times at the sample itself is informed by a dataset taken during a separate 

experiment several days prior but sharing all X-ray timing characteristics. Due to the use of the 

polychromatic beam for this previous experiment, the precise bunch-by-bunch timing diagnostics 

provided by the then recently implemented laser/X-ray autocorrelator was available before the tool 

was optimized for the lower flux of the monochromatic beam used in the XAS experiment. A fit 

of the Timing tool vs. phase cavity arrival times yields a linear relationship that is then applied to 

the XAS experiment’s phase cavity data, providing a timestamp for each shot that can be used to 

re-bin them in time (Figure 3.4).  



52 
 

 

 

Figure 3.2: Correlations between X-ray detectors for all shots collected in a single scan step (8343 

eV) after initial rejection of zero events and extreme XAS signal outliers. Linear regressions of 

fluorescence detectors D1 and D2 vs. the normalization signal I0 are plotted with filtering limits 

(+/- 2 standard deviations of D1 or D2 for all shots) for each detector. 
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Figure 3.3: Histograms for all shots collected in a single scan step (8337 eV). (A) I0 values before 

and after the filtering process described above. (B) Shot-by-shot calculated XAS signal using an 

average of D1 and D2 values before and after filtering.  

 

Figure 3.4: The drift of the bunch arrival time about the nominal time 0 during a scan, where the 

corrected bunch arrival time is obtained from the phase cavity correction.   
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Figure 3.5: The correlation between recorded phase cavity bunch arrival times and precise arrival 

times obtained from the laser/X-ray autocorrelator (“timing tool”). This correlation is used as a 

calibration curve to calculate bunch arrival times from phase cavity data when the autocorrelator 

was unavailable.  
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Re-binning delay-scan shots according to this relationship results in a faster rise time at the 

energy with the most prompt rise, 8341 eV. Both the slope and the offset of this linear correction 

were optimized to obtain the shortest rise time at 8341 eV, but differences in the rise time between 

the optimized parameters and those obtained from the timing tool data are negligible. Based on the 

global kinetics fit to delay scans at all energies in which the width of the instrument response 

Gaussian is fit as a variable, the instrument response after Phase-Cavity re-binning is estimated at 

about 300 fs FWHM. This is due to 1) imperfect correction of the timing jitter using the phase 

cavity technique, 2) noise in the response and fitting of the electron bunch arrival time as measured 

by the phase cavities, and 3) the relative temporal broadening of the X-ray pulse compared to the 

optical pulse as it travels through the liquid jet due to the difference in the index of refraction of 

water for optical and X-ray pulses, contributing an estimated 1 fs per μm of solvent (140 fs in this 

case) to the broadening of the IRF.  

3.2.5. Sample excitation conditions and excited state fraction 

A careful assessment of the laser spot measured during the experiment (by monitoring X-ray 

fluorescence during a scan of the laser position across the X-ray spot at a time delay and energy 

associated with a large XANES difference) give us a ~300 um x 250 um spot. The extinction 

coefficient of the sample at 527 was 12500 M-1cm-1. For a pulse width of 50 fs and pulse energy 

of 18 μJ, the peak intensity is 524 GW cm-2. At this pump intensity, the number of photons per 

area on the jet times the jet absorption cross section (Jσ) is ~1.5 and stimulated emission is 

expected to limit the absorption excited population, although the decay of the initially excited S1 

state is sufficiently rapid to allow for a slightly higher than 50% excitation fraction. 
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In previous work at a synchrotron source,48 we determined the T(d,d) state fraction by 

subtracting the remaining ground state contribution at ~100 ps delay judging by the disappearance 

of the ground state 1s → 4pz peak, which yielded an average ~40% excited state population at 100 

ps.  Such a subtraction is based on a two-state model, S0 and T(d,d).  Because the X-ray pulse 

duration at the time was ~100 ps, the initial excitation population should be higher than 40%.  

Considering the T(d,d) state has a lifetime of ~200 ps, the initial excited state fraction should be 

about 60 ± 10% assuming that the temporal overlap between the laser and X-ray pulses was 

optimal. Comparison of this previous data set to the 100 ps time delay in this experiment presented 

in the main text yielded a very similar excitation fraction for the ultrafast XANES. 

Because of the higher time resolution realized at the LCLS, a three-state model with S1, T’ and 

T(d,d) states must be employed as described in our manuscript. Thus, we chose to analyze the data 

using the difference spectra as shown in the main text.  If we assume that the T(d,d) state XANES 

spectrum obtained from the previous synchrotron data is correct, the initial excited state fraction 

is also about 60% in the LCLS data. A greater than 50% yield (since our excitation fraction is 

ultimately limited by stimulated emission) is enabled by some relaxation to lower energy excited 

states within the pulse duration, which allows further π → π* excitation. It should also be noted 

that this estimation of the excited state population is relatively imprecise and an uncertainty of +/- 

10% is expected. Our analysis of the lifetimes involved in S1(π, π*) decay are in line with about 

5% population conversion to T’(π, d) within the optical pulse. 

However, because our fitting of the kinetics relies on the XANES difference, the lifetimes 

extracted from this analysis are independent of the excitation fraction, assuming there are 

negligible nonlinear optical effects, such as two-photon absorption, or effects on the transient 
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signal that are a result of the moderately high laser fluence, e.g. irreversible damage to or de-

metalation of the porphyrin or interactions with solvated electrons.  

3.2.6. Global analysis of single energy time-delay scans.  

To obtain kinetics for the NiTMP XANES evolution, pump-probe delay scans at selected 

characteristic X-ray photon energies were performed, primarily at those energies showing the 

largest signal amplitudes in the difference XANES spectra (Figure 3.6C). These kinetic traces were 

fit globally to simulated traces assuming a sequential kinetic scheme to describe the excited state 

decay, S1 → T’ → T → S0. Starting with the assumption of a simple three step sequential model, 

delay scans at all energies were simultaneously fit using a non-linear least squares method to obtain 

seven parameters: 1) time constants for all three processes 2) the absorption of the T’  state at each 

energy and 3) the width of the instrument response function. The least squares method compares 

simulated traces generated as described below using starting values for fitted parameters, and 

minimizes the residual between the experimental and simulated data by varying the parameters 

used to calculate the simulated trace. The simulated trace is an absorption-weighted sum of the 

population evolution of each species. First the population of each species as a function of time is 

calculated by numerical integration of a system of differential equations; the differential rate 

expressions that describe the rate of change of each species’ population included in the kinetic 

scheme, which depend on the fitted τ1, τ2, and τ3.  

𝒅𝒅𝑷𝑷𝑺𝑺𝟏𝟏
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𝒅𝒅𝑷𝑷𝑻𝑻(𝒅𝒅,𝒅𝒅)

𝒅𝒅𝒅𝒅
=

𝟏𝟏
𝝉𝝉𝟐𝟐

∗ 𝒇𝒇𝑻𝑻′(𝒕𝒕)   −  
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∗ 𝒇𝒇𝑻𝑻(𝒅𝒅,𝒅𝒅)(𝒕𝒕)               3. 3 
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∗ 𝒇𝒇𝑻𝑻(𝒅𝒅,𝒅𝒅)(𝒕𝒕)               3. 4 

This yields the populations PS1(t), PT’(t), PT(d,d)(t), and PS0(t) for a specific set of τ1, τ2, and τ3 

values. To compute the X-ray absorption change for each energy, the sum of each species’ 

contribution to the total signal at each energy was described as: 
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          3.5 

Where i is the index of the states, i = 0 - 3, corresponding to S0, S1(π, π*), T’, and T(d,d) states, 

Ai(E) is the relative absorption of the i-th state at E, and Pi(t) is the population of i-th state at t.   

The relative absorption of the ground state S0, A0(E) and that of the T(d,d) state, A3(E) were 

obtained from XANES spectra at time delays with nearly 100% population of S0 and T(d,d), 

respectively (before the pump laser pulse and at 20 ps pump-robe delay). The relative absorption 

of the S1(π, π*) state A1(E) is assumed to be identical to A0(E) because the (π, π*)  excitation is 

confined on the macrocycle porphine and has little impact on the nickel center.  The relative 

absorption of the T’ state A2(E) was treated as a variable during the fits. The calculated Atotal was 

then convoluted with a Gaussian instrument response function (IRF), the width of which is also 

treated as a variable.   

3.2.7. XANES scans in the 1s → 3d transition pre-edge region. 

 In order to capture excitation induced changes in the Ni 3d-orbital occupation, the time 

evolution of the 1s → 3d quadrupole-allowed transition features was also investigated by tuning 
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the center of the SASE spectral bandwidth to this pre-edge region (8349 eV) and collecting energy 

scans.  Due to relatively low signal intensities of the pre-edge features, a modified scheme to 

compute the XTA signal at each energy step was implemented using the slope of a linear fit of D1 

or D2 vs I0 rather than the average of the normalized signal for all individual shots.  Monochromator 

scans were taken only at selected time delays of -5 ps, 1 ps, 10 ps and 50 ps. Because XAS signals 

in the pre-edge region contain a significant background contribution from the rising edge that 

varies with the time delay as the nearby 1s → 4pz transition peak shifts in energy, a second order 

polynomial was used to fit the background contribution of the averaged scans for each time delay. 

This contribution was removed to extract the individual peaks.  

3.2.8. Electronic structure calculations.  

To understand the overall electronic and structural evolution of the NiTMP excited states and 

to ascertain how changes in the electronic and nuclear structure as the molecule relaxes are 

reflected in the experimentally observed XTA signals, each electronic state in the proposed 

mechanism (Figure 3.1) was modeled separately. Initial DFT and TDDFT calculations using the 

BP86 functional were employed to probe the basic orbital structure of NiTMP and its excited states 

using the ADF package (ADF2013.0149,50). A double-ζ polarized (DZP) basis set was used for the 

description of C, N, and H atoms, and a triple-ζ polarized (TZP) basis set was used to describe the 

atomic orbitals of Ni.  This combination of functional and basis set has previously described the 

orbital structure of a related Ni compound with high accuracy.51 Subsequently, the geometries of 

the ground and each intermediate excited state were optimized with the BP86 functional52-54 and 

the 6-31G(d) basis set55,56 using a development version of the Gaussian software package.54 The 

X-ray absorption was calculated with energy-specific TDDFT (ES-TDDFT)57,58 using the 
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PBE1PBE and Ahlrichs' def2-TZVP basis set59 with diffuse functions on the nickel atom.60-62 For 

all calculations of X-ray absorption spectra, the mesityl groups on the porphyrin have been 

replaced with methyl groups to reduce computational cost.  

3.3. Results  

3.3.1. Experimental results 

3.3.1.1. Ni K-edge XANES describes excited state electronic and structural dynamics.  

In the Ni K-edge XANES spectra shown in Figure 3.6, the spectrum at a -5 ps pump-probe 

time delay (before the laser arrives) is identical to the previously obtained spectrum for the ground 

state S0,14,63 while the spectra at the 20 ps time delay and longer resemble the spectrum identified 

by the same study as the T(d,d) state.14,41  

Comparing the spectra at 100 ps delay with the T(d,d) spectrum and considering the 200 ps 

T(d,d) state decay time constant obtained previously, we estimate the initial excited state fraction 

to be ~60%. XANES features for the S0 and T(d,d) states have been assigned and share attributes 

characteristic of a square planar Ni(II) coordination geometry. A distinct peak at 8339 eV in the S0 

state spectrum and at 8341 eV in the T(d,d) state spectrum (Figure 3.6A, labeled E2 and E3), 

respectively, are assigned to the strong dipole-allowed 1s → 4pz transition.64
  Features near the 

“white line” absorption peak at 8351 eV are ascribed to contributions from multiple scattering 

resonances and transitions from Ni 1s to σ* antibonding molecular orbitals resulting from the 

hybridization of Ni 4px and 4py orbitals with porphyrin N 2s orbitals.   
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Figure 3.6: Smoothed Ni K-edge XANES spectra of NiTMP between -5 and 100 ps following 527 

nm excitation. Numbered energies correspond to: E1. a transient at the low-energy end of the 1s 

→ 4pz region, E2. the S0 1s → 4pz transition, E3. the T(d,d) 1s → 4pz transition, and E4. the 

white-line feature associated with shortened Ni-N bonds in the T(d,d)  state. (A) Time delays 

characteristic of (-5 ps) S0, plotted with 95% confidence intervals to show the level of the error 

throughout the data set, (0.4 ps) the peak of the transient signal at 8337 eV, (2 ps) the partial 

disappearance of the transient at 8337 eV, the appearance of the T(d,d) 1s → 4pz peak at E2., and 
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the shift of the primary white line feature to E4., and (20 ps) T(d,d). (B) The evolution of the 

XANES from -5 ps to 100 ps within the 1s → 4pz region. (C) Difference spectra relative to S0 

spectrum for delays between -5 and 100 ps, showing the dynamics of the S0 bleach (E1), the rise 

of the T(d,d) 1s →  4pz peak (E2), the rise and fall of the transient at 8337 eV within 2 ps (E3) and 

the rise of the white line feature (E4). Dotted lines correspond to energies at which delay scans 

were taken (Figure 3.7). 
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Below the rising edge in the pre-edge region from 8330 to 8336 eV are weak quadrupole-

allowed 1s → vacant 3d transitions, which directly probe the 3d orbital energies and electronic 

occupation,65 determined by the coordination geometry and electronic state of the Ni center. The 

4p orbitals are vacant for Ni complexes, so changes in transition energies to these orbitals, as well 

as to all high energy bound states, are determined by perturbations to the 4p energies and changes 

in the energy of the core orbitals due to structural or oxidation state changes. 

The progression of the electronic state population S0 → S1 →T(d,d) is captured by XANES 

spectra taken as a function of the pump-probe delay time. The peak position of the 1s → 4pz 

transition for the S0 state at 8339 eV (Figure 3.6A, label E2) clearly shifts to 8341 eV, the energy 

for the same transition in the T(d,d) state. Meanwhile in the less well-resolved white line region, 

the prominent peak feature shifts from 8359 eV to 8353 eV.  While the σ*x,y orbitals should shift 

to lower energy in the excited state as the Ni-N distances expand and the hybridization between 

the Ni 4px,y and Ni 2s orbitals is weakened,66 the 4pz transition blue shift has not yet been well 

explained due to the fact that coupling between the Ni 4pz orbital and porphyrin π-orbitals is 

minimal. 

At a glance, the spectra at time delays of -5 ps to 20 ps seem to resemble mixtures of the S0 

and T(d,d) states, but a feature around 8337 eV in the difference spectra (Figure 3.6C) is a notable 

exception. A transient feature at 8337 eV rises rapidly to its maximum amplitude at 400 fs to 800 

fs, and decays within ~2 ps (Figures 3.6B and 3.6C). After ~2 ps, the XANES difference reflects 

an increasing population of T(d,d) state, whose features are fully developed by 10 ps. The ground 

state 1s → 4pz peak depletion proceeds with an approximate time constant of ~1 ps, in contrast to 

the growth kinetics of the T(d,d) state 1s → 4pz peak, which displays a sharp rise after ~200 fs 
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followed by a slower rise to the maximum peak height, suggesting the presence of an additional 

transient state, which we denote T’ (Figure 3.1) preceding the relaxed T(d,d) state (Figure 3.6C, 

Figure 3.7A). The identity of the T’ state is considered in Results 2.1. Other dynamics of spectral 

features on the ps timescale include an apparent delay between the rise of the white line peak 

feature at 8353 eV, which is an indication of the Ni-N bond elongation as seen in the T(d,d) state, 

and the rise of the 1s → 4pz transition peak associated with T(d,d). Though this region of the 

XANES spectrum suffers due to the drop off of the X-ray intensity at the upper limit of the SASE 

bandwidth, it is nonetheless clear that there is little growth of this feature until 2 ps delay time, 

suggesting a postponed nuclear geometry change, most likely the expansion of the Ni-N bond, 

relative to electronic configuration changes that lead to the blueshift of the 4pz peak.  

3.3.1.2. Energy dependent excited state decay kinetics.  

Comparing time-delay scans at characteristic energies of 8338.5 eV (E2), 8341 eV (E3),  and 

8337 eV (E1), the spectral feature of the short-lived transient (Figures 3.6C & 3.7A)  characterizes 

the decay kinetics of these electronic states along the proposed relaxation pathway (Figure 3.1). 

 As shown in Figure 3.7A, the bleach of the S0 1s → 4pz signal at E2 appears to be slower than 

the initial rise of the T(d,d) state 1s → 4pz at E3.  The signal at E1 appears to rise almost 

instantaneously above that of the S0 state then falls to the lower T(d,d) state absorption. This 

transient signal also interferes with the bleach of the S0 1s → 4pz peak at E2, causing the kinetics 

of the ground state bleach to appear slower than the rise of the T(d,d) 1s → 4pz peak intensity at 

E3. The weak transient signal again suggests that a short-lived transient species T’ contributes to 

the overall XTA signal at those energies, manifested most noticeably at E1.   
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Figure 3.7: Fits of XANES kinetics. (A) Single-energy delays scans at (left to right) 8337, 8338.5, 

and 8341 eV with fits to kinetic model (1) (dark blue line). (B) Decomposed signal contributions 

from each electronic state accounted for in the fit of model (1) to the delay scans at (left to right) 

8337, 8338.5, and 8341 eV determined by numerical integration of the rate expression for each 

species, in this case for the assignment τ1 = 1.0 ps,  τ2 = 0.08 ps (<300 fs). The resulting total 

signal for each energy (dark blue) was fit to the delay traces.  
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Averaged traces at each energy were thus globally fit to the sequential kinetics model below 

using Equation 3.5, which incorporates the formation of T’ from the initial S1(π, π*) state and its 

decay into the T(d,d) state: 

 3.6 

where ki (i = 1 – 3) is the rate constant and its inverse 1/ki is τi, the time constant for the i-th 

step of the reaction.   

As shown by the fits to the delay scans in Figure 3.7A, the totality of the data can be well-

described by the scheme of Equation 3.6 with three time constants; two short lifetimes, 1.0 ± 0.05 

ps and 0.08 ± 0.22 ps, and one long lifetime, 400 ± 130 ps. The ~400 ps lifetime cannot be 

determined accurately due to the limit of the experimental 100 ps delay time window, but it is 

associated with a decay of the total difference signal and can be assigned to τ3, the decay time 

constant of the T(d,d) state to the ground state. This time constant has been determined previously 

in optical and X-ray transient absorption experiments to be ~200 ps.14,32 The 0.08 ps lifetime is 

within the temporal resolution of the experiment and hence cannot be precisely determined by the 

current data.  Hence, we interpret it as less than the width of the instrument response function 

(FWHM, 0.29 ± 0.17 ps). Because the absorption of T’, A2(E) (Equation 3.5), is treated as a 

variable in the fitting, the assignment of the 1.0 ps and <0.3 ps components to τ1 and τ2 is 

interchangeable kinetically, but can be distinguished by the very different absorption of T’ 

necessitated by the two alternatives. The scenario in which τ1 = 1.0 ps and τ2 <0.3 ps corresponds 

to a T’ intermediate that absorbs much more than the ground state at 8337 eV but has little 

accumulation due to its rapid τ2 decay to T(d,d). The other possibility is that T’ appears with τ1 

GSd)T(d,T'*),(S 321 kkk
1 →→→ππ
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<0.3 ps and decays with τ2 = 1.0 ps. The alternatives have been distinguished based on the relative 

absorption of T’ at 8337 eV, where the transient XANES signal is most easily observed, and the 

former is preferred because with a slow decay relative to formation, T’ would accumulate 

significantly prior to decaying to T(d,d). As the computational results below show that T’ should 

have a large absorption at 8337 eV, then this would require a much larger positive difference signal 

at this energy within the first few ps, contrary to observation.  The contributions of each species in 

the relaxation pathway along with the sum total fitted signal are presented along with the 

experimental traces in Figure 3.7 for τ1 > τ2.  

3.3.1.3. Ni 3d orbital configuration from pre-edge transitions.  

Pre-edge features corresponding to quadrupole-allowed transitions from 1s to vacant 3d 

orbitals in the nickel center provide insight into the electronic configuration of the 3d orbitals. In 

synchrotron experiments, the pre-edge region of S0 contains a single peak for the 1s → 3dx2-y2 

transition arising from the electronic configuration of (3dz2)2(3dx2-y2)0 (Figure 3.8B, S0).14 By 50 

ps after photoexcitation (Figure 3.8B, 1.), the T(d,d) excited state is fully populated and its pre-

edge exhibits two peaks arising from the 1s → 3dx2-y2 and 1s → 3dz2 transitions available for the 

(3dz2)1(3dx2-y2)1 electronic configuration (Figure 3.8B, T(d,d)) which eventually decays to the 

ground state (Figure 3.8B, 4.).  

Looking at the time evolution of the d-orbital transition region (Figure 3.8A ), at the negative 

delay representing 100% ground state population, we see a single peak corresponding to the 

transition to the sole 3d vacancy, 3dx2–y2, consistent with previous synchrotron experiments.14,41 
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Figure 3.8: (A) XANES scans in the 1s → 3d region (Figure 2A, E0), 5 pt smoothed and with the 

rising XANES edge background subtracted. Offset in A(a.u.) for clarity. (B) 3d-orbital occupations 

of electronic states in the NiTMP relaxation pathway resulting from: (1) excitation of the porphyrin 

macrocycle, (2) charge transfer from the macrocycle π* orbital to the Ni metal center, (3) reverse 

charge transfer from Ni to the macrocycle via relaxation of a 3dz2 electron into the π hole, (4) 

relaxation of the 3dx2-y2 electron into the 3dz2 to recover the ground state d-orbital configuration. 

Note naming convention w.r.t. spin state.51  
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Following excitation, the d-orbital transitions are derived from a mixture of states which we 

interpret as evolving according to a series of processes represented in Figure 3.8B. At 1 ps delay 

time, the magnitude of this peak is diminished and slightly red shifted, while by 10 ps the pre-edge 

features are significantly broadened with some intensity growing in at lower energy. At 50 ps delay 

time, we see features associated with the T(d,d) state, where single vacancies in the 3dx2–y2 and 

3dz2 lead to a split peak, although the splitting energy is 1 eV less than the 2.3 eV observed at 100 

ps during synchrotron experiments. This splitting is not clearly discernable by 1 ps, but may 

influence the shape of the broadened features at 10 ps.   The absence of a split peak by 1 ps is 

contradictory to the full conversion of the excited population to T(d,d) by 350 fs, as suggested by 

previous studies.67 Total population of the vibrationally hot T(d,d) state is more consistent with the 

10 ps spectrum where the 1s → 3dx2- y2 and 1s → 3dz2 transitions appear to be broadened with the 

1s → 3dx2- y2 slightly higher in energy, possibly due to the shorter Ni-N bond length. Directly 

detecting T’ features for these weakly absorbing transitions is complicated by the fact that T’ 

appears to be short lived, present at low accumulation, and exists simultaneously with several other 

electronic states. Features at 1 ps are likely ascribable to a combination of the S1 state, T’, and 

broadened T(d,d) features.    

3.3.2. Electronic structure and XANES calculation 

3.3.2.1. TDDFT determination of excited state energies and geometries.  

DFT and TDDFT calculations identified possible electronic states participating in the 

relaxation pathway.  Ground and excited state geometry optimizations of these potential 

intermediate electronic states provided their relative energies and structural characteristics (see 

Methods: Computational Modeling for details of the calculation). 
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Using the optimized ground state geometry, the S1(π, π*) state Frank-Condon excitation 

energy, which has B excitation symmetry, is computed to lie at 2.31 eV above the ground state.  

Any potential intermediate states in the singlet manifold should be rapidly populated according to 

Kasha’s rule and TDDFT excited state geometry optimizations performed on the lowest lying 

singlet excited states of both A and B symmetry found the lowest A state at 1.31 eV and the lowest 

B state at 1.81 eV.  The lowest A singlet state, which possesses (π, 3dx2-y2) orbital character, is 

chosen as a point of probable intersystem crossing and triplet states computed using the geometry 

optimized in this  lowest A state reveal a corresponding triplet state with the same orbital character 

that lies close in energy at 1.25 eV. This A state provides an excellent candidate for the identity of 

T’ because 1) it is the lowest energy state in the singlet manifold and 2) the proximity of the singlet 

and triplet of (π, 3dx2-y2) character in energy may enable rapid intersystem crossing. For subsequent 

calculations, we identify T’ as a (π, d) state with the d-orbital configuration (3dz2)2(3dx2-y2)1 as 

suggested by the experimental XANES pre-edges. 

To determine any symmetry restrictions on intersystem crossing (ISC) between these electronic 

states, NiTMP was modeled without the mesityl substituents to obtain a higher symmetry group. 

Energies calculated for corresponding states of interest are very similar to those found in the lower 

symmetry geometry. Group theory considerations show that ISC from the singlet to triplet 

manifold is allowed, as the product of the irreducible representation of 1(π, 3dx2-y2) and 3(π, 3dx2-

y2) belong to the irreducible representation of the angular momentum operator Rz.  

Relaxed geometries for the ground, S1(π, π*), T’, and T(d, d) states show significant structural 

differences. Both the ground state and S1(π, π*) state geometries have a short (1.94 Å) Ni-N 

distance and a significant out-of-plane ruffling distortion of the porphyrin macrocycle. This 
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structural similarity is not surprising given the identical Ni electronic occupation in these two 

states. The T(d,d) state, on the other hand, exhibits 1s → π an expansion of the Ni-N distances by 

0.1 Å, very similar to the 0.08 Å shift derived from 100 ps resolved EXAFS experiments,14,41  and 

a flattening of the macrocycle conformation. A 0.8 Å Ni-N expansion is apparent in the T’ state, 

suggesting that a relaxed T’ geometry would have much the same structure as the T(d,d) state.  

3.3.2.2. Modeling of inner shell XAS bound transitions.  

Solutions to the Self Consistent Field (SCF) equations that converge to a higher energy than 

ground state solutions have long been recognized as useful approximations to excited state wave 

functions.68-70 These solutions allow excited states to be treated in a single determinant framework 

whose response can be modeled with TDDFT. In order to obtain these higher-energy SCF 

solutions, a set of natural transition orbitals (NTOs)71 for the state of interest was first generated at 

the excited state geometry. The initial guess for the SCF density of this higher-energy solution was 

then formed by a HOMO-LUMO swap of the dominant NTOs. A second-order optimization 

scheme was then used to converge to the state of interest.72 The XANES spectra of these 

intermediate states were then calculated with ES-TDDFT at the same level of theory as the ground 

state (discussed in Computational Modeling). 

Due to the neglect of scalar and spin-orbit relativistic effects in this simulation, the calculated 

transitions are much lower in energy than the experimental results. However, it has been shown 

that these operators have little effect on relative transition energies73 and uniform shifts are 

routinely applied to calculated XANES spectra to better compare transition energies with 

experimental data.73-75 A uniform shift of 172 eV is applied to all calculated spectra and all 
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transitions are convoluted with Gaussian functions to match experimental lineshapes; 2.2 and 1.8 

eV FWHM for the 4pz and 3d transitions respectively. 

The dipole allowed 1s → 4p transitions are the dominant transitions in all calculated XAS 

(Table 3.1, Figure 3.9A). The electronic environment around the Ni atom has changed minimally 

between the S0 and S1(π, π*) states, so little change is seen in the 1s → 4pz transition. However, a 

red and a blue shift is observed for the T’ and T(d,d) states respectively. These trends reproduce 

those of the experimental data where the T(d,d) 1s → 4pz transition is clearly blue shifted compared 

to the S0 and a short-lived rise and fall is evident red of the S0 peak. 

It’s worth noting, however, that the calculated transitions are pure populations of their 

respective electronic states, which do not exist in the relaxation of the excited NiTMP and the 

experimental data reflects of a mixture of states. For this system, the modeled 1s → 3d transitions 

reflect the expected 3d-orbital occupation for the ground and T(d,d) states. Modeled transitions to 

3dz2 and 3dx2-y2 roughly coincide with the two peaks apparent in the experimental XANES at 50 

ps delay (Figure 3.9B) and are very similar to those observed in the pre-edge region at 100 ps 

during our previous synchrotron experiments.14,41 The experimental 1s → 3dx2-y2 peak at 1 ps is 

slightly red shifted compared to the ground state and this same behavior is seen for the modeled 

transition for the T’ state. This red shift is notable as it contrasts with the blue shift observed for 

the same transition at 50 ps and for the modeled T(d,d) state. A weakly dipole allowed 1s → π 

transition is apparent in the calculated spectra of the S1(π, π*) and T’ states, although these are not 

plotted because their contribution is removed during background subtraction of the experimental 

data.   
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Table 3.1: Orbital energies for the electronic ground state and changes in those energies in various 

excited states (blue -occupied and red - unoccupied). 

 Inputs for excited-state XAS modeling 

Wave 
function S0 S1(π, π*) T’ T(d,d) S0 S0 T(d,d) T(d,d) 

Geometry S0 S1(π,π*) T’ T(d,d) T’ T(d,d) S0 S1 

 Calculated Ni orbital energies 
 eV      -------------------------------- ∆eV ------------------------------------------------------------- 

1s α 8167.47 -0.05 2.02 -1.17 0.37 -0.34 -0.67 -0.61 

1s β 8167.47 -0.05 2.03 -1.17 0.37 -0.34 -0.67 -0.61 

4pz α 1.39 -0.07 0.18 -0.23 0.06 -0.03 -0.15 -0.16 

4pz β 1.39 -0.06 0.05 -0.44 0.06 -0.03 -0.34 -0.34 
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Table 3.2: Ni 1s and 3d orbital energies for the electronic ground state and changes in those 

energies in various excited states (blue -occupied and red - unoccupied) 

Geometry Ground 
state 

S1(π,π*)  T’  T(d,d)  T’  T(d,d)  Ground 
State  

S1(π,π*)  

Wave 
function 

Ground 
state 

S1(π,π*) T’ T(d,d) Ground 
state 

Ground 
state 

T(d,d) T(d,d) 

Units eV ΔeV 

1s α -8167.47 -0.05  2.02 -1.17 -0.37 -0.34 -0.67 -0.61 

1s β -8167.47 -0.05 2.03 -1.17 -0.37 -0.34 -0.67 -0.61 

3dz2 α -6.61 -0.04 0.69 3.96 -0.28 -0.25 4.29 4.23 

3dz2 β -6.61 -0.04 1.66 -2.99 -0.28 -0.25 -2.71 -2.68 

3dx2-y2 α -0.50 -0.03 -4.00 -5.15 -0.93 -0.95 -4.58 -4.04 

3dx2-y2 β -0.50 -0.03 3.12 -0.18 -0.93 -0.95 0.91 0.86 
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Figure 3.9: Gaussian-broadened calculated XAS transitions of relevant excited electronic states 

compared to experimental spectra in (A) the rising edge regions where 1s → 4pz transitions 

dominate and (B) the pre-edge region. 
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Furthermore, these are relatively short-lived states, the contribution to the total signal is quite 

small, and this region of the spectrum is very noisy due to low XAS signal, so well-defined peaks 

for these weak dipole allowed transitions are not observed experimentally.   

3.4. Discussion 

This study, which is among early examples of XTA measurements at LCLS, allows us to 

establish a kinetic scheme describing the decay of photo-excited NiTMP and to distinguish the 

short-lived Ni(I) state T’ as an intermediate preceding the formation of the previously characterized 

T(d,d) state. Inner-shell transitions characterized by the combined experimental and computational 

results are analyzed to derive properties not directly measureable using other ultrafast methods.  

Here, we discuss the evidence for the charge transfer nature of the short-lived T’ state, discuss the 

interpretation of the modeled XAS transitions towards discerning the impact of electronic 

occupation on Ni orbital energies, reflect on the role of structure in determining excited state 

properties, and present our views on the implications of our findings for potential applications.   

3.4.1. Evidence for a transient Ni(I) center due to intramolecular electron transfer.  

In combination with calculated XAS transitions relating transient XANES features to 

corresponding electronic states, global analysis of the XTA signal as a function of the X-ray photon 

energy and delay time allowed us to overcome challenges in the assignment of T’ to a CT state: 1) 

the weak T’ state signal compared to those of the S0 and T(d,d) states through the rising-edge; 2) 

the ambiguity of previous ultrafast optical absorption measurements with regards to changes in the 

Ni orbital occupation; and 3) the uncertainty of  the correlation between the 3d electronic 

configuration and the energy of the prominent 1s → 4pz transition.   
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Global fitting of kinetic traces at three characteristic X-ray energies results in three time 

constants for the three-step sequential model (Equation 3.6). However, the assignment of these 

time constants to specific processes requires an idea of the relative absorption properties of each 

state involved. This was determined with the DFT assignment of the difference XANES spectral 

feature at E1 to the 1s → 4pz transition peak of the T’ state.  This assignment would have been 

otherwise challenging due to evolving background signals near the rising edge and the lack of 

available XANES data for Ni(I) square planar systems. The decomposition of the total signal 

(Figure 3.7B) shows that the apparently faster rise at E2 compared to the decay at E1 arises from 

a small positive contribution to the signal from T’ at both energies that rises and decays quickly. 

The kinetics of the T’ state absorption (Figure 3.7B, cyan curves) initially appear to be the result 

of an ultrafast (< 300 fs) generation time constant τ1 and a relatively slow (~1 ps) decay time 

constant τ2 for the T’ species. However, taken by itself the integrated rate law for the T’ population 

derived from the sequential kinetic model (Equation 3.6) cannot distinguish between this 

assignment and τ1 = 1 ps, and τ2 < 0.3 ps. This second case results in low T’ population 

accumulation. Given the expected large absorption of T’ at 8337 eV due to its redshifted 1s → 4pz 

transition, the modest increase in signal at this energy supports the latter assignment.  

Because the T’ state decays significantly faster than it forms, so-called “inverted kinetics” 

govern the T’ population. The 1 ps decay of the T’ population reflects the 1 ps decay of the S1(π, 

π*) population from which T’ is being constantly generated, while the <0.3 ps decay of the T’ state 

limits T’ accumulation even when the  population of  S1(π, π*) is large. This manifests as the 

population rise time and the rise of the T(d,d) state closely follows the rate of formation of this 
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intermediate state, as this is essentially rate limiting. These population kinetics follow our 

observation that the transient T’ state is only detectable for 1-2 ps.   

Relaxation through a charge transfer (CT) state that produces a transient Ni(I) intermediate has 

been previously hypothesized based on double-excitation optical methods that observed the 

relaxation of an excited π electron through d-orbital vacancies in the long-lived T(d,d) state in 

NiTPP.33 Such a CT state has also been implicated as the route of excited porphyrin deactivation 

in Ni tetraphenylporphyrin (NiTPP), Ni octaethylporphyrin (NiOEP), heme76, and several other 

open-shell metalloporphyrins77 by pump-probe photoelectron spectroscopy measurements in the 

gas phase, which report fast time constants for the evolution of the NiOEP excited state absorption 

very similar to this work (100 fs and 1.2 ps). 

A short lived CT state, T’, is compatible with the population of the T(d,d) state on the 

picosecond time scale as observed by previous studies,67,78 although these did not implicate a 

charge transfer state and depicted the S1(π, π*) relaxation process as the direct transfer of the 

excitation to the metal center, resulting in a hot T(d,d) state. Vibrational relaxation of the hot T(d,d) 

state was observed within 10-20ps.  

During this period, vibrational relaxation processes likely occur and these results do not 

preclude the involvement of an unrelaxed T(d,d) state in the S1 decay. However, a purely 

vibrational model that does not assign T’ as a CT state  is not as well supported by the current 

analysis of the 4pz region, where XANES differences before T(d,d) is fully populated are ascribed 

to the rearrangement of the Ni electronic structure. Ni orbital energies calculated for a T(d,d) 

electronic configuration but an S0 or S1 geometry, approximating an unrelaxed T(d,d) state, show 
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that such a state cannot account for the  transient signal at 8337 eV due to an overall blue shift in 

the 1s → 4pz transition (Table 3.1). One other (d,d) state, (3dxz/3dyz, 3dx2-y2) is energetically 

allowed and may have a slightly redshifted 1s → 4pz peak, at least at the S0 geometry, due to the 

localization of electron density on Ni as charge shifts from orbitals highly hybridized with the 

porphyrin π orbitals to 3dx2-y2 but this is likely small compared to a LMCT state. Furthermore, the 

relaxation of this state to T(d,d) would require an additional d → d relaxation process which is 

unlikely to proceed with the rapidity we observe for the T’ decay.     

Nuclear movement during vibrational relaxation affects the 3d orbital energies, especially 

those involved in coordination to the porphyrin ring, which is reflected in the dynamics of the 1s 

→ 3d transition region as general broadening of the 3d transitions in T(d,d). An increased linewidth 

for NiTMP 1s → 3d transitions due to conformational heterogeneity was previously observed for 

the NiTMP ground state.2 This may provide an explanation of the apparent broadening of 3d 

transitions at 10 ps when T(d,d) is fully populated although a full description of the relaxation 

processes in terms of nuclear movement requires additional measurement with more direct 

structurally sensitive techniques.  

3.4.2. XAS transitions reflect photo-induced electronic structural changes in the metal center. 

Because it directly probes transient metal orbital energies and occupancy, XTA on the fs time 

scale can determine the dynamics of photoinduced metal electronic configuration and orbital 

energy changes well before thermalization of the excited states. While optical transient absorption 

measurements can clearly identify the kinetics of S1(π,π*) state decay, they are not able to directly 

detect optically dark electronic states arising from changes in metal centered electronic occupation 

or metal orbital energy changes in subsequent excited states. This study has directly obtained 
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energies of the transitions 1s → 3d and 1s → 4pz in Ni for different electronic states, from which 

these properties have been obtained for short-lived transient states.  

Changes in the observed Ni K-edge transition features, such as the red shift and subsequent 

blue shift of the 1s → 4pz transition energy, agreed with the calculated inner shell transitions (Table 

3.1) and their energies are interpreted in terms of the evolving electronic configuration.  With the 

assignment of T’ to Ni(I), T’ state formation can be understood as the intramolecular charge 

transfer from the π* orbital to the 3dx2-y2 orbital. Computational results indicate a rise of the 1s 

energy by ~2 eV for the T’ electronic configuration, where charge transfer results in greater nuclear 

shielding and therefore a lower electron binding energy. The rise of the 1s orbital energy in turn 

reduces the 1s → 4pz transition energy in the T’ state. This is identical to the core-level shift seen 

in X-ray photoelectron spectroscopy (XPS)79 and the effect of oxidation on K-edge spectra has 

also been observed in previous XAS experiments.80,81  

This computed red shift is seen experimentally as the rise and fall of intensity around E1 in <2 

ps. Only about 0.2 eV of the ~2 eV shift in the 1s → 4pz transition energy change from the ground 

state to the T’ state transition is due to the shift of the 4pz orbital energy.  Similarly, the blue shift 

in the 1s→4pz transition energy of the T(d,d) state can be attributed to a change in the repulsive 

potential felt by the core electrons as the 3dx2-y2 orbital is far more hybridized with the ligand 

orbitals than the 3dz2 orbital (Figure 3.13). Relative to the ground state, which has a doubly 

occupied 3dz2 and an unoccupied 3dx2-y2 orbital, the T(d,d) state has less electron density around 

the Ni atom, lowering the 1s orbital energy and blue-shifting the 1s → 4pz transition by 1.5 eV.  
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Figure 3.10: Relaxed geometries of each electronic state in the NiTMP decay pathway as calculated 

by TDDFT. Occupation of the Ni 3dz2 orbital drives expansion of the Ni N bond length and 

subsequent flattening of the macrocycle. 
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Figure 3.11: Molecular orbitals involved in each excited electronic state transition. Many features 

of the excited state XANES can be explained based on the movement of electron density on or off 

of the metal center.  
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As evidenced by the computed changes in the Ni 1s energy experimental 1s → 3d transition 

energies cannot be solely relied upon to determine changes in d-orbital splitting. Though the 1s → 

3dx2-y2 transitions, for example, are within half an eV of each other according to the experimental 

spectrum, we can expect the 3dx2-y2 orbital energy to change much more significantly to remain 

consistent with the shifts in the Ni 1s energy.  Calculated transition energies are very similar to 

those experimentally observed with the possible exception of the T(d,d) state, though even here 

the trend in the movement of the transitions with respect to the ground state is preserved.  

3.4.3. Macrocycle structural response to NiTMP electronic evolution. 

The identification by TDDFT of T’ as the lowest energy singlet as well as a state with a triplet 

state lying close in energy lends credence to the identification of T’ as a (π, d) state. The optimized 

geometries of the involved electronic states (Figure 3.10) provide insight into the behavior of the 

NiTMP structure in response to electronic changes and the subsequent energetic rearrangement of 

Ni orbitals. 

Macrocycle expansion and flattening in the T(d,d) state is explained based on the net 

movement of electron density from 3dz2 to 3dx2-y2, which sits in the porphyrin plane and aligns 

well with the Ni-N bonds. This bond expansion is a repulsive response to additional electron 

density localized between the Ni and N atoms. Because the macrocycle need no longer 

accommodate the unusually short Ni-N bond length, the constrained ruffled geometry relaxes to a 

more energetically favorable flattened conformation that allows greater delocalization of π 

electrons.  Interestingly, the majority of the Ni-N bond length expansion has already occurred in 

the relaxed geometry of the T’ state, which has a flattened porphyrin conformation and a Ni-N 
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bond length expansion of 0.08 Å, suggesting that the occupation of 3dx2-y2 is the main driver of 

porphyrin expansion. 

Comparisons to 1s, 4pz, and 3d orbital energies calculated for the T’ and T(d,d) optimized 

geometries but using the ground state wave function to describe the electronic state are used to 

separate electronic vs. structural effects on the excited-state XANES. In spite of the significant 

difference in structure between the ground state and the T’ and T(d,d) states, the difference in the 

4pz orbital energies is very modest and the shift in the 1s energy is only about -0.3 eV for both 

geometries (Table 3.1). We can therefore conclude that the 1s → 4pz transition energy is largely 

determined by the electronic state of Ni, which is in line with the fact that the 1s shift dominates 

the observed transition shifts and that 4pz has less interaction with ligand orbitals than other 

valence Ni orbitals. The relative insensitivity of the 1s → 4pz energy to solely structural changes 

in the porphyrin conformation and Ni-N bond length also discounts the explanation of the short-

lived transient signal as pure vibrational broadening of the T(d,d) state 1s → 4pz feature.  

Based on our observation of the Ni(I) state’s lifetime and the corresponding structural 

evolution, we can speculate on the participation of the ring structure and conformation on the 

stabilization of this species. Porphyrins with large out-of-plane ground state distortions generally 

have dramatically different photophysical properties compared to analogous planar porphyrins, 

exhibiting low fluorescence yield and shorter excited state lifetimes owing to an increase in 

accessible nonradiative decay pathways through a high degree of conformational flexibility.35,82 A 

TDDFT survey of Ni porphine, NiTPP and NiOEP singlet and triplet states noted that the lowest 

energy singlet states in all cases are CT states of 1(π, 3dx2-y2) character, the energy of which 

increases for NiTPP which has a higher degree of macrocycle out-of-plane distortion, in this case 
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ruffling.51 Meanwhile, the lowest energy triplet state, the T(d,d) state, is destabilized to an even 

greater degree as ruffling increases, reducing the energy gap between these states and (π, 3dx2-y2) 

states. This suggests that not only are more routes to radiationless deactivation available for 

distorted porphyrins, but the relevant electronic states along the proposed route of deactivation are 

closer together in energy and the decay process is faster according to the energy gap law.  

In the ground state, Ni porphyrins have a low barrier to interconversion between various 

distorted conformers of the macrocycle,83,84 e.g., ruffled, domed, etc., as evidenced by the relative 

broadness of the 1s → 3dx2-y2 transition peak.41 The lowest in energy of these conformers is a 

ruffled geometry according to our own geometry optimization. Geometry optimizations of the T’ 

state indicate the Ni-N bond length should expand, and therefore flatten the macrocycle. Based on 

the delay in the rise of the white line feature at 8353 eV, closely related to the Ni-N bond length, 

with respect to the features associated with the 1s → 4pz, this expansion is delayed compared to 

the change in the electronic state. Because the T’ state appears to initially retain a ruffled geometry 

while the molecular structure has yet to respond to the electronic change, its conversion to the 

T(d,d) may be accelerated by the structural effect mention above, causing relaxation to T(d,d) to 

occur before the molecule has time to flatten.  

Out-of-plane distortions are structural factors that influence electronic state energies mainly 

through the destabilization of the π and 3dx2-y2 orbitals, an effect that when taken to a greater 

extreme in substituted Ni phthalocyanines begins to lead to longer CT state lifetimes. While the 

CT state reported here and in previous studies of Ni porphyrins is very short-lived, on the order of 

<2 ps, octamethyl and octabutoxy substituted Ni phthalocyanines have been described as having 

long-lived LMCT states with lifetimes in the hundreds of picoseconds.82,85 Here, ring substitution 
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leads to the decrease of the relative CT state energy compared to the equivalent (3dx2-y2, 3dz2) state  

to the point where the CT state is the lowest energy triplet state, extending the lifetime of the Ni(I) 

to the point of potential catalytic utility.   

3.5. Summary 

Ultrafast XANES at the Ni K-edge was successfully measured for optically excited Ni(II)TMP 

on a previously unachievable sub-picosecond timescale, providing insight into its ultrafast 

electronic and structural relaxation processes. Importantly, a transient Ni(I) (π, d) electronic state 

(T’) is implicated as an intermediate through the interpretation of a short-lived excited state 

absorption. The assignment of this absorption is confirmed by agreement with calculated XAS 

transitions for the postulated (π, d) electronic states at this energy.  

The observed and computed inner shell-to-valence orbital transition energies demonstrate and 

quantify the influence of electronic configuration on specific metal orbital energies.  The strong 

influence of the valence orbital occupation on the inner shell orbital energies indicates that one 

should not use the transition energy from 1s alone to draw conclusions about the d-orbital energies 

of different states.  A transient electronic configuration could influence d-orbital energies up to a 

few eV and any potential photocatalytic application should account for this to ensure that energy 

levels are well matched and that the photoexcitation can be used optimally in driving desirable 

processes.    

NiTMP structural dynamics have been deduced from DFT optimized geometries and 

structurally sensitive features in the Ni K-edge XANES. Structural changes such as macrocycle 

expansion and flattening appear to have little impact on the energies of Ni axial orbitals observed 
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in this study compared to the electronic changes that occur as the molecule relaxes. However, the 

influence of the porphyrin macrocycle conformation on relaxation kinetics may be significant 

enough to affect the kinetics that govern the limited population accumulation of Ni(I). The short 

lifetime of the T’ state and the delay of the nuclear rearrangement to a longer Ni-N bond length 

and flattened macrocycle with respect to its formation suggests the still-ruffled macrocycle 

expedites T’ decay. 
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Chapter 4.  Ultrafast Myoglobin Active Site Dynamics Following 

Ligand Photolysis 
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4.1. Introduction 

Iron porphyrins are extremely abundant functional groups in nature. The hemoproteins are 

a large and diverse family that spans a vast array of enzymatic activities, including electron 

transfer, catalytic oxidation or reduction of metabolites, neutralization of damaging reactive 

species, and famously the binding of diatomics such as dioxygen, carbon monoxide, and nitric 

oxide for transportation and sensing.3,15-19  

The globins are a subset of diatomic-binding hemoproteins, the most famous and widely 

studied examples of which are the oxygen transporters Hemoglobin (Hb) and Myoglobin (Mb). 86-

89  However, globins have been increasingly demonstrated to have a complex set of physiological 

functions that extend beyond O2 transport,90,91 including their participation in a number of 

signaling pathways as sensors of endogenous CO and NO. In binding these signaling molecules, 

as in the binding of O2 by hemoglobin,92 the movement of Fe from a domed square pyramidal 

structure into the porphyrin plane triggers a long range allosteric conformational change.93 The 

mediation of ligand binding by structural and electronic factors imposed on the heme by the protein 

matrix plays a large role in the regulation of enzymatic activity, as demonstrated by the variation 

of diatomic binding affinities between globins and as a result of changes in the allosteric state 

exemplified by the R to T transition in hemoglobin.  

Because the dissociation and subsequent recombination of diatomics such as CO and NO 

can be synchronized through an optical excitation of the porphyrin, diatomic ligand binding in 

hemoproteins is amenable to scrutiny by dynamic structural and electronic spectroscopies.3,94-100 

For CO association and dissociation from Mb, the dynamics of both structural and electronic 
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changes at the heme promise to reveal the complex relationship between function and spatial and 

temporal physical properties. 

In Carbmonoxymyoglobin (MbCO), the low spin Fe(II) is bound in a pseudo octahedral 

configuration by the porphyrin nitrogens (Np), the nitrogen of an axial histidine (NHis, His 93), and 

CO, a strong field ligand.101,102 On excitation of the porphyrin Soret or Q bands, photolysis occurs 

within 50 fs, although there is an ongoing debate about the mechanism of CO photolysis and the 

subsequent relaxation of heme. With the loss of CO, the now low spin iron adopts a square 

pyramidal structure with the axial histidine and comes ~0.3 Å out of the porphyrin plane, 

perturbing the position of His93 and the alpha helix in which it sits (Figure 4.1).17,95,103,104 Protein 

control of this movement is critical both because it is the first step of the mechanism of 

cooperativity in hemoglobin O2 binding and because it may lead to a conformational 

rearrangement of the heme pocket that allows CO to escape and avoid geminate recombination.105 

It’s therefore of great interest to link dynamic structural and electronic changes at the heme during 

ligand dissociation to more large scale conformational changes, especially on the timescale of 

ligand departure and heme doming, which is expected to take place within picoseconds. To this 

end we have recently obtained XAS dynamics on the sub-ps time scale at XPP, LCLS with the 

simultaneous detection of the protein scattering signal. The scattering data is currently being 

analyzed by collaborators and is not discussed.  

4.1.1. Synchrotron X-ray Transient Absorption of carbmonoxymyoglobin photolysis 

Time-resolved XAS measurements of CO dissociation from Mb have evolved for three 

decades with the capabilities of synchrotron and laser technology.  
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Figure 4.1: Myoglobin active site structural changes following CO photolysis. Upon 

photoexcitation, ground state MbCO (green) loses its bond to CO and adopts a square pyramidal 

structure with His93 (pink), resulting in the “doming” of the porphyrin where the Fe (red) comes 

out of the plane of the macrocycle. Structures are from photolysed MbCO trapped at low 

temperature [99] and ground state [96] MbCO, where their crystal structures are aligned by their 

respective porphyrin carbons.  
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Pioneering work by Mills106 observed changes in the Fe K-edge position following the 

photolysis of CO with a time resolution of 300 µs. This edge shift is due in part to the loss of the 

electron withdrawing effect of the back bonding CO ligand in addition to other electronic and 

scattering effects. Utilizing advancements in the laser repetition rate to achieve much higher signal 

to noise, later work by Wang107 improved this time resolution to 100 µs. Improvements in overall 

signal quality made analysis of the weak Fe 1s to 3d transitions possible,  enabling the observation 

of the low spin to high spin transition of the d electrons on photolysis.  

More recently, diatomic Mb recombination dynamics have been assessed with ps- resolved 

XTA (Figure 4.2). With an energy range covering both the XANES and EXAFS portions of the 

iron K-edge, our group was able to investigate both electronic changes in the Mb metal center, 

such as the rearrangement of the d-level energies and occupancy, and structural changes in the iron 

heme102. Within the 100 ps limit determined by the width of the X-ray pulse, a large change in the 

Fe edge position takes place following photodissociation.  

The edge shift is accompanied by changes in the XANES energy region associated with 

the quadrupole allowed metal 1s to 3d transitions of the Fe pre edge. Two well separated d 

transitions can be attributed to orbital vacancies. These are orbitals with a lot of 3dx2-y2 and 3dz2 

character for the lower energy transition, and with 3d → CO back bonding antibonding character 

for the higher energy transition (Figure 4.3). 100 ps following photolysis, these distinct peaks 

disappear and are replaced by a broader, weaker, red shifted feature. This can be rationalized based 

on the transition from a low spin d6 pseudo octahedral coordination environment to one that is high 

spin and square pyramidal with the loss of a strong field axial ligand.  
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Figure 4.2: Fe K-edge XANES measured after CO photodissociation with 100 ps time resolution. 

Ground state XANES and the expanded pre-edge region (inset) for metmyoglobin and MbCO are 

shown in addition to photoexcited MbCO at various delay times. CO has a long recombination rate 

and all pulses to 47μs can be averaged to represent the CO dissociated state.  
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Figure 4.3: Ligand field picture of CO bonding to deoxymyoglobin, including relevant Fe 

atomic and CO molecular orbitals. Red dashed arrows show possible transitions from 1s 

and indicate the origin of the pre-edge peaks for MbDeoxy and MbCO.  
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With the reduction of crystal field splitting and the transition to high-spin d6, red shifted 

transitions to all 3d-chararacter orbitals become available at diminished intensity, as they are half 

filled, and the back bonding antibonding orbital ceases to exist. However, changes in the first 100 

ps persist for 10s of µs, indicating that the process of heme relaxation is complete within the first 

100 ps. Optical and vibrational studies also find little change in the heme absorption after 20 ps 

save for recombination of the CO,95,108 but on the sub-ps to ps timescale several heme relaxation 

processes occur. 

4.1.2. Ultrafast processes in heme relaxation and opportunities at XFELS 

Before totally thermal equilibration by 20 ps,109 the heme must necessarily undergo the 

transition from low spin to high spin d6, the elongation of Fe-Np and Fe-NHis bonds, and the 

movement of iron out of the heme plane. While heme cooling has been observed by time-resolved 

Raman techniques on the timescales of a few to 10s of ps108,110 and transient absorption 

spectroscopy shows the development of broad excited state absorption features red of the bleached 

Soret that decay with time constants of ~3 ps and ~300 fs, an active discussion exists in the 

literature as to whether these features are attributable to a decay through a series of intermediate 

electronic species101,111-113 or through an exclusively vibrational relaxation pathway.109,114 More 

recent models involving transient electronic states implicate the 300 fs and 3 ps components to the 

decay of a rapidly formed (<50 fs) MLCT state to a mixture of (d,d) states, followed by relaxation 

to the high spin deoxy heme.101 Vibrational models, on the other hand suggest the transition to the 

high spin deoxy ground electronic state is very rapid, as the Fe-His mode associated with the 5-

coordinate ground state appears in <100 fs,109   
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Because Fe K-edge XTA is sensitive both to the heme electronic structure and the local 

structural geometry during heme relaxation, measurements of the XANES should distinguish 

between these mechanisms, but only if very fast timescales are resolvable. In this regard, XTA at 

LCLS provides a rare opportunity to investigate these relaxation processes with a technique with 

both high temporal and structural resolution.  

4.1.3. Optical Polarization Selected XTA 

Even with tools of modern electronic structure and multiple scattering theory, dynamic features 

in the XANES can be difficult to assign, especially in the absence of a full XANES spectrum. 

Polarized XAFS has long been used to identify features in ordered, steady state samples by 

determining the dependence of the XAS dichroism on the angle between the incident X-ray and 

the sample plane from which order can be defined.  This takes advantage of the horizontal 

polarization of synchrotron (and XFEL) radiation and the selection rules that govern transitions 

into bond states and photoelectron propagation direction.  

The fs time resolution of LCLS allows us to probe excited molecules at times much shorter 

than their rotational diffusion time, and in this study we expand the capabilities of ultrafast XTA 

by implementing Optical Polarization Selected XTA (OPS-XTA). The core concept of OPS-XTA 

is that creating a partially oriented excited population in solution with an optical pulse and varying 

the orientation direction of this population with respect to the X-ray pulse polarization will lead to 

XANES dichroism as different bound state orbitals and absorber-backscatterer directions are 

probed (Figure 4.4). The orientation of the excited population depends on alignment of the 

polarization direction of the pump pulse electric field vector ê with the molecular electronic 

transition dipole moment μ of randomly oriented molecules in solution. The probability of 
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excitation via a dipole mediated transition for a single molecule is proportional to the relative angle 

of these vectors ϴ (Figure 4.4A): 

𝒑𝒑(𝜽𝜽) ∝  〈𝒆𝒆� ∙ 𝝁𝝁〉  ∝  𝒄𝒄𝒄𝒄𝒄𝒄𝟐𝟐𝜽𝜽               4. 1 

The XANES signal for the parallel orientation of the optical and X-ray polarization (𝑠𝑠∥) 

therefore probes scattering and electronic transitions of the correct symmetry parallel to the 

transition dipole moment μ while the signal for the perpendicular orientation (𝑠𝑠⊥) probes in either 

orthogonal direction (Figure 4.4B). The dichroism between 𝑠𝑠∥ and 𝑠𝑠⊥decays as the excited 

population undergoes rotational diffusion, or as the coordination and electronic environment about 

the absorber becomes more symmetric. For myoglobin, the rotational diffusion time (~3 ns) far 

exceeds the window of our experiments and its effects on the polarization dichroism can be 

neglected.  

That the XAS features selectively probed in each polarization depend on the relative 

orientation of the orbital or atom that originates them to the transition dipole introduces another 

level of sensitivity in electronic structure and local geometry determination to XTA, and this 

technique is uniquely applicable to study CO photolysis from myoglobin. The optical excitation 

used to trigger photolysis in this work is a π → π* transition, a mixture of two nearly degenerate 

transitions dipoles that lie in the plane of the porphyrin. Therefore 𝑠𝑠∥ is preferentially sensitive to 

changes in the heme structure and electronic environment that take place in the heme plane, for 

instance Fe-Np bond elongation that occurs as a consequence of heme doming as the complex 

becomes 5-coordinate, while 𝑠𝑠⊥is more selective to changes normal to the heme plane, such as CO 

loss and Fe-histidine bond elongation.   
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Figure 4.4: A) Definitions of relative polarizations of the X-ray and laser pulses. The probability 

of molecular excitation depends on the angle ϴ between the laser polarization direction and the 

molecular dipole moment. B) Scheme showing the development of a partially ordered population 

of excited molecules on excitation with a laser pulse polarization perpendicular (above) and 

parallel (below) to the horizontal X-ray polarization.  

  

A 
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For a description of the expected polarization dependence of each X-ray photon energy probed, 

see Results 4.3.1. 

4.2. Method 

4.2.1. Sample preparation and handling  

A fresh solution of equine MbCO in a buffered, CO saturated solution was prepared for every 

12 hr shift. For each batch, lyophilized ferric (Fe3+) met-myoglobin (metMb) (Sigma) was 

dissolved in 50 ml of 100 mM potassium phosphate buffered to 7.4 pH to a concentration of 6 

mM. A few drops of polypropylene glycol, a de-foaming agent, were added and the protein solution 

was sealed with a rubber septum. The solution was sparged for several minutes with a low flow of 

inert He via a gas line connected luer lock needle inserted into the septum. ~1.5 ml of a 0.75 M 

solution of sodium dithionite that was similarly de-oxygenated in a small vial was anaerobically 

added to the metMb solution via a gastight syringe needle to fully reduce the protein to the ferrous 

(Fe2+) form and to eliminate any remaining dissolved oxygen. The ferrous deoxymyoglobin 

(deoxyMb) solution was saturated with CO by sparging for a few minutes to produce 

carbmonoxymyoglobin. 

The MbCO solution was anaerobically transferred under slight positive He pressure to the 

beamline sample reservoir at the XPP endstation. In this case, the sample was circulated with an 

HPLC pump through a series of inline filters and to a small capillary nozzle that delivered a stable 

50 um liquid jet to the He purged sample chamber and to the point of X-ray/laser overlap. A tube 

inlet at the base of the chamber recovered the sample for recirculation.  
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Before sample loading, full conversion to Carbmonoxymyoglobin was confirmed via UV-vis. 

Microliter aliquots were taken from the sample after loading and periodically throughout the shift 

to ensure the sample remained reduced and in a MbCO ligation state and that radiation damage 

from the X-ray or laser beams (which can lead to sample oxidation and aggregation) was minimal.  

4.2.2. OPS-XTA measurement of CO photolysis 

X-ray absorption measurements were taken at various energies up the Fe-K edge, primarily 

between 7111.0 eV and 7220eV, at the XPP endstation of LCLS. The 50 μm liquid jet was flowed 

vertically through a He purged airtight chamber with quartz and capton entrance ports for the 

nearly collinear laser and X-ray beams, respectively. CO photodissociation was triggered with a 

linearly polarized excitation pulse from the output of an optical parametric amplifier (OPA) 

pumped by a Ti:Sapphire laser. The 80 fs (FWHM) pulse duration, 20µJ/pulse optical pulse was 

used to excite a strong porphyrin-centered absorption feature at 527 nm, the porphyrin S0 → S1 (π 

→ π*) transition. The laser beam was focused to a 150 μm circular spot on the sample. These 

conditions were chosen based on the minimum laser power necessarily to achieve the optimal XAS 

difference signal. The polarization of the optical beam was controlled remotely with a motorized 

waveplate. Because the XFEL beam is horizontally polarized, the horizontal and vertical 

polarizations of the optical beam correspond to parallel and perpendicular polarizations in the lab 

frame respectively.  

To obtain monochromatic X-rays (~1 eV bandwidth), a double Si(1,1,1) crystal 

monochromater was employed  Unlike the channel cut Si(1,1,1) monochromater used in the 

NiTMP XAS experiments (see Methods Chapter 3), the ‘Large Offset” monochromater cannot be 
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quickly scanned to obtain a full time resolved XANES spectrum.  Because changes in the beam 

energy involved a fairly time consuming process of re-alignment, we opted to take time scans of 

the XAS signal evolution at a few characteristic energies. To accomplish this we set the central 

energy of the XFEL bandwidth and monochromater angle to the energy of interest, realigned the 

lenses to position the beam on a fixed target position on an X-ray fluorescent screen, and performed 

scans of the pump-probe delay. This process was repeated for each change in the X-ray probe 

energy. The nominal X-ray pulse duration was tuned to 50 fs (FWHM). The X-ray beam was 

focused on the sample to a spot size of ~30 um (FWHM) upstream of the sample with XPP’s series 

of Beryllium focusing lenses.  

The XAS signal was collected in fluorescence mode by monitoring the total X-ray fluorescence 

in the horizontal plane of the of the sample and beam propagation direction using two solid state 

passivated implanted planar silicon (PIPS) point detectors (Canberra, Inc.) at 90o with respect to 

the incoming X-ray beam. The incoming monochromatic X-ray pulse intensity was monitored for 

later pulse-by-pulse signal normalization by another PIPS detector located upstream of the sample 

chamber. The XAS signal for each individual X-ray pulse was collected at the 120 Hz repetition 

rate of the X-ray pulse and integrated for four seconds for a total of 480 single pulses per point. 

For about 6% of all shots (1 of every 17 shots), the optical pulse was dropped to allow monitoring 

of the ground state fluorescence signal as delay scans are collected. This acts as an indicator of 

drifts in the total ground state XAS signal that are independent from variations in shot-by-shot 

intensity, for instance due to fluctuations in the X-ray beam position or jet stability. Using these 

“drop shots” to calculate the total ground state fluorescence for each time step (Ioff), the XAS 
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difference signal is reported as the ratio between the excited sample fluorescence and the ground 

state fluorescence as a function of time (Ion/Ioff).  

Unlike for our Ni K-edge experiments, the recently implemented XPP timing tool115 was 

available to better characterize the pump-probe delay time, allowing us to significantly improve 

the time resolution of our experiment compared to the phase cavity correction employed at 

previous beamtimes. Although the intrinsic timing jitter of the XFEL pulses remains ~300fs, the 

timing tool provides shot-to-shot information on the relative arrival times of both the optical and 

X-ray pulse to a precision of a few femtoseconds, allowing for re-binning of all shots according to 

corrected arrival times. The timing tools acts as an X-ray/laser autocorelator, where the X-ray pulse 

changes the transmission of a thin substrate. The 300 fs timing jitter allowed us to take large steps 

(200 fs) in the nominal delay time relative to the experimental time resolution as the distribution 

of pulse arrival times ensured all later timing bins would be populated. The time resolution of the 

experiment was estimated to be ~80fs and is in this case limited by a combination of the optical 

pulse duration and the difference in velocity of the X-ray and laser pulses going through a 50 um 

thick water jet. This is in contrast to the NiTMP experiment where the time resolution was 

effectively limited by the timing jitter of the X-ray pulse.  

 Scans were taken from -1ps to 3ps delay time with respect to the optical excitation 200 fs 

increments. For each energy, groups of scans were taken with the laser polarization alternating 

every four scans.  
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4.2.3. Data processing 

Data processing was carried out similarly as for the NiTMP data set with a few exceptions 

owing to the increased XAS signal strength due to machine improvements, the additional use of 

the XPP timing tool, and use of drop shots to correct for long term drifts affecting the XAS signal. 

After an initial rejection of very low X-ray intensity shots according to the upstream pulse intensity 

monitor I0, this monitor was corrected for non-linearity with respect to the fluorescence detectors, 

which occurs at for high intensity shots (Figure 4.4) . Using the laser drop shots for each delay 

scan, the detector/normalization monitor correlation for both diodes was fit to a polynomial and 

shots in the non-linear region translated to a linear regression of the linear response region. This 

correction was then applied to pulse intensity data for all shots in that scan and the XAS 

fluorescence signal for each shot was normalized by the corrected intensity data. Shots were not 

rejected due to deviation from the detector/normalization correlation for a given time step as in 

previous experiments due to 1) much high quality D/I0 correlations with narrower standard 

deviations compared to previous experiments and 2) a significant contribution to the spread of D/I0 

data for a single nominal time point is due to the XFEL timing jitter as opposed to detector noise, 

and this is later corrected in the re-binning of shots according to the timing tool data. The XAS 

difference signal for each shot was then calculated as the ratio between the normalized XAS signal 

for that individual shot and the average of all laser drop shots within 500 shots.  

Finally, shots were filtered and binned according to the timing tool determination of their 

pump-probe delay. For each nominal time point, shots that fell out of a relatively narrow range 

about the nominal time (~200 fs FWHM) were discarded (Figure 4.6). Shots for the entire time 

scan were then sorted into 20 fs bins and the median XAS difference is reported for each bin.  



104 
 

 

4.2.4. Global fitting of the time dependent XAS difference 

X-ray photon energies were selected for pump-probe delays scans based on features evident in 

the XANES difference spectrum obtained from previous APS experiments (Figure 4.7). The 

averaged perpendicular and parallel scans at each energy were fit globally to simulated traces based 

on a sequential kinetic model (equation 4.13). The simulation and iterative fitting of kinetics was 

conducted using a very similar method as in previous NiTMP analysis (see Chapter 3 Methods) 

with the exception that each species or population in the decay pathway was fit as a contribution 

to the XAS difference as opposed to the total XAS intensity. All other treatment of the simulated 

traces is identical, but the total difference in XAS absorption is expressed as a function of the X-

ray photon energy E and the pump-probe delay time t at each energy,  

∆𝑨𝑨𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕(𝑬𝑬, 𝒕𝒕) =  � ∆𝑨𝑨𝒊𝒊(𝑬𝑬)𝑷𝑷𝒊𝒊(𝒕𝒕)               
𝒏𝒏

𝒊𝒊=𝟎𝟎

4. 2 

4.3. Results and Discussion 

4.3.1. Selection of X-ray probe energies 

X-ray photon energies were selected based on features of the XANES difference signal 

obtained from previous synchrotron experiments.116 Electronic and vibrational relaxation of the 

heme itself precedes the 100 ps delay at which XANES were previously measured, but CO 

recombination occurs on a much longer millisecond timescale. This difference signal therefore 

represents the spectral differences between a relaxed, deoxy-like state 100 ps after photolysis and 

the ground state MbCO spectra (Figure 4.7, Figure 4.2).  
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Figure 4.5: Correlation plot and correction of detector nonlinearity for a single scan. The 

fluorescence signal detected by each diode vs the intensity of the incoming X-ray pulses is fit to 

a second degree polynomial and fluorescence data for all shots is shifted by the difference 

between the polynomial fit and a linear fit to all shots for which I0 <1. 
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Figure 4.6: Distribution of shot arrival times for one time point. Each time point has four seconds 

integration time. Arrival times are reported as measured by the timing tool. 
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Several groups have partially assigned features of the MbCO and deoxyMb XANES based on 

a combination of electronic structure calculations and both steady state XANES of Mb in 

solution117 and through series of polarized XANES of single MbCO and cryogenically trapped 

Mb*CO where CO is dissociated but bound elsewhere in the heme pocket. 118,119 118,119 118,119 

Choices of X-ray probe energies were guided by which features showed the most polarization 

dichroism in these studies and which were assigned to scattering resonances or electronic 

transitions that had the most relevance to the myoglobin relaxation mechanism.118,119  

The selected energies describe slightly different physical properties depending on the energy 

region of the spectrum. The pre-edge region (~7106 eV – 7117 eV) contains quadrupole allowed 

1s → 3d transitions. Mixing of the 3d orbitals with the 4p grants more p character to the final state 

as the centriosymmetry of the environment decreases, making these transitions weakly dipole 

allowed for MbCO. Mixing and bonding with ligand orbitals also occurs and because the 

coordination environment is somewhat complex it’s helpful to describe these transitions from a 

ligand field perspective. The MbCO XANES has two distinct peaks in the pre-edge region of the 

Fe K-edge at 7112 and 7115 eV. The first of these have been assigned to a combination of 

transitions of mostly 1s → dz2 and 1s → dx2-y2 character with significant hybridization with Fe 4p 

orbitals. These are transitions into the antibonding orbitals of the Fe-C σ sigma bond 

([3dz2 + σ(CO)]*) and the Fe-Np σ bonds ([3dx2-y2 + πporph]*) respectively. The higher energy pre-

edge peak is a signature of Fe-CO back bonding, where the occupied Fe 3dxz and 3dyz orbitals 

donate electron density to the π antibonding orbital of CO. This peak is derived from the 

antibonding orbital of this strong π bond, [3dxz, 3yz + π*(CO)]*.  
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Going higher up the edge, transitions into other vacant orbitals are expected and can be 

distinguished from the growing density of states at the rising edge if they have sufficient oscillator 

strength.  One such feature is a low energy shoulder appears in the main edge shift peak at 7118 

eV in the 100 ps difference spectrum (Figure 4.7), which is heme-normal polarized in polarized 

single crystal experiments.118 DFT calculations of ground state deoxyMb  K-edge transitions below 

and near the rising edge identify this feature as consisting mostly of Fe 4pz hybridized with various 

orbitals of the His nitrogen.117 

The edge position itself is determined by a combination of electronic and structural 

contributions, and for myoglobin the strong positive peak at 7123 eV in the difference spectrum 

(Figure 4.7) is thought to originate from several factors. First is the change in overall electron 

density centered on iron (Zeff), which is greater in deoxyMb than MbCO due to electron density 

withdrawing from Fe dxz and dyz orbitals to CO as a result of back bonding, leading to a relative 

increase in energy of Fe 1s and shift in the edge to lower energy. Secondly, steady state polarized 

XANES on single crystals of MbCO and its photolysis product trapped at low temperature Mb*CO 

show that a large portion of the edge shift is heme-normal polarized,118,120 suggesting that the 

electronic relaxation of the bound states with pz symmetry going up the edge contributes to the 

reduction of the transition energy from 1s since there is now only one bond in the z direction. 

Finally, due to scattering contributions from first shell atoms, as the average Fe-ligand bond 

distance increases the edge position shifts to lower energies according to the Natoli rule.121 This 

effect is often invoked to explain ligation or de-ligation induced edge shifts in hemes that have 

nominally unchanged Zeff.122,123
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Beyond the absorption edge, 7172 eV is on the low energy end of the EXAFS region, where 

contributions from single scattering events dominate. This energy is therefore insensitive to any 

electronic changes and changes depend only on nearest neighbor distances. The broad positive 

feature centered at 7170 eV in the 100 ps difference spectrum is indicative of a shift in the sum of 

the EXAFS oscillations, both due to the loss of an axial ligand and to the shift of the oscillation 

associated with the Fe-Np scattering to higher frequency as the bond length increases.  

4.3.2. Determination of the z component of the XAS signal 

Because the two nearly degenerate π → π* transition dipoles are orthogonal but both in the 

plane of the ring, the parallel polarization probes changes in the heme plane but acquires sensitivity 

to the heme normal from the distribution of heme orientations in solution where the projection of 

the electric field vector ê onto the molecular dipole moment μ is sufficient to excite the molecule 

but the angle between them, ϴ, is non-zero. However, the perpendicular polarization contains 

contributions from both the heme plane and heme normal because these are equivalently 

orthogonal for an in-plane vector. Defining the heme normal direction as Z, and the plane of the 

heme as the X-Y plane gives us the axis of the molecular frame where X and Y are drawn along 

the Fe-Np bonds (Figure 4.8A&B). Thus, the two transition dipole moments only have X and Y 

components and “in-plane” refers to changes in the X-Y plane. To isolate axial contributions to the 

signal, we have adapted a formalism used by Dau et. al. to describe steady state X-ray polarization 

anisotropy in partially ordered samples.124  

   



110 
 

 

Figure 4.7: XANES and Difference spectrum obtained from sychrotron experiments.116 Energies 

selected for measurement of polarization dependent dynamics are marked: (1) the depletion of 

the ground state transition of 1s → 3dz2, 3dx2-y2 character, (2) the disappearance of the pre-edge 

peak associated with the CO back bonding antibonding orbital, (3) the rising edge shoulder that 

appears in deoxybyoglobin, (4) the edge shift, and (5) an EXAFS energy where changes are 

purely based on changes in the local geometry.      

  



111 
 

 

 

 

Figure 4.8: A) X and Y components of the in-plane transition dipoles for the π→π* transition. B) 

The molecular frame is defined by X,Y,and Z where Z is normal to the heme plane and the heme 

lies in the XY plane. C) Euler angle definitions used to solve for the cz signal component. The 

heme is represented by the gray disk. The lab frames is defined by x,y, and z and translation 

between the lab frame and molecular frame is described by 𝜙𝜙, 𝜒𝜒, and 𝜃𝜃. The X-ray polarization 

vector (green) is at an angle 𝜃𝜃𝑋𝑋 from the laser polarization vector, which is aligned with z.  

 

A B 

C 
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This formalism essentially develops an expression for the parallel and perpendicular signals 

(𝑠𝑠∥ and 𝑠𝑠⊥) in terms of the contribution to the signal along each molecular axis by averaging the 

molecular signal contribution over an orientational distribution of excited molecules, which a 

probability distribution that depends on the alignment of the molecular axis with the laser 

polarization diection.    

First we define the axes of the lab frame (x,y,z) with respect to the axis of the molecular frame 

(X,Y.Z) (Figure 4.8C). The angles 𝜃𝜃 and 𝜒𝜒 represent the rotation of the molecular frame about its 

own y and z axes respectively, 𝜙𝜙 represents the rotation of the molecular frame about the Z axis. 

Thus, every molecule in the solution orientation ensemble has an orientation defined by 𝜃𝜃, 𝜒𝜒, and 

𝜙𝜙 in the lab frame. Because this formalism was developed for experiments in which the angle of 

the incident X-ray was varied and the axis about which order is defined is stationary, we define the 

laser polarization direction as static and parallel to the z axis while the X-ray polarization direction 

is described by the angle 𝜃𝜃𝑋𝑋 between the X-ray polarization vector and the z axis (laser polarization 

direction). To compute the contribution of a molecule to the total XAS signal as a function of its 

orientation, we translate the molecular orientation into the lab frame and the X-ray polarization 

direction onto the z axis:   

          4.3 

where cx, cy, and cz are the components of the polarization dependent absorption signal from each 

molecular coordinate, 𝑢𝑢�𝑥𝑥, 𝑢𝑢�𝑦𝑦, and 𝑢𝑢�𝑧𝑧 are unit vectors along the molecular axis in the lab frame, 

and ℇ� is a unit vector along the X-ray polarization direction.  
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Because ℇ� is defined only by an angle between the x and y axis, 𝜃𝜃𝑋𝑋 , the angle between the X-

ray and laser polarization vectors, ℇ� has only x and y components dependent on 𝜃𝜃𝑋𝑋: 

          4.4 

We would like to obtain an expression for the Z component of the X-ray signal that only 

depends on the relative polarizations of the X-ray and laser,  𝜃𝜃𝑋𝑋. Thus, we must account for the 

orientational distribution of excited molecules created by the laser pulse. The probability 

distribution of excited molecules created by optical excitation can defined as a function of 𝜃𝜃 

because this defines the angle between laser polarization vector, parallel to z, and the molecular 

transition dipoles in the X-Y plane. This probability distribution takes the same form as equation 

4.1 where 𝑃𝑃(𝜃𝜃)  ∝  𝑐𝑐𝑐𝑐𝑐𝑐2𝜃𝜃. For an orientational distribution of excited molecules with the 

probability distribution 𝑃𝑃(𝜃𝜃), the total signal s is a rotational integration about 𝜙𝜙, 𝜒𝜒, and 𝜃𝜃 to 

account for all orientations in solution: 

          4.5 

Integrating out 𝜙𝜙 and 𝜒𝜒 and substituting in the expression for 𝑠𝑠(𝜃𝜃, 𝜑𝜑, 𝜒𝜒) (Equation 4.3), 

          4.6 

where Iorg is the “order parameter”, a measure of the relative degree of order in 𝜃𝜃. The absolute 

value of Iorg varies between zero for an isotropic distribution and unity for perfect orientation: 
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          4.7 

Using the normalized rotational distribution for 𝑃𝑃(𝜃𝜃), 

          4.8 

Iorg can be integrated to yield 𝐼𝐼𝑜𝑜𝑜𝑜𝑜𝑜 =  − 1
5
. Substituting this solution into (4.7) results in: 

          4.9 

Now that we have an expression for the total signal that depends on 𝜃𝜃𝑋𝑋, we can write 

expressions for the parallel and perpendicular signals where cos (𝜃𝜃𝑋𝑋) has values of 1 or 0 

respectively, 

          4.10, 4.11 

Solving for cz in terms of 𝑠𝑠∥ and 𝑠𝑠⊥, 

          4.12 

Thus, the component of the signal dependent on out-of-plane dynamics (cz) can be relatively 

simply extracted from the perpendicular and parallel delay scans. However, this subtraction 

significantly compounds the level of noise in these traces, which become very sensitive to small 

relative fluctuations in the parallel and perpendicular signal. They are plotted with the respective 
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parallel and perpendicular traces at each energy to emphasize the difference between the dynamics 

for each polarization but are not separately analyzed to obtain kinetics.  

 Averaged parallel and perpendicular scans are shown with cz for 7112, 7115, 7118, 7123, 

and 7172 eV (Figures 4.9-4.13). At all energies, perpendicular scans have consistently faster rises 

(or decays in the case of a negative signal) than their corresponding parallel traces. This is 

consistent with the fact that the fastest and most dramatic coordination change, the dissociation of 

CO, is focused along the Z axis.  

The red-shift of the Fe K-edge position, monitored chiefly at 7123 eV (Figure 4.12) where the 

XANES difference signal is maximized and also at 7118 eV (Figure 4.11) which is at the low 

energy end of the rising edge, mostly appears to occur very rapidly (<100 fs) and this rapid growth 

accounts for the majority of the XANES difference at these energies. The perpendicular 

polarization is more sensitive to this fast phase, suggesting that the initial edge shift cannot be 

solely attributed to the expansion of the Fe-Np bonds as CO dissociates and heme the heme domes. 

The parallel and perpendicular polarizations at 7123 eV are slightly separated in intensity even 

after several picoseconds, which indicates that the edge shift is more dependent on Z direction 

contributions even after some relaxation, although based on the slight ~ 500 ps decay of cz there 

are slower processes in the heme plane that lead to depolarization. 

The perpendicular polarized scans at 7172 eV (Figure 4.13) also exhibit a fast rise followed by 

a slower increase in the difference signal.  
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Figure 4.9: Averaged time delay scans at (1) 7112 eV for the parallel and perpendicular 

polarizations. Data is normalized by the ground state signal intensity measured by laser drop shots 

throughout the scan and is represented as Ion/Ioff. 
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Figure 4.10: Averaged time delay scans at (2) 7115 eV for the parallel polarization, perpendicular 

polarization, and the z component of the signal, cz. 
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Figure 4.11: Averaged time delay scans at (3) 7118 eV for the parallel polarization, perpendicular 

polarization, and the z component of the signal, cz. 
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Figure 4.12: Averaged time delay scans at (4) 7123 eV for the parallel polarization, perpendicular 

polarization, and the z component of the signal, cz. 
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Figure 4.13: Averaged time delay scans at (5) 7172 eV for the parallel polarization, perpendicular 

polarization, and the z component of the signal, cz. 
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Because this energy is mostly dependent on the number ligands directly coordinating Fe and 

their relative bond lengths, we can interpret this sharp rise as directly due to the loss of CO as an 

axial ligand. The perpendicular polarization has less of this sharp rise and evolves more slowly 

within the first picosecond.  

In scans at 7118 eV (Figure 4.11), a rapidly forming component grows in within 100 fs and for 

perpendicular scans exceeds the XAS signal at later times and decays within about 1 ps. This 

component is noticeably z polarized, but cz reflects the relative decay of the Z contribution to the 

perpendicular difference signal as the perpendicular scans dip below the parallel difference. At 

7115 eV (Figure 4.10), the slowness of the signal decay is surprising given that this transition is 

assigned to the CO back bonding antibonding orbital. Ultrafast optical and vibrational techniques 

agree that the departure of CO occurs in less than 100 fs and while some component this feature’s 

decay is rapid, there are also large contributions from slower dynamics. 

At 7112 eV (Figure 4.9), the dynamics for both polarizations can generally be described as a 

very fast drop followed by an essentially featureless plateau with a hint of slow decay in the 

negative difference that mirrors the dynamics of 7123 eV cz, although the signal is quite weak at 

this energy and more subtle evolution may not be resolvable given the low signal to noise. This 

pre edge peak shifts slightly lower in energy in deoxyMb, but not enough to explain this sharp 

drop as the shift of the pre edge to lower energy, after which no other dynamics are observed. That 

the drop at 7112 eV is so immediate and does not further evolve suggests that the processes that 

have the most impact on the magnitude of this feature occur simultaneously and within 100fs. 

These are the loss of CO to reduce the ligand field splitting and increase 4p mixing, which is 

expected to be very rapid, and the transition from a low spin to high spin system.  
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A sub 100 fs spin transition would have implications for the mechanism of myoglobin 

relaxation following photolysis. Several models that view the relaxation of the (π, π*) state as 

proceeding through a series of electronic intermediate states describe the spin transition  as 

occurring on the hundreds of femtoseconds to picosecond timescale. A sub 100 fs spin transition 

would be more in line with models that portray myoglobin relaxation as the rapid population of 

the high spin deoxyMb ground electronic state followed by various structural and vibrational 

relaxation events.  

4.3.3. Global fitting of XANES difference evolution 

The advantage of collecting delay scans at both polarizations is that kinetics can be more easily 

assigned to specific electronic or nuclear relaxation process based on their polarization 

dependence. To better determine the distinct relaxation processes involved in the XAS dynamics, 

both polarizations at each energy were globally fit to a sequential model as described in Methods 

with the exception of data at 7112 eV. The lower energy pre edge feature was excluded due to low 

signal level and the apparent lack of dynamics. Fitting was attempted using several different simple 

kinetic models but a sequential model was chosen because it was required to fit certain features of 

the data.  

The vast majority of pump probe studies of CO photolysis in myoglobin find their data can be 

described as a three or four step sequential process beginning with the (π, π*) Franck Condon state 

(S1) and ending with the partially relaxed high spin deoxy heme (MbHS). Full vibrational relaxation 

of the heme is thought to occur within 15-20 ps, but we will focus on processes within the first few 

picoseconds.  
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Figure 4.14: Global fits to a three step sequential model for both polarizations at (2) 7115 eV. 

Components of the fits from each species are shown in the lower panel for the perpendicular (solid) 

and parallel (dashed) polarizations. 
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Figure 4.15: Global fits to a three step sequential model for both polarizations at (3) 7118 eV. 

Components of the fits from each species are shown in the lower panel for the perpendicular (solid) 

and parallel (dashed) polarizations. 
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Figure 4.16: Global fits to a three step sequential model for both polarizations at (4) 7123 eV. 

Components of the fits from each species are shown in the lower panel for the perpendicular (solid) 

and parallel (dashed) polarizations. 
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Figure 4.17: Global fits to a three step sequential model for both polarizations at (5) 7172 eV. 

Components of the fits from each species are shown in the lower panel for the perpendicular (solid) 

and parallel (dashed) polarizations. 

  



127 
 

 

The scheme used to fit the kinetics data is defined: 

𝑺𝑺𝟏𝟏  
𝝉𝝉𝟏𝟏→  𝑴𝑴𝑴𝑴∗𝑰𝑰  

𝝉𝝉𝟐𝟐→  𝑴𝑴𝑴𝑴∗𝑰𝑰𝑰𝑰  
𝝉𝝉𝟑𝟑→  𝑴𝑴𝑴𝑴𝑯𝑯𝑯𝑯                4. 13 

where Mb*I and Mb*II are undefined species or populations prior to assignment by comparison of 

their polarization dependence. Three time constants and three species or populations were required 

to adequately fit the data as represented in equation 4.13, where τ1 = 0.08 ± 0.01 ps, τ2 = 0.89 ± 

0.12 ps, and τ3 = 3.46 ± 2.01 ps. Because we only sample the first 3 ps after excitation, the 3.46 ps 

time constant is at the upper limit of what is resolvable under our experimental conditions, but fits 

invariably fail without the inclusion of a longer time constant. The instrument response function 

obtained from the global fit was 0.07 ± 0.01 ps, close to our estimate of 0.08 ps. 

Fits for each energy and polarization are plotted in Figures 4.14-4.17 in the top panel while the 

contribution of Mb*I, Mb*II, and MbHS to the difference signal is shown in the lower panel. Values 

of ∆A for each component are tabulated in Table 4.1. Because the S1 state is very similar in 

geometry and in the electronic structure of orbitals with a lot of iron character (as the excitation is 

localized on the ligand), S1 is expected to have a negligibly small ∆A and it is not included in the 

fits.  

Table 4.1 Fitted values of ∆A for Mb*I, Mb*II, and MbHS at each energy and polarization data was 

taken. 

Energy 
(eV) 

∆A⊥ ∆A∥ 
Mb*I Mb*II MbHS Mb*I Mb*II MbHS 

7115 -0.026 -0.033 -0.037 -0.023 -0.036 -0.020 
7118 0.10 0.07 0.11 0.083 0.090 0.085 
7123 0.14 0.15 0.18 0.12 0.15 0.16 
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7172 0.015 0.020 0.022 0.012 0.022 0.015 
 

For all energies, the absolute value of ∆A for Mb*I and MbHS is larger in the perpendicular 

polarization than in the parallel polarization, while the opposite is true for Mb*II. Except for 7118 

eV in the perpendicular polarization, Mb*I ∆A is smaller than Mb*II ∆A, especially for the parallel 

polarization. Mb*II ∆A⊥ is in turn smaller than MbHS ∆A⊥, while MbHS ∆A∥ is smaller than or about 

the same magnitude as Mb*II ∆A∥.  

4.3.4. Implications of XAS dynamics for CO photolysis and the heme relaxation mechanism 

Put together, the time constants and ∆A values obtained by the global fit, observations at 

individual energies, and building on information supplied by other studies, some conclusions can 

be made in the relaxation processes of myoglobin after photolysis and Mb*I 
and

 Mb*II can be 

assigned. That energies that are only sensitive local geometry have the same rapid time constant 

as energies that are more dependent on the iron electronic state suggests that an initial structural 

change occurs simultaneously with an initial electronic change with no lag in nuclear relaxation. 

Based on the immediacy of the signal drop and subsequent modest evolution at 7112 eV, which as 

discussed above cannot come solely from the change in ligand field on CO departure, these 

processes appear to be the high spin to low spin transition and the dissociation of CO. Thus, the 

initial Z polarized component, Mb*I, embodies all the effects on the XANES directly related to CO 

departure: the loss of the [3dxz, 3yz + π*(CO)]* antibonding orbital at 7115 eV, the fraction of the 

edge shift at 7123 eV and 7118 eV caused by the increase in Zeff and by relaxation of states with 

pz symmetry, and the loss of an axial scattering path at 7172 eV. The heme plane polarized nature 

of Mb*II is compelling evidence that the rise of this species is due to Fe-Np bond elongation.  
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Recent ultrafast small angle scattering studies by Levantino and Cammarata show that the force 

exerted on the F-helix where the axial histidine of myoglobin is bound causes the helix to move 

with a time constant of 400 fs.125 This provides a benchmark of the Fe-NHis bond expansion time 

after it is compressed by Fe out of plane movement following CO dissociation, which must occur 

on the same timescale as F helix movement. The ~800 fs time constant, which determines the 

decay of Mb*I and the rise of Mb*II, is the best matched time constant and the structural 

implications of this assignment can be rationalized with the data. Mb*I is formed with the 

dissociation of CO and it is likely that some amount of Fe out of plane movement happens nearly 

simultaneously with CO departure, leading to small changes in the Fe-Np distances and the 

compression of the Fe-NHis bond. The 80 fs time constant derived from the global fit therefore 

describes a simultaneous CO departure and F-NHis compression (Figure 4.18).  

Initially, the F-helix likely restricts the degree of out of plane moment of iron. In single crystal 

steady state XANES studies where CO phototolysis was induced in myoglobin at cryogenic 

temperature, a structural analysis of the XANES found a similar unrelaxed heme structure to that 

proposed for Mb*I as the movement of the F-helix was arrested.120. The heme plane polarization 

of Mb*II indicates that it is responsible for the majority of the Fe-Np elongation, which must happen 

simultaneously with the elongation of the Fe-NHis bond and the further movement of iron out of 

the heme plane as the F-helix is displaced. The 800 fs time constant accounts for this secondary 

structural relaxation process and the XANES reflect the effects of Fe-Np elongation, which 

additionally contributes to the edge shift and lends a slow rise to the dynamics at 7172 eV. This 

also explains the trend of larger values of ∆A for Mb*II compared to Mb*I as these changes 

positively compound on the difference signal that arises from the formation of Mb*I.  
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Figure 4.18: Proposed mechanism of heme relaxation following photodissociation of CO. 

The 80 fs components is attributable to CO loss, the low spin to thigh spin transition, a 

small displacement of Fe out of heme plane, and compression of Fe-NHis bond. The 890 

fs component is due to Fe-NHis bond elongation as the F helix moves, and heme 

conformational relaxation (expansion of Fe-Np bonds, heme doming, and further Fe out-

of-plane plane displacement).  
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The ~3 ps rise of MbHS can therefore be ascribed to some component of the vibrational 

relaxation of heme. Picosecond resonance Raman studies find a similar time constant (~3 ps) for 

the relaxation of high frequency in-plane modes of heme.  

However, the behavior of ∆A⊥ at 7118 eV, especially for Mb*I, is not fully explained by this 

assignment. DFT calculations by Lima et al. suggest this feature in deoxyMb is due to a high 

density of states with mixed histidine ligand – Fe 4pz character, but without additional calculation 

it’s difficult to speculate on how these states are affected by the changing Fe-NHis bond length. The 

dynamics at 7115 eV are similarly dominated by electronic effects and appear to be influenced 

changes in addition to the loss of the CO back bonding antibonding orbital which additional 

electronic structure calculations would help elucidate.  

4.4. Summary 

We have demonstrated that a polarization dependent dichroism of the evolution of the XANES 

signal can be detected and interpreted even for an excited population with relatively low order 

compared to systems usually studied by polarization-dependent XAS. To our knowledge this is the 

first observation of polarization-dependent XAS dynamics for an oriented population generated 

only by photoselection, which represents an additional dimension of structural and electronic 

information that can be extracted from ultrafast XAS. While myoglobin’s nanosecond rotational 

diffusion time ensures almost no decay of the excited state orientational anisotropy, this effect 

should also be observable for molecular systems for short time delays.  

We have interpreted the polarization dependence of global fit kinetic fit components towards 

a mechanism for myoglobin active site relaxation. In sum, the data indicates a rapid displacement 
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of iron out of the heme plane which occurs with a time constant of 80 fs as CO dissociates, 

accompanied by a low spin to high spin transition and the compression of the Fe-NHis bond. 

Movement of the F-helix, elongation of the F-NHis bond, and expansion of the F-Np bonds occur 

simultaneously with a time constant of 0.89 ps, while the initial relaxation of in-plane modes 

occurs with a time constant of 3.4 ps.   
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Chapter 5.  Jahn Teller Dynamics in Zn-substituted Hemoproteins 

and Model Compounds 
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5.1. Introduction 

Long-range electron transfer (ET), a critical process in redox-active biological systems 

particularly in energy transduction processes such as respiration and photosynthesis, is often 

carried out by hemoproteins. Hemoprotein active site structure has a profound influence on factors 

that affect ET, such as ligand affinity,126 redox potential,127-129 adjustment of the active site electric 

field.130, and heme conformation.18,131,132 The protein environment perturbs the heme conformation 

through direct ligation to iron, covalent linkages between binding site resides and heme side 

groups, and non-bonding contacts with the amino acids that compose the heme pocket.  

Protein interaction with the heme moiety also has a profound effect on its spectral 

properties. Like all porphyrins, the visible absorption of heme is dominated by transitions from the 

macrocycle π bonding HOMO orbitals a1u(π) and a2u(π) to two π antibonding LUMO orbitals 

eg(π*), which are degenerate under D4h symmetry. The Q0,0 transition absorption band, for which 

the transition dipoles to these strongly interacting degenerate orbitals nearly cancel, shows spectral 

splitting and band asymmetry for some hemoproteins,133-136 suggesting a lifting of the degeneracy 

of eg(π*). While it is sometimes suggested that this splitting is due to populations of different 

protein conformations,137 optical and resonance Raman studies indicate that eg(π*) is split through 

interaction with the asymmetric protein environment133,136,138 though a Jahn-Teller mechanism.  

Similar phenomena have been observed for other metalloporphyrin complexes, primarily 

Zinc porphyrins suspended in alkane host matrices at cryogenic temperature,139,140 where the lifting 

of the eg(π*) orbital degeneracy is ascribed to a Jahn Teller distortion. For systems with four fold 

symmetry, this distortion occurs through vibrational coupling along b1g or b2g Jahn Teller active 
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modes,140-142 breaking the in-plane symmetry and resulting in two Jahn Teller states associated 

with shifts along the Jahn Teller active mode in opposite directions. In an asymmetric environment, 

these degenerate distorted states are split by an energy δJT (the “Jahn Teller splitting”) due to 

unequal interactions with the environment. 142,143. 

Because Zn(II) has no vacancies in the 3d orbitals, Zinc porphyrins (ZnP) excited states 

cannot relax through charge transfer or energy transfer to the metal orbitals and have very long 

lived 3(π, π*) states in the absence of a triplet quenching species. Zn Porotoporphyrin IX (ZnPPIX) 

has the same double degeneracy, and thus excited state Jahn Teller instability, as heme, and the 

long lifetime of ZnPPIX 3(π, π*) has been exploited to investigate the impacts of axial ligation and 

the protein environment on the splitting of eg(π*). EPR studies of metastable triplet populations of 

free ZnPPIX and ZnPPIX substituted into hemoproteins reveal significant dependence of an in-

plane distortion of the macrocycle on axial ligation, interactions with the protein environment, and 

porphyrin substituents.144-146. These studies observed non-zero values of the zero-flied splitting 

parameter E, which is a measure of the in plane tetragonal distortion via the splitting of X and Y 

EPR transitions, while the  temperature dependence of the X and Y transition coalescence gave a 

measure of the δJT for each system. Zinc proteins, especially Zinc myoglobin (ZnMb) and Zinc 

cytochrome c (ZnCc), have large values of E and δJT compared to symmetric four coordinate ZnPs, 

followed by substituted ZnPs in solution with coordinating ligands (Figure 5.1). 

The long lived, highly reducing excited states of Zinc-substituted hemoproteins have also 

long been used to deduce the kinetic mechanisms of photo-initiated long distance inter-protein 

electron transfer.   
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Figure 5.1: Model complexes and Zn hemoproteins studied with EPR measured values of the Jahn 

Teller splitting, 𝜹𝜹𝑱𝑱𝑱𝑱, between distorted Jahn Teller states as well as E, a measure of the tetragonal 

distortion.   
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By exchanging the iron heme in an ET hemoprotein’s active site with a Zn porphyrin, ET 

to a nearby acceptor site can be photo-initiated and protein effects on the ET rate established. 

Because ET reactivity is in part determined by perturbation of porphyrin structure and electronic 

structure by the protein itself, and the degree of the Jahn Teller distortion is dependent on the 

porphyrin environment asymmetry, interactions between the protein environment and this Zn 

porphyrin excited state reflected by the degree and dynamics of distortion are linked to how 

hemoproteins effect their enzymatic function through control of ET reactivity. 

To assess the excited state structures of Zn tetraphenylporphyrin (ZnTPP), ZnPPIX 

coordinated to 1-methyimizazole (1-MeIm), ZnMb, and ZnCc, Zn K-edge XANES and EXAFS 

were measured by both XTA and “steady state” XAS where a metatstable triplet population was 

generated under constant illumination. ZnMb and ZnCc have different heme pocket makeup and 

different coordination to the Zn. While ZnMb is five coordinate, the Zn(II) of ZnCc is additionally 

ligated by an axial cysteine, an interaction which should effect the JT distortion in its excited states. 

The dynamics of the JT distortion in addition to its structural nature are a critical and so far little 

studied aspect. Because porphyrin conformation plays such a large role in determining chemical 

properties, the development of the JT distortion may have transient effects on the ET process for 

Zn hemoproteins. Because ET itself is a dynamic process, structural dynamics in the active site are 

reflective of how the protein itself may exert control of physiologically critical ET kinetics.  
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5.2. Methods 

5.2.1. XTA studies of ZnTPP and ZnPPIX with 1-MeIm 

Time resolved Zn K-edge XANES and EXAFS were collected for ZnTPP and ZnPPIX at 

the 11-IDD beamline of the Advanced Photon Source, Argonne National Lab. ZnTPP was 

measured at 2 mM in toluene and ZnPPIX was measured in basic aqueous solution (pH 9.0) with 

10% 1-MeIm. Samples were thoroughly sparged with N2 to eliminate dissolved oxygen and 

measured under slightly N2 positive pressure in the sample chamber to maintain a closed oxygen 

free environment. Both samples were excited with a 527 nm, 5 p sFWHM optical pulse from an 

Nd-YLF laser (Quantronix). at a 1.2 KHz repetition rate to generate the porphyrin 1(π, π,*) state 

as 527 nm is on the high energy shoulder of the Q-band for both samples. Initial X-ray probe pulse 

delays were set to 100 ps for ZnTPP and to 50 ps and 500ps for ZmPPIX. Zn K-edges were 

collected in fluorescence mode with two avalanche photo diodes (ApD) and copper oxide Z-1 

filters to reduce counts from elastic scattering of the probe pulse.  

5.2.2. Preparation of Zn-substituted Myoglobin 

Apomyoglobin was first prepared from lyophilized equine myoglobin (Sigma). 200 mg of the 

lyophilized protein was dissolved in 100 ml of cold 25 mM potassium phosphate buffer (pH 7.0). 

The solution was brought to 100 mM in potassium fluoride with a 1 M KF solution. F- coordinates 

the myoglobin heme Fe and raises the pH necessary to break the heme-protein linkage. While 

stirring gently on ice and continuously monitoring pH, the pH of the protein solution was brought 

down to 3.2 with the drop wise addition of cold 100 mM HCl, The now unbound heme was 

removed from solution with an organic phase extraction. An equal volume of cold 2-butanone was 
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iteratively added to the protein solution, shook, allowed to separate from the aqueous phase, and 

removed until the aqueous layer became colorless. The apomyoglobin solution was dialyzed 

against 10 mM Tris HCL (pH 7) over 24 hours to remove excess butanone.  

Substitution of Zn Protoporphyrin IX (Frontier Scientific) into the myoglobin active site was 

done with minimal light on ice. The protein solution was brought to 100 mM Tris HCl (pH 8.0) 

and 8 M guanidine chloride, and a 4 fold excess of  ZnPPIX dissolved in basic aqueous solution 

was added. The solution was stirred in the dark for several hours and monitored optically for the 

broadening of the Zn porphyrin Soret band, which signals incorporation into the protein. The 

protein solution was dialyzed against 25 mM potassium phosphate buffer (pH 7.0), loaded onto a 

CM-52 ion exchange column equilibrated with 25 mM acetate buffer, and eluted with a 25 mM 

acetate, 0 - 500 mM NaCl gradient. 

5.2.3. Preparation of Zn-substituted Cytochrome C 

To prepare metal free Cyt C, lyophilized quine heart Cyt C (Sigma) was first demetalated. In 

a fume hood, ten milliliters of 70 % HF in pyridine for every 30 mg of lyophilized Cyt c were 

added to a small Teflon beaker containing the dry protein. The solution was gently stirred for 20 

min with a low nitrogen flow over the surface to evaporate the majority of the HF. The reaction 

was quenched with of 10 ml of 50 mM ammonium acetate buffer (pH 5.0) and stirring was 

continued with low nitrogen flow for 20 min. The solution was applied to a short Sephadex G-50 

size exclusion column equilibrated with 50 mM acetate buffer (pH 5.0) to remove excess iron and 

pyridine. Metal free Cyt c was dialyzed (10 kDa MWCO) against 2-3 changes of 50mM acetate 

buffer over a two day period to remove residual pyridine. The solution was diluted by a factor of 
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2, loaded onto a CM-52 ion exchange column equilibrated with 25 mM acetate buffer, and eluted 

with a 25 mM acetate, 0 - 500 mM NaCl gradient.  

Following demetalation, Zn was inserted into the metal free Cyt C. The protein was 

concentrated to a few ml and a 100 fold excess of Zn acetate dissolved in 50 mM, pH 5 acetate 

buffer was added. The solution was stirred gently at 37 oC for one hour and the insertion was 

monitored by observing the rise of a sharp soret peak at 423 nm, and Q-bands at 549 and 584 nm 

via UV-Vis. Excess zinc was removed with a second Sephadex G-50 size exclusion column and 

the protein was further purified from any misfolded or aggregated components with a second CM-

52 ion exchange column.  

5.2.4. Steady state XAS experiments at cryogenic temperature 

Zn K-edge XANES and EXAFS of three samples, ZnPPIX + 1-MeIm, ZnMb, and ZnCc were 

collected at the 12-BM beamline of the Advanced Photon Source, Argonne National Lab. ZnPPIX 

was acquired from commercial sources (Frontier Scientific) and dissolved to 1 mM in basic 

aqueous solution containing 30% glycerol and 10% 1-methyl imidazole. Small volumes (~ 500ul) 

of both metalloprotein samples were prepared to1 mM in Zn for ZnMb and 0.5 mM in Zn for ZnCc 

in 100 mM potassium phosphate buffer (pH 7.0) containing 30% glyercol to act as a glassing agent. 

The samples were deoxygenated in an anaerobic chamber (< 10 ppm O2) and injected into 

homemade sample holders consisting of a 2 mm by 6 mm oval hole in a 1 mm thick copper disk 

sealed on both sides with clear mylar tape.  

The sample holders were clamped to the cold finger of a He-recycling cryostat to ensure good 

thermal contact and cooled to about 240 K to freeze the sample into a glass. The cryostat was 



141 
 

 

evacuated once the samples were solid and cooled to 16 K. The samples were illuminated from the 

back with the 2 mm focused beam of a 50 W Xe lamp through a special quartz window in the 

cryostat. The Zn K edge of both the ground state and illuminated sample was collected in 

fluorescence mode through a mylar window in the cryostat with a 13 element germanium detector. 

The germanium detector has a long integration time (~seconds) but is energy discriminating. This 

allows the user to select an energy window to integrate to obtain fluorescence data corresponding 

to a K emission peak of the element of interest, reducing background from other elements and 

inelastic scattering from the incident X-ray.  

5.2.5. XTA studies of stationary Zn hemoproteins at cryogenic temperature 

To probe the structural evolution of the Jahn Teller distortion in ZnMb following a 

porphyrin-centered excitation and to determine the effect that the protein matrix has on the 

dynamic process, Zn K-edge XANES and EXAFS were collected at the 11-ID-D beamline at 

various time delays. ZnMb was prepared and deoxygenated as in the steady state experiments, 

though at a higher concentration (2 mM in Zn), and loaded and sealed anaerobically in 0.7 mm 

quartz capillaries.  

Capillaries were loaded in a special copper mount attached to the cold-finger of a cryostat 

adapted to mount on the underside of the existing sample chamber. A copper attachment to the 

existing cold-finger was designed to protrude through the port in the bottom of the sample chamber 

normally occupied by the jet catch tube that links the sample chamber to the reservoir and hold 

sample capillaries vertically. This allowed the capillaries to occupy the same vertical position 

normally occupied by the liquid jet in conventional XTA experiments. The sample chamber was 

outfitted with seals on all ports to allow the chamber to be evacuated to 10-8 torr.via a turbopump 
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connected to the sample environment through the croystat’s existing vacuum system. While under 

vacuum, the capillaries were cooled to 77 K during the course of data collection. The capillary was 

vertically translated between each scan to minimize laser and X-ray damage to the stationary 

sample. ZnMb was excited with a the Nd-YLF 527 nm picosecond optical pulse whch was reduced 

to at a 20 Hz repetition rate. The X-ray probe pulse was set to an initial time delay of 1 ns with 

subsequent bunches arriving at 153ns increments measuring in 24 bunch mode.  

5.3. Results and Discussion 

5.3.1. XTA studies of ZnTPP and ZnPPIX 

TRXAS measurements of ZnTPP were carried out to establish a baseline of comparison for 5-

coordinate and protein bound porphyrins. Because ZnTPP is a meso-substituted porphyrin, we 

expected to excite the system from the a2u molecular orbital (HOMO) to the eg (LUMO). This 

causes a change in the electron density distribution on the nitrogen atoms that coordinate ZnII and 

a likely shift in this bond length in addition to the predicted JT in-plane distortion. 

There are time-dependent changes in the ZnTPP XANES, especially in the rising edge 

region surrounding a prominent edge feature at 9.655keV, assigned by polarization dependent XAS 

studies as Zn 1s→4pz transition147,148 (Figure 5.2). These consist of either a slight shift of the peak 

to higher energy or a general shift of the absorption edge upon excitation, followed by recovery to 

the ground state spectrum in successive pulses. These can be visualized with absorption difference 

spectra of this energy region over time (Figure 5.3). The decay of the difference signal at the pre-

edge peak energy (9.654keV) is consistent with known decay kinetics of ZnTPP, which has a 

singlet lifetime of 2.7 ns and a triplet lifetime of 1.2 ms in dilute solutions but is quenched very 
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rapidly at mM concentration by ground state ZnTPP.149 We assign the 100ps spectrum to be 

1ZnTPP, while following spectrum at 153 ns consists primarily of 3ZnTPP. Interestingly, the 

XANES difference for the spectrum consisting mostly of 1ZnTPP appears to have a slightly smaller 

difference amplitude than 3ZnTPP. 

TRXAS measurements of ZnPPIX + 10% 1-MeIm in aqueous solution collected sets of 

scans at laser delays of both at 50 ps and 500 ps to look for signs of geometric relaxation to a 

distorted state slower than 50 ps but faster than the 153ns to the next probe pulse. Both of these 

delays are within the 1.8 ns singlet lifetime.150 For ZnPPIX, the shoulder on the rising edge at 

9.668 keV also has mixed 4pz character, though the main 1s→4pz peak is shifted to higher energy 

and into the high density of transitions higher on the edge due to ligation with 1-MeIm. A close 

look at the absorption difference spectra at 50 ps, 500 ps, and successive pulses indicates the decay 

of the most prominent feature of the difference at about 9.67keV (Figure 5.4, Figure 5.5).  

This difference signal shares some features with that of ZnTPP in that there is a positive 

feature just below the peak of the Zn edge, though the negative feature at the 4pz shoulder is much 

less pronounced. Meanwhile, there is an additional negative feature at the peak of the edge. At 500 

ps, the difference signal is similar but smaller in magnitude than that for 50 ps. The difference 

decays seemingly quite rapidly, though like 3ZnTPP, 3ZnPPIX is very susceptible to concentration 

dependent quenching.150 Changes in the EXAFS for ZnTPP and ZnPPIX on excitation are quite 

small in magnitude, especially compared to the XANES difference signal for ZnTPP. Fits of the 

EXAFS were attempted for the ground state and time delays corresponding to the singlet state (100 

ps/50ps) and triplet state (153ns) for both samples, but changes in the distances between Zn and   
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Figure 5.2: Zn K-edge XANES of ground state ZnTPP and at 100 ps and 153 ns after excitation. 

Difference spectra for both time delays are pictured (right axis). 
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Figure 5.3: (Upper) Zn K-edge difference spectra for ZnTPP 100 ps after excitation and at 

subsequent 150 ns intervals, shown raw and 10 point smoothed, offset for clarity. (Lower) The 

change in the magnitude of the difference at its positive peak, 9.659 keV.  
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Figure 5.4: Zn K-edge XANES of ground state ZnPPIX + 10% 1-MeIm and at 50 ps and 500 ps 

after excitation. Difference spectra for both time delays are pictured (right axis) 
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Figure 5.5: (Upper) Zn K-edge difference spectra for ZnPPIX in 10% 1-MeIm basic aqueous 

solution 50 ps, 500 ps and at subsequent 150 ns intervals after excitation, shown raw and 10 point 

smoothed, offset for clarity. (Lower) The decay of the magnitude of the integrated difference 

between 9668 eV and 9672 eV with time.  
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porphyrin or imidazole atoms were consistently below the precision of the method to determine 

meaningfully given the quality of the time resolved data (~0.02 – 0.03Å). 

Therefore, the R-space plots (Figure 5.6) are discussed qualitatively. For 1ZnTPP and 

3ZnTPP, small shifts in amplitude and position in the second and third shells, which correspond 

mostly to Cα and Cmeso/Cβ backscattering to the Zn respectively, are apparent relative to the ground 

state. A shift in the first shell peak, which is attributable to the Zn-Np backscattering, is not 

apparent. There is a shift to shorter Zn-N bond length in the 1ZnPPIX and 2ZnPPIX R-space plot 

while the second shell and third shells exhibit small shifts to longer Zn-Cα and Cmeso/Cβ distances 

relative to the ground state, especially the third shell in triplet state. This suggests that some Zn-N 

bonds are shrinking while others are expanding, most likely either through an in-plane b1g 

distortion or due to Fe-Np and Fe-NHis bond length changes of opposite sign.  

If we interpret the ZnPPIX XANES difference as a shift of the 4pz character shoulder to 

higher energy, Fe-NHis shrinkage and Fe-Np expansion is a good candidate in the latter case. That 

minimal changes observed in ZnTPP is in line with its relatively meager values of E and δJT. Any 

distortion present at room temperature may be broadened to the point of being undetectable by 

interconversion between Jahn Teller states. However, while a reduction in amplitude for some of 

the R-space peaks at 100 ps suggests broadening of the EXAFS, this is not the case for the triplet 

at 153 ns. It’s also unclear how the shape of the ZnTPP XANES difference should be interpreted. 

While a shift of the edge to higher energy may indicate Zn-Np bond contraction, that is not 

supported by the EXAFS and contradicts excited state geometries calculated by DFT, which 

invariably show expansion of the average Fe-Np bond lengths.151 152. ZnPPIX’s more significant 

excited state changes in the EXAFS may reflect its higher value of E.  
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Figure 5.6: Fourier transforms (R plots) of the k2 weighted EXAFS signal for ZnTPP and ZnPPIX.  
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5.3.2. Steady state XAS experiments at cryogenic temperature 

Steady state Zn K-edges, where the X-ray fluorescence signal is temporally integrated, 

collected for continuously illuminated ZnPPIX, ZnMb and ZnCc at cryogenic temperature are 

expected to reflect a metastable population of excited triplet state with a single static JT distorted 

conformer. As seen in previous EPR studies,144 porphyrin substitution by the vinyl groups of 

protoporphyrin and an axial and π-bonding ligands stabilizes one JT state with respect to the other 

for ZnPPIX + 1-MeIm and low ambient temperature (16K) ensures that only one JT state is 

populated as the JT splitting for this system is 50cm-1 and kT at 16K is 11cm-1.12 ZnMb (δJT = 150 

cm-1) and ZnCc (δJT = 180 cm-1) are additionally split by the protein environment and should also 

have a single populated state. Implementing these low temperature sample conditions has the 

additional effect of greatly reducing radiation damage to the sample, yielding clearer, higher 

quality oscillatory features in the data at high k, and allowing the use of a much smaller sample 

volume compared to a liquid jet method of sample delivery, which would be impossible for 

preparations of ZnMb and ZnCc of this scale.  

In this case excitation is accomplished with a broadband continuous light source with 

significant output in the Soret region (S0→S2) in addition to the Q-band, as opposed to a laser 

pulse. The decay from S2→S1  is very rapid and intersystem crossing to the triplet is many orders 

of magnitude faster than the triplet decay in all samples, leading to negligible contribution from 

either singlet state to the XAS. The illumination conditions are very similar to those used by the 

EPR studies that characterized the relative magnitudes of tetragonal distortion in this series of 

samples, and they are expected to produce high yields of the metastable triplet population for each. 

The Zn proteins have similar triplet lifetimes at room temperature and cryogenic temperature (13 
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ms for ZnMb150 and 11 ms for ZnCc153 at 77 K), but the lifetime of 3ZnPPIX increases to 18 ms. 

145 

While the magnitude of the steady state XANES difference in ZnPPIX is significantly larger 

than in the time resolved experiment, features of the difference are quite different. The steady state 

difference is dominated by a broad negative feature that indicates the depression or broadening of 

the entire peak of the Zn K-edge from 9662 eV to 9675 eV (Figure 5.7). A small negative feature 

appears at the shoulder of the edge at 9660 eV. 

The XTA data for ZnPPIX show small negative features both at this shoulder and at the edge 

peak at 50 ps and 500ps, but the positive feature just below the peak of the edge is absent, possibly 

because it is overwhelmed by this broad depression of the edge peak. The XANES difference is 

similar for ZnCc, thought the negative feature is less intense and is shifted to slightly higher energy, 

while the ZnMb XANES difference appears to consist only of the broad reduction of the edge 

peak.  

The broad depression of the edge peak is difficult to rationalize in terms static structural 

changes to the porphyrin. Many factors influence the peak height, and the possible justification of 

a decrease in coordination number can be ruled out based on the lack of positive features at the 

9660 eV edge shoulder, which would be enhanced by any dissociation of axial ligands. Shifts in 

scattering resonances or electronic transitions due to bond length changes are unlikely to manifest 

as such a broad feature. The simplest explanation may be that heat deposited by the Xe lamp 

induces thermal broadening in the edge peak, which can be assessed by looking at the disorder of 

the scattering paths in the EXAFS regions.  
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Figure 5.7: Zn K-edge XANES for ZnPPIX in 10% 1-MeIm, ZnMb, and ZnCc at cryogenic 

temperature (16 K), both dark and continuously illuminated with the focused output of a 50 W Xe 

lamp. Lamp on – Lamp off difference spectra are shown for each sample (right axis).  
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The Fourier Transform (FT) of EXAFS oscillations for dark and illuminated ZnPPIX (Figure 

5.8) show very little difference on excitation, although a slight damping of the EXAFS signal may 

indicate a small contribution from broadening. ZnMb (Figure 5.10) and ZnCc (Figure 5.9) EXAFS 

show small shifts in several FT peaks on illumination and were fit to determine the general nature 

of the structural change. A small window in k was used to perform the Fourier transform (k = 1.5 

– 10) for both samples due to some apparent oscillatory artifacts at higher k in the ZnMb EXAFS. 

Both fits used available structural data to calculate EXAFS scattering paths154 155according to 

the EXAFS equation and results are shown in Tables 5.1- 5.4. The bond lengths obtained by the 

fits to dark ZnMb and ZnCc are in good agreement with the crystallographic data with the 

exception of Zn-Nh distance for ZnMb and the Zn-S distance for ZnCc, which fit to bond lengths 

0.1 Å and 0.15 Å longer than the model respectively. 

Fits for both illuminated samples describe a similar structural change; a slight expansion of the 

Zn-Np distances accompanied by a reduction in the axial bond lengths. Attempts to fit the Zn-Np 

and Zn-Cαp distances with two separate bond lengths to reflect bond alternation expected for a b1g 

(rectangular) in-plane distortion did not significantly improve the fits. The rectangular distortion 

is typically the lowest energy distorted state observed in geometry optimizations of symmetrical 

four coordinate ZnPs. 152,156 Debye-waller factors, which indicate the level of disorder in the 

absorber/scatterer distance, are similar or larger for all scattering paths in the fits to illuminated 

spectra compared to dark spectra, indicating a higher degree of structural disorder on illumination. 

This is especially true of ZnMb and may explain the changes in the edge peak as the result of .this 

broadening of the conformational distribution.   
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Figure 5.8: R-space plots of ZnPPIX in 10% 1-MeIm, with and without Xe lamp illumination.   
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Figure 5.9: k-space spectra (above) and R-space plots of ZnCc, with and without Xe lamp 

illumination. 
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Figure 5.10: R-space (above) and imaginary R-space (below) plots of dark ZnCc with fits within 

the specified window in R.  

Table 5.1: Fitted parameters for dark ZnCc. 

Path S02 E0 Reff σ2 

Np 0.8 2.10 2.07 0.0010 

Nh 
  

2.303 0.0005 

S 
  

2.4 0.0010 

Cαp 
  

3.1 0.0014 

Cαh 
  

3.298 0.0005 

Cm 
  

3.456 0.0013 
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Slightly larger Debye Waller factors for the Zn-Np scattering paths in both illuminated samples 

may suggest several similar distances are contained in the envelope of this scattering path, although 

the effect is too small to account for the degree of bond alternation reported by theoretical modeling 

of Zn porphyrin triplet states, which usually cite the bond length alternating by about 0.03 Å.152 

While alternation is not observed, the expansion of the average Zn-Np distance is consistent 

with theoretical studies. Because histidine is a π-bonding ligand, the reduction of the Zn-Nh bond 

may also serve to partly lift the in-plane degeneracy through mixing with one of the dπ orbitals of 

Zn. A similar role may be served by methionine, as the Zn-S bond has also been suggested to 

possess π-bonding character.157  

Another interpretation of the lack of apparent bond alternation implicates interaction between 

the porphyrin and protein pocket to affect out-of-plane distortion. Protein matrices have a profound 

influence on heme conformation, in particular to induce out-of-plane distortions that are conserved 

across proteins with similar physiological function.18,131,158,159 While coupling to a single out-of-

plane mode alone will not break the in-plane symmetry, these distortions in proteins are often the 

sum of distortions in several modes and can contain lower symmetry components that do. 

Furthermore, the Jahn Teller instability of the excited state may make it more susceptible to 

nonplanar distortion, triggering nonplanar distortion when an in-plane distortion brings the 

porphyrin into closer contact with the surrounding protein. Hemoproteins such as cytochrome c 

that stabilize nonplanar conformational state would naturally stabilize a distortion triggered in this 

way. 
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Figure 5.11: R-space (above) and imaginary R-space (below) plots of illuminated ZnCc with fits 

within the specified window in R. 

Table 5.2: Fitted parameters for illuminated ZnCc. 

Path S02 E0 Reff ΔGS σ2 

Np 0.83 2.10 2.093 0.023 0.0027 

Nh 
  

2.183 -0.12 0.0002 

S 
  

2.32 -0.08 0.0003 

Cαp 
  

3.123 0.023 0.0027 

Cαh 
  

3.178 -0.12 0.0002 

Cm 
  

3.453 -0.003 0.0020 
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Figure 5.12: k-space spectra (above) and R-space plots of ZnMb, with and without Xe lamp 

illumination.  
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Figure 5.13: R-space (above) and imaginary R-space (below) plots of dark ZnMb with fits within 

the specified window in R. 

Table 5.3: Fitted parameters for dark ZnMb. 

Path S02 E0 Reff σ2 

Np 0.97 5.78 2.116 0.0025 

Nh 
  

2.038 0.0001 

Cαp 
  

3.062 0.0025 

Cαh 
  

3.108 0.0001 

Cm 
  

3.401 0.0001 
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Figure 5.14: R-space (above) and imaginary R-space (below) plots of illuminated ZnMb with fits 

within the specified window in R. 

Table 5.4: Fitted parameters for dark ZnMb. 

Path S0
2 E0 Reff ΔGS σ2 

Np 1.05 5.78 2.136 0.02 0.0031 

Nh 
  

1.938 -0.1 0.0088 

Cαp 
  

3.082 0.02 0.0031 

Cαh 
  

3.008 -0.1 0.0088 

Cm 
  

3.427 0.026 0.0001 
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5.3.3. XTA studies of stationary Zn hemoproteins at cryogenic temperature 

Time resolved measurements on stationary samples at low temperature were also attempted 

for Zn myoglobin. Because the sample does not circulate and the triplet lifetime of ZnMb is quite 

long (13 ms at 77 K) the repetition rate was reduced from 1.2 kHz to 20 Hz, which not only 

impacted the data quality compared to a standard XTA experiment due to reduced statistics, but 

led to poorer quality pulse-by-pulse fitting. The reduced rep rate increases the time required to 

acquire dark and reference fits (normally about four minutes at 1.2 kHz) and the number of orbits 

used in this process must necessarily be reduced. While our strategy to integrate a large number of 

scans allowed us to acquire acceptable XANES at 1 ns, the high level of noise makes EXAFS 

analysis of a single bunch impossible.  

The XANES difference signal at 1 ns (Figure 5.15) is quite different than the singlet timescale 

XANES differences for ZnPPIX, and consists of the reduction of absorption between the shoulder 

and the edge peak as the higher energy part of the edge peak becomes more intense. Integrating all 

bunches to 50 μs provides greater statistics to our measurement of the 3ZnMb difference and is 

acceptable based on the long lifetime of 3ZnMb. In spite of this, the difference spectrum for 3ZnMb 

(Figure 5.15) has quite low S/N due to the small magnitude of the difference (~0.3 % of the total 

signal). This difference bears some resemblance to the weak, broad, positive features that appear 

by 1.8 μs in the ZnPPIX difference signals. In the absence of EXAFS, a clear comparison with the 

other systems studied, or additional theory to model the XANES, these XANES features are very 

difficult to interpret and strategies to improve our approach are discussed below. 
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Figure 5.15: (Above) Zn-Kedge XANES for ZnMb in the ground state and at 1 ns following 

excitation with the difference signal (x20 and offset for clarity). (Below) The sum of all bunches 

within 50 μs of excitation and the difference signal with respect to the ground state (x50, offset for 

clarity).  
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5.4. Summary 

Time resolved and steady state XAFS has been measured to characterize the structural 

dynamics and static distortions in ZnPs and Zn hemoproteins. But many aspects of the XTA and 

steady state data are currently unexplained. In general, structural changes in each ZnP system are 

very small in magnitude as measured by EXAFS and do not reflect expected in-plane symmetry 

breaking distortions. This may be reflective of the genuinely small effect of the Jahn Teller 

distortion on excited state geometry, or of less than optimal experimental sensitivity. Nevertheless, 

small structural changes involving the expansion of the porphyrin and the shrinkage of the Fe-

Histidine (or 1-MeIm) bond in the steady state data at cryogenic temperature are consistent for the 

triplet populations of ZnMb and ZnCc, and may be reflected in the ZnPPIX XTA EXAFS. 

Excitation appears to have a much more profound effect on the ZnP excited state XANES. If the 

structural changes in the excited states mostly manifest as out-of-plane distortions, it’s possible 

XANES could be much more sensitive to those changes since the scattering component of XANES 

mostly consists of multiple scattering, which is sensitive to the angle between the absorber and its 

neighboring atoms in addition to the distance. EXAFS is dominated by single scattering events 

and lacks that sensitivity. However, XANES differences are challenging to interpret in the absence 

of 1) a more detailed picture of the ZnP electronic structure on excitation 2) a structural model for 

the excited state, and 3) a method to quantitatively relate changes XANES features to specific 

structural distortions. We are currently in the process of completing electronic structure 

calculations and geometry optimizations for the ground, singlet, and triplet states of each system 

described by this work. Zn hemoproteins are being modeled within a rigid cage of all amino acids 

within 8 Å of the porphyrin according to available structure data. This will allow us to model both 
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electronic and geometric contributions to the excited state XANES. XAS transitions to bound 

states for the excited states will be calculated using a linear-response TDDFT method recently 

developed by Mosquera and Schatz160 to calculate sequential double excitations. Given a geometry 

for the singlet and triplet excited states, the scattering component of the XANES can be modeled 

with any of the available tools that implement full multiple scattering theory, such as the FEFF or 

μXAN packages.  
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