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ABSTRACT 

The Influence of Covalency on Spin-Orbit Coupling Transfer Through Metal-Metal Bonds 

Scott Christopher Coste 

 

Spin-orbit coupling (SOC) is a powerful phenomenon that dictates the functional properties of 

transition metal complexes essential for information processing, catalysis, and magnetism. Though 

it is relegated to lower energy scales within the orbital description of first-row transition metal 

complexes, SOC impacts crucial aspects of electronic structure such as promoting spin-forbidden 

processes. Therefore, developing approaches to modulate SOC in first-row metal complexes would 

propel our fundamental understanding of electronic structure and allow tailoring of metal 

complexes to the aforementioned applications. An attractive platform to probe the nature of SOC 

relies on using heterobimetallic complexes where we can systematically alter specific parameters 

through synthetic design. In this approach, heavy main group metals, such as tin, act as ligands to 

first-row transition metals as an external source of SOC. This splits the key components of SOC 

onto two different metals which each can be independently varied and interrogated. We 

hypothesize this metal-metal bond covalency directly affects the transferal of SOC between the 

two atoms. In this dissertation, I design and explore systems to test how metal-ligand covalency 

influences SOC through magnetic anisotropy. Chapter 1 will discuss the interplay of ligand field 

and SOC contributions towards magnetic anisotropy through a review of the literature, and how I 

approached assessing the influence of covalency on magnetic anisotropy using heavy group 14 

metal donors. Chapter 2 explores how subtle control over the local coordination environment 

influences magnetic anisotropy allowing us to tailor first-row transition metal complexes towards 
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two different applications, molecular magnetism and quantum information processing. Chapter 3 

reports a study highlighting the importance of spin-orbital overlap with ligand donor orbitals in 

ionic versus covalently bound heavy donor atoms. Chapter 4 outlines an approach to studying the 

influence of metal-metal bond covalency using ligand field theory in complexes with high-spin 

ground states. In Chapter 5, I spectroscopically probe covalency and periodic trends in a series of 

high-spin tin-transition metal complexes. Using the aggregate experimental data, I investigate how 

these periodic trends influence SOC transfer from tin using a molecular orbital approach.
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1.1 Background 

Spin-orbit coupling (SOC) is a powerful phenomenon which impacts the character and relative 

energy of atomic orbitals, with more significant effects manifesting in the heavier elements. 

Fundamentally, SOC can be defined as the interaction between the two key components of a 

magnetic moment: an electron’s spin (S) and orbital angular momentum (L). SOC is responsible 

for many effects across a myriad of fields. In core electron-based spectroscopy experiments, for 

example, spin-orbit coupling is a vital element to describe the electronic structure of orbitals (e.g. 

4d3/2 and 4d5/2 in gold as found in X-ray photoelectron spectroscopy)1 and the splitting of yellow 

sodium D-lines lying at the intersection of astronomy and magnetism.2,3 Similarly, in condensed 

matter physics, SOC is crucial in enabling the electronic structure which creates topological 

insulators by providing an internal magnetic field.4,5,6  

Closer to inorganic chemistry, SOC is an essential component of the d-orbital manifold 

description but is frequently relegated to lower energy scale interactions. Despite its relatively 

small energetic contribution, SOC impacts crucial properties such as magnetism,7,8 excited state 

dynamics,9,10,11 quantum coherence,12 and 

catalytic pathway determination.13,14,15 Within 

catalysis, SOC enhances intersystem crossing 

rates, thereby promoting spin-forbidden 

pathways along a reaction coordinate, 

accelerating the sluggish cleavage of strong 

bonds.16,17 SOC also generates magnetic 

anisotropy essential for single molecule magnets 

 

Figure 1.1 An abstract representation of spin-orbit 
coupling to illustrate the two critical components, an 
electron’s intrinsic spin (S) and orbital angular 
momentum (L). 
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by mediating coupling to excited states, providing molecules with preferred orientation of the 

magnetization.18,19,20 Developing new approaches to tune SOC would propel our fundamental 

understanding of electronic structure in coordination complexes and guide the tailoring of 

complexes towards such applications. 

Transition metal complexes provide an excellent platform to probe the fundamental nature of 

SOC, especially through the lens of bimetallic complexes. Here, we can isolate a first-row 

transition metal with weak spin-orbit coupling and bind it to a heavy main-group element, thereby 

separating the two key components of SOC into two atoms, each of which can be varied and 

interrogated. The aggregate picture of electronic structure provides insight into the SOC 

contribution through systematic modulation of the metal-metal interaction. To understand these 

dynamics, we first must consider each contribution to the energies of the valence orbitals: the 

ligand field strength, electron-electron repulsion, and SOC. First-row transition metals are 

sensitive towards each of these parameters. Crucially, in first-row metal complexes, comparable 

ligand field and electronic repulsion energies also allow for access to high spin states. Additionally, 

first-row metals feature relatively low SOC due to the nominal Zeff
2 dependence of SOC.21,22 The 

combination of these attributes makes them perfectly suited for an investigation of the impact of 

SOC from heavy elements. 

Using heavy diamagnetic elements to modulate SOC has deep precedent, dating back to the 

well-studied heavy-atom effect, wherein heavy atoms enhance SOC-mediated processes.23,24 This 

effect dramatically impacts the photophysical properties of molecules where SOC enhances singlet 

to triplet transition rates underpinning its importance to luminescent materials. Using diamagnetic 

elements to impact SOC also has significant precedent within the solid state literature where 
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unusually large magnetocrystalline anisotropies exist in magnetic materials such as FePt and 

MnBi.25– 28 Our approach to tune SOC transfer between two metals could provide insight into the 

properties of such solid state materials through isolation of the fundamental two-atom interaction 

in a molecule. This model will inform the design of new magnetic materials. 

1.1.2 Measuring spin-orbit coupling 

As a fundamentally atomic phenomenon directly measuring the SOC component in the d-

orbital manifold is challenging in molecular compounds. To ascertain SOC in transition metal 

complexes, quantifiable properties impacted by SOC such as intersystem crossing rates and 

magnetic anisotropy can serve as proxies. A powerful approach to measure SOC is through electron 

paramagnetic resonance (EPR) spectroscopy and superconducting quantum interference device 

(SQUID) magnetometry, which are capable of probing magnetic anisotropy through the axial zero-

field splitting parameter (D), the second-order orbital contribution. In most first-row transition 

metal complexes, orbital angular momentum is quenched by the ligand field, however, this second-

order term incorporates orbital angular momentum into the electronic structure. Zero-field splitting 

arises through coupling of the ground electronic states to excited states through SOC, which 

underpins it’s use as a proxy. Each excited state’s contribution to D is inversely proportional to its 

energy separation from the ground state and proportional to the effective SOC constant squared, 

ξeff
2.29 Therefore, SOC and the ligand field are delicately intertwined in their contributions to D, 

underpinning the importance of SOC in electronic structure. Thus, early examples of the heavy-

atom effect aimed at probing what chemical factors influenced the spectroscopic signatures of 

biologically relevant ions. To understand contributions from SOC to D, a comprehensive 

understanding of the ligand field, electronic structure, and the excited state manifold of the 
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complex is required. The following examples demonstrate some ways that D has seen use as a 

proxy for SOC and outline some of the challenges of using this parameter to measure SOC. 

1.2 The interplay of SOC and ligand field influence on magnetic anisotropy 

The influence of SOC on D via the heavy-atom effect is best illustrated in high-spin Mn2+ 

complexes. Here, the electronically isotropic 6A1 ground state (depicted in Figure 1.2) is relatively 

resistant to ligand field changes because all transitions are formally spin-forbidden requiring 

significant energy to overcome the cost of spin-pairing. Duboc and coworkers observed that the 

zero-field splitting of Mn2+-halide complexes generally trend as |DI| > |DBr| > |DCl|, correlating with 

the halide SOC.30 Using a combination of EPR spectroscopy and density functional theory (DFT), 

Neese and coworkers determined that D in Mn2+-halide complexes is indeed proportional to the 

metal and halide SOC contributions, ξMnξX (where X = Cl, Br, and I).31,32 The dominance of heavy-

ligand SOC on magnetic anisotropy in many Mn2+ complexes can be attributed to multiple 

opposite, but similar in magnitude, contributions to D neutralizing each other in the symmetric 

electronic environment. However, stronger ligand fields can overcome ligand SOC in the isotropic 

6A1 ground state by lowering the excited quartet state energies such as in isoelectronic Fe3+ 

porphyrin complexes.33,34 This implies that the weak ligand field, in conjunction with the 

electronic symmetry, about Mn2+ allows ligand SOC to dominate D in these complexes. 

In many other first-row transition metal complexes, where the electronic structure is not 

isotropic, the ligand field can dominate contributions to D. This is particularly true for Co2+ 

complexes whose odd electron count can promote large D values by introducing energetically low-

lying excited states as illustrated in Figure 1.2.35 Long and coworkers synthesized the series 

[Co(EPh)4]2− (E = O, S, and Se), and determined via magnetometry that changing the donor atom 
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from O to Se yielded an increase in D from 

−11.1(3) to −83(1) cm−1.36 Thorough 

investigation of the electronic absorption 

spectra and concomitant ligand field analysis 

demonstrated that the trend in D correlated 

with a change in the Racah B parameter, 

reflecting the softness of the ligand donors. 

Neese and coworkers confirmed through ab 

initio methods that the weaker ligand field of 

the heavier donors indeed had a greater 

influence over D than the ligand SOC in this 

system.37  

In complexes with more metal-ligand 

covalency, both SOC and ligand field can 

contribute similarly to D.38,39,40 

Experimentally quantifying the effect of 

ligand SOC on D then requires sufficient 

knowledge of its ligand field influence to 

deconvolute the two competing factors. 

Using the rich absorption spectra of S = 1 Ni2+, Desrochers and coworkers quantified the differing 

ligand field strength of axial halide donors in the series [Tp*NiX] (where Tp*− = hydrotris(3,5-

dimethylpyrazole)borate and X = Cl−, Br−, and I−).41 Using EPR spectroscopy, they observed |D| 

 

Figure 1.2 Examples of the two extremes of ligand SOC 
contributions to D. The isotropic, weak ligand field of 
Mn2+ allows ligand SOC to govern D whereas the ligand 
field dominates in the Co2+ complexes shown here.32,36 
Pink, cobalt blue, green, burgundy, purple, red, yellow, 
orange, blue, and gray spheres represent manganese, 
cobalt, chlorine, bromine, iodine, oxygen, sulfur, 
selenium, nitrogen, and carbon atoms, respectively, and 
hydrogen atoms have been omitted for clarity. 
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increase from 3.93(2) to 23.01(4) cm−1 between the Cl and I congeners, which correlates to the 

change in halide SOC constants. Through an angular overlap modal (AOM) analysis of the d-d 

transitions, they determined the ligand field changes throughout the halide series cannot account 

for the magnetic anisotropy enhancement. Consequently, they showed that the halide SOC 

facilitates the increase of |D| in the series where the effective SOC constant, ξeff, of Ni2+ exceeds 

its free-ion value (630 cm−1) by up to 370 cm−1 in [Tp*NiI]. Despite a clear change in ligand field 

affecting D throughout a series, this study illustrates how ligand SOC can still play a demonstrable 

role in magnetic anisotropy. 

In addition to the ligand field effects, prior theoretical research supports the chemically 

intuitive concept that metal-ligand covalency impacts SOC transfer.39,42 Many experiments on the 

heavy-atom effect thus far have relied on using electronegative donors to change D.43– 47 An 

intuitive way to engender a more covalent metal-ligand interaction is to use relatively 

electropositive donors. It is worth noting that several groups have begun exploring this approach 

using pnictogen and transition metal-based donors.48,49 Though to maximize the SOC of first-row 

transition metals, heavier ligands with more covalent interactions are necessary. Specifically, 

systematic analyses of bonding between heavy main group elements and high-spin paramagnetic 

transition metals remain scarce in the literature.  

1.3 From ligand-based effects to heterobimetallic complexes 

Earlier and heavier p-block metals and metalloids are ideal donors to generate covalent bonds 

to first-row transition metals due to their electropositivity relative to common ligand donors. 

However, in their most common oxidation states, the p- block elements become more Lewis acidic 

moving down the groups due to the relativistic contraction of the s-orbitals and radial expansion 
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of the p orbitals.50 It is therefore difficult to incorporate such heavy donors into the primary 

coordination sphere of paramagnetic first-row metals. 

A successful approach to facilitate such metal-metal interactions relies on utilizing the 

supporting framework of scaffold 

ligands. In an initial attempt to overcome 

the challenge of stabilizing an interaction 

between two polycationic ions, we 

targeted a ligand scaffold that contains 

two binding pockets capable of 

accommodating two positively charged 

metal ions. 51 For this study we used high-

spin Mn2+ because it has an isotopic 

electronic structure that is immune to ligand field distortions. This allowed us to comfortably 

attribute any notable deviations in the magnetic behavior expected for Mn2+ to the influence of 

Bi3+. Towards this end, we used the tripodal nonadentate ligand, 1,1,1-tris[(3-

methoxysalicylideneamino)methyl]ethane (H3L1), to stabilize an interaction between Mn2+ and 

Bi3+, the heaviest ion stable to radioactive decay (Figure 1.3). The three anionic phenoxy donors 

provide a bridging support such that the bismuth is in the secondary coordination sphere of Mn2+. 

Importantly, this ligand enforces the closest Mn2+-Bi3+ distance in a paramagnetic heterobimetallic 

complex, 3.2163(5) Å. Given the high spin-orbit coupling of Bi3+, we anticipated that the Bi3+ 

proximity would have a profound effect on the magnetic properties of this complex.  

 

Figure 1.3 Molecular structure of [L1MnBi(OTf)2] where 
purple, pink, red, blue, gray, yellow, and green represent 
bismuth, manganese, oxygen, nitrogen, carbon, sulfur, and 
fluorine atoms respectively. 
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Upon characterization via SQUID-based magnetometry and EPR spectroscopy, we 

determined that the high-spin Mn2+ center exhibits a substantially larger D value than complexes 

with similar (six-coordinate NxOy) primary coordination spheres. The |D| value of 0.70(2) cm−1 

was approximately twice that of the next highest (0.32 cm−1)52 for a six-coordinate complex with 

an NxOy coordination sphere and approximately four-fold greater than that of the mono-metallated 

Mn2+ complex of the same ligand (|D| = 0.168 cm−1).53 Indeed, the magnetic properties of this 

complex most closely resemble those of Mn2+ compounds featuring direct bonds to heavy halide 

ions such as Br− and I−. Because the primary coordination sphere could not be reasonably 

implicated in the manifestation of these magnetic properties, we proposed that the heavy Bi3+ ion 

in the secondary coordination sphere was strongly influencing the magnetic properties. This 

hypothesis is further supported by the work of Duboc and coworkers in their observation of the 

highest |D| measured for a manganous ion, 1.46(1) cm−1.54 Their system featured five-coordinate 

Mn2+coordinated by polyoxotungstate ions which featured heavy tungsten atoms in the secondary 

coordination sphere. Together, these results suggest that even SOC originating from the secondary 

coordination sphere metal can influence magnetic anisotropy in high-spin Mn2+. 

1.4 SOC transfer via direct, covalent bonding 

Theoretical investigations into heavy-atom effects suggest that inner sphere covalency would 

more greatly affect SOC transfer.55,56 Intuitively, a covalent bond in the primary coordination 

sphere would allow more electron density, i.e. SOC, to be shared between the two metal centers 

than an ionic bond. We need to address the challenge of creating a bonding interaction between 

two highly Lewis acidic metals which also harbors unpaired spins.  
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Many complexes bearing covalent bonds between first-row metals and main group metals 

feature electron rich transition metals, such as zero-valent or reduced carbonyl compounds shown 

in Figure 1.4a,57,58 whose strong ligand field environment promote spin pairing.59– 62 If one were 

to analyze the bonding in such complexes within the context of a metal-ligand interaction, the 

transition metal acts Lewis basic 

providing the electrons 

constituting the bond with the 

Lewis acidic main group 

metal.63,64 An example to 

illustrate this approach to 

generating a covalent bond is 

shown in Figure 1.4a, 

[Bi(Fe(CO)4)4]3−, where the 

anionic [Fe(CO)4]2− moiety reacts with an oxidizing bismuth precursor, NaBiO3 or BiCl3, to form 

a highly covalent bond. We note that higher nuclearity transition metal-main group metal carbonyl 

clusters have allowed isolation of paramagnetic ground states such as the [Bi2Co4(CO)11]− S = 1⁄2 

compound shown in Figure 1.4b.65,66 However, inspection of the molecular orbital diagram 

indicates that the singly-occupied molecular orbitals (SOMOs) have little main group element 

character. Furthermore, the complex reactivity and bonding of clusters do not allow for facile 

synthetic modification to investigate factors influencing covalency and magnetism relative to 

dinuclear coordination complexes. To use magnetic anisotropy as a proxy for SOC transfer, less 

electron-rich transition metals will be necessary to stabilize paramagnetic ground states. Therefore, 

 

Figure 1.4 Molecular structures of (a) diamagnetic [Bi(Fe(CO)4)4]3−, 
an example of a heavy main group metal-transition metal bonded 
complex, and (b) S = 1/2 [Bi2Co4(CO)11]−, one of the few paramagnetic 
heavy main group-transition metal clusters. Purple, orange, cobalt blue, 
red, and gray spheres represent bismuth, iron, cobalt, oxygen, and 
carbon atoms respectively; hydrogen atoms have been omitted for 
clarity. 
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the polarity of the classic transition metal-main group metal bond will need to be reversed to allow 

Lewis basic main group metal fragments to act as heavy ligands towards transition metal ions. 
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2.1 Introduction 

A bottom-up approach to synthesizing functional components of information storage devices is 

vital for molecular spintronics. Within this area, paramagnetic high-spin coordination complexes 

are attractive candidates for spin-based data storage and information processing devices owing to 

their readily tunable MS states. The field of molecular magnetic information processing can be 

bisected into two distinct areas: classical high-density information storage and quantum 

information processing (QIP).1,2 Each of the two applications requires fundamentally distinct 

design principles. Classical data storage necessitates molecules that display magnetic hysteresis, 

in an analogous fashion to bulk magnets, while QIP requires spectroscopically addressable 

transitions for manipulation. The key quantity differentiating the suitability of high-spin molecules 

to the aforementioned applications is the presence of transverse zero-field splitting (E), which 

mixes the MS states of a spin, S. In classical data storage applications, the mixing induces quantum 

tunnelling of magnetization (QTM) and destabilizes information stored in the orientation of the 

magnetic moment. Thus, the minimization of E is an overarching design principle.3 In contrast, 

high-spin coordination complexes with non-negligible E are attractive candidates as molecular 

hosts for QIP. Here, the MS mixing promoted by E induces relaxation of spectroscopic selection 

rules thus enabling otherwise forbidden transitions to function as candidate qubits. This latter 

property is highly advantageous for the design of multi-qubit molecular processors.4,5 Thus, E is a 

crucial parameter that gates the respective application of coordination complexes in either classical 

or quantum information processing.  

Commanding the delicate interplay of parameters required to tune E requires careful 

consideration of coordination geometry and electronic structure for a metal ion. Yet, explicit 
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studies illustrating the influence of specific structural changes on magnitude and sign of E are 

relatively rare, in contrast to the axial zero-field splitting (D), which is reasonably well understood. 

Tuning and measuring changes in D is well established from the field of single-molecule magnets 

(SMMs).6,7 These species are a class of paramagnetic molecules that feature an energy barrier for 

spin reversal,8 that promotes their utility for classical* data storage. While there is ample literature 

concerning maximizing D, and thus the spin reversal barrier (U = DS2), considerably fewer reports 

are devoted to understanding the rational tuning of E through ligand field variations.9,10 A large 

body of literature exists on magneto-structural correlations in systems with large, negative D 

values. Yet, in such systems it is very difficult to probe E spectroscopically or magnetically. This 

extremely challenging, and occasionally prohibitive, nature of direct measurement of E generates 

an absence of direct correlations of changes in E to the observation of magnetic hysteresis or qubit 

viability. To ameliorate the spectroscopic elusiveness of E we employed ac magnetic susceptibility 

as a probe of the emergence of QTM, which is a bulk proxy for E, as it enables QTM through 

admixture of MS levels. 

Electron paramagnetic resonance (EPR) spectroscopy is an invaluable technique to measure the 

zero-field splitting (ZFS) parameters of magnetic molecules. Yet, owing to the limited operational 

microwave frequencies currently available, it is often difficult to use the technique to study 

complexes with highly axial anisotropy (D >> E). Fortunately, ac susceptibility is a powerful probe 

of slow magnetic relaxation in which QTM, facilitated by a number of factors including E, is often 

a prominent relaxation pathway at low temperatures. Ac susceptibility is an indispensable 

technique for the investigation of magnetic properties such as magnetic ordering and spin glass 

behaviour in solid state materials,11 yet, it is rarely the key technique employed to inspect E in 
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coordination complexes. Herein, we report tuning the coordination geometry in a series of S = 3/2 

pseudo-tetrahedral Co2+ complexes, A2[Co(C3S5)2] (A = Bu4N+ (1), Ph4P+ (2), PPN+ (3), 

[K(18c6)]+ (4)). Across 1 – 4, we observe a diminishing value of E by monitoring the low 

temperature quantum tunneling of magnetization. Importantly, concomitant with a decrease in E, 

a transition of the utility of the molecule from quantum to classical information application occurs, 

as evidenced by the observation of an L-band (1.36 GHz) EPR signal for 1 and magnetic hysteresis 

for 4.  

2.2 Results and Discussion  

Investigation of whether small structural changes can induce a transition in viability from the 

quantum to classical regime of 

information processing poses an 

appreciable challenge due to the 

synthetic requirement of varying one 

zero-field splitting parameter while 

maintaining the same electronic 

structure. To approach this, we 

focused on the 4,5-dimercapto-1,3-

dithiole-2-thionate (C3S5
2−) ligand 

motivated by its denticity and planarity, which guides late transition metal ions toward four-

coordinate geometries with subtle deviations away from D2d idealized symmetry. Here, the 

majority of such deviations amount to variation in the interligand dihedral angle (θd) between the 

planes defined by the C3S5
2− planar ligands (Fig. 2.1). Each member of the series of [Co(C3S5)2]2− 

 

Figure 2.1 (a) Molecular structure of [Co(C3S5)2]2− as determined 
by X-ray crystallography for 2. The blue, yellow, and grey spheres 
represent Co, S, and C atoms respectively. (b) Depiction of the 
variation in dihedral angle across compounds 1 – 4.  
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complexes was synthesized via ligation of the bidentate, nuclear-spin free ligand, 4,5-dimercapto-

1,3-dithiole-2-thionate (C3S5
2−), to CoCl2 in MeOH followed by the addition of the appropriate 

cation (Bu4N+ (1), Ph4P+ (2), PPN+ (3) and [K(18-c-6)]+ (4)) to affect precipitation of the desired 

salt. Single-crystal X-ray diffraction studies of all complexes reveal an elongated pseudo-

tetrahedral coordination environment surrounding the Co2+ center, as illustrated in Fig. 2.1a. 

Several metrical parameters are remarkably consistent across the series. First, the average Co–S 

bond distances in all complexes are comparable (2.305(8) Å) and are consistent with the average 

Co–S distances reported for tetrahedral coordinated high-spin Co2+S4 complexes in the literature.12 

Further, individual S–Co–S bite angles in 1 – 4 do not deviate significantly from the average value 

of the series (93.9(3)°). Yet, despite this consistency, a distortion away from D2d symmetry is 

observed as a function of counterion in 1 – 4 (Fig. 2.1). Indeed, a twist of the planar C3S5
2− ligands 

relative to one another distorts the dihedral angles away from the ideal angle of 90°, as illustrated 

in Fig. 2.1b. Across the series of 

compounds, the dihedral angle 

ranges from 76.499(6)° to 

83.08(12)° in 1 and 4, 

respectively. The low-coordinate 

nature of the Co2+ complexes 

imparts flexibility, allowing the 

dihedral angle to remain flexible 

while maintaining the ~94° bite 

angle. Importantly, the invariant 

 

Figure 2.2 Temperature dependent magnetic susceptibility (χMT) of a 
polycrystalline powder of 4 collected under an applied field of 0.1 T. 
Inset: Overlay of hysteresis curves collected on 4 at 2 K, 2.5 K, and 3 
K at a scan rate of 8 mT/s. 
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bite angle across the series imposes a near degeneracy of the dx
2

-y
2 and dxy orbitals resulting in the 

large axial anisotropy previously observed in [Co(C3S5)2]2−.10,13 This specific structural variation 

observed across the series presents a unique opportunity to study the influence of a specific subtle 

distortion in the ligand field on the slow magnetic relaxation by inducing non-negligible 

rhombicity (E/D ≠ 0) with minimal influence on D (i.e. the height of the spin reversal barrier). 

Importantly, the nearest intermolecular Co•••Co distances are nearly constant in the series, ranging 

from 8.66(8) to 10.14(7) Å. This consistency is an effective control for dipolar interactions 

between the paramagnetic centers, thereby highlighting the dominance of changes in the ligand 

field as the most important influence on relaxation processes. 

To probe the magnetic structure of compounds 1 – 4, variable-temperature dc magnetic 

susceptibility measurements were performed under an applied dc field of 0.1 T between 1.8 and 

300 K. The relatively uniform 300 K χMT values of 3.0 – 3.3 cm3K/mol supports assignment of a 

S = 3/2 ground state with large giso values in the range of 2.53 – 2.65, consistent with other highly 

axial cobalt thiolate complexes.7d,g As an illustrative example, the 300 K χMT value of 4 persists 

with decreasing temperature until ∼175 K, whereupon the value gradually decreases to 2.6 

cm3K/mol at 10 K (Fig. 2.2) At temperatures lower than 10 K, the χMT rapidly declines with 

decreasing temperature. In all complexes, the gradual decline in χMT below 150 K is indicative of 

a large axial ZFS, as expected owing to the structural similarity with other previously reported 

pseudo-tetrahedral Co2+ complexes.6d,g Determination of the magnitude and sign of the zero-field 

splitting parameters proceeded through collection and fitting the variable-temperature, variable-

field magnetization data (see Figure S2.1). The program DAVE 2.014 was employed to fit the data 

with the spin Hamiltonian Ĥ = DŜz
2

 + E(Ŝx
2 − Ŝy

2) + gisoμBSH. The parameter D is the axial zero-
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field splitting parameter, E is the transverse zero-field splitting parameter, Ŝi (i = x,y,z) are the spin 

operators, giso is the isotropic g value,  μB is the Bohr magneton, S is the spin, and H is the magnetic 

field. Our fits consistently estimate D to range from −161 to −187 cm−1 for 1 – 4. We note the 

difficulty in accurately determining the magnitude of D, and more significantly E, from 

magnetization data of microcrystalline sample of highly magnetically anisotropic complexes, 

especially considering the difficulty in ensuring a randomly oriented microcrystalline sample. 

However, simulations of the magnetization curves with E values up to 3 cm−1 do not change the 

appearance of the magnetization curves due to the low rhombicity of the complex, thus precluding 

accurate determination of this parameter by dc magnetometry. Indeed, it is particularly challenging 

to assess low energy differences via magnetometry data alone, particularly when the value of D is 

significantly larger than E, thus masking the impact of altering this parameter. Nevertheless, the 

validity of these fits is supported by theoretical calculations as illustrated below. 

Investigation of the influence of θd on the dynamic magnetic properties first proceeded via 

acquisition of variable field magnetization data below 5 K to search for magnetic hysteresis, a 

property suggestive of classical data storage. Of this series, the least distorted compound, 4, is the 

only species to display magnetic hysteresis. Variable-temperature hysteresis curves reveal that the 

behaviour persists until 3 K, when the open loop collapses completely. Compound 4 is only one 

of very few mononuclear transition metal complexes exhibiting hysteresis at temperatures 

accessible above 1.5 K measured at relatively low scan rates.15  Since hysteresis was only observed 
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in a single species of this series, this illustrates the significant influence of subtle distortions of the 

immediate ligand sphere on the magnetic 

properties of [Co(C3S5)2]2−. 

The presence of magnetic hysteresis in 

a single species of the series is surprising 

given the nearly identical zero-field 

splitting parameters determined from the 

dc susceptibility and magnetization data. 

Thus, ac magnetic susceptibility 

experiments, which yield information on 

the exact relaxation processes responsible 

for spin reversal, were pursued to search 

for the impact of subtle differences in the 

ZFS values. Specifically, we searched to 

correlate E with data obtained from 

dynamic magnetic measurements. One 

feature, which enables us to probe the ZFS 

parameters, is the presence of slow magnetic 

relaxation, which manifests by the 

observation of a peak in the out-of-phase 

component of ac susceptibility (χM″). When 

this slow relaxation is induced by negative 

 

Figure 2.3 (a) Variable temperature out-of-phase ac 
susceptibility of 4 between 0.1 and 1500 Hz collected from 
1.8 to 26 K collected under zero dc field. (b) Overlay of 
the temperature dependent relaxation times of compounds 
1 – 4. (c) Fit to the slow relaxation process (τs) of 4 in the 
temperature range of 1.8 to 26 K. The fit, and the inset, 
highlight contributions from Orbach (blue), Raman (red) 
and QTM (green) relaxation processes and their origins. 
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axial anisotropy, it is the hallmark of single-molecule magnet behaviour. Investigation of 

compounds 1 – 4 by variable temperature ac-susceptibility under zero applied dc field revealed a 

signal in the χM″ component of the ac susceptibility indicating a slowly relaxing magnetic moment. 

At 1.8 K, 1 – 4 all exhibit a peak in χM″ with maxima occurring at 0.7 to 10 Hz, respectively. The 

data sets for each complex exhibit two distinguishable or slightly overlapping peaks, a 

consequence of changing ac field frequencies enabling access to different pathways for reversal. 

Several examples of this behaviour are documented in the literature.16 For 1 – 3, the fast relaxation 

peak, which occurs at higher frequencies, exhibits little discernible temperature dependence, 

whereas 4 possesses two readily distinguishable peaks in χM″, both of which can be tracked 

throughout the temperature range of study (see Fig. 2.3a). Close inspection of the temperature 

dependence of the χM″ peak in 1 – 4 reveals a temperature independent regime below 3 K, where 

QTM is the operative relaxation pathway. Above 3 K, the peak in χM″ shifts to higher frequencies 

with increasing temperature until it disappears from the accessible frequency window at 15 K. 

However, 4 is notable in that its χM″ peaks can be monitored at temperatures up to 26 K, thus 

permitting a more thorough analysis of the temperature dependence of its relaxation times (τ). Akin 

to the dc susceptibility data, 1 – 3 display similar behaviour to each other, while 4 is, again an 

outlier, corroborating the observation of magnetic hysteresis in 4, and further suggesting a 

minimum value for E in 4. 

The temperature dependence of the magnetic relaxation time yields mechanistic information 

regarding spin reversal, information that is highly sensitive to structural changes in magnetic 

systems. Thus, the variable frequency and temperature ac susceptibility data were fit to a general 

Debye model17 to extract the spin relaxation times (τ) for each compound. Compound 4 is a slight 
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exception here, requiring a modified two-site Debye model.18 The extracted relaxation times for 1 

– 4, presented in Fig. 2.3b, highlight the temperature independent regime below 3 K at zero dc 

field, owing to QTM3 or possibly avalanche processes.19 Above 3 K however, all compounds 

exhibit thermally activated relaxation, often attributed to two-phonon mediated Raman and Orbach 

spin relaxation processes, which impart a Tn and exponential dependence on T for τ, respectively.20 

In order to understand the relative contributions of each pathway in 1 – 4, we fit the temperature 

profiles of τ to account for QTM, Raman, and Orbach relaxation according to the equation, 𝜏𝜏−1 =

 𝜈𝜈QTM + 𝐵𝐵𝑇𝑇𝑛𝑛 + 𝜏𝜏0−1𝑒𝑒
𝑈𝑈eff

k𝑇𝑇� . νQTM is the tunnelling frequency, T is the temperature, k is 

Boltzmann’s constant, Ueff is the effective spin-reversal barrier, B is the Raman coefficient, and 

τ0−1 is the attempt frequency. The fit to the slow relaxation process (τs) in 4, presented as an 

illustrative example in Fig. 2.3c, highlights the relative contributions of the various relaxation 

processes across the temperature range of measurement. Below 3 K, QTM is the dominant 

relaxation pathway as indicated by the temperature independence of the relaxation time. With 

increasing temperature, Raman relaxation begins to take effect, inducing the observed curvature 

in the temperature profile of τ, up to 22 K where Orbach relaxation dominates as indicated by the 

linear temperature dependence on the logarithm of τ. 

Fitting the high temperature data to an Orbach relaxation process yields effective relaxation 

barriers (Ueff) in the range of 31 – 35 cm−1 for 1 – 3, while the slow relaxation time in 4 exhibits a 

barrier of 91 cm−1, one of the largest reported barriers for mononuclear transition metal complexes 

(see Fig. 2.3c).21 The glaring disagreement between our theoretically expected barrier (Ueff = 2D 

= 320 cm−1) and the observed ones suggests the potential overestimation of D, or more likely the 

inappropriate assignment of an Orbach process at the higher temperatures of analysis.22  
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Regardless, the low temperature relaxation times draw attention toward the stark differences in the 

QTM frequency (νQTM) between compounds 1 – 4, which range two orders of magnitude, ranging 

from 61 Hz to 0.26 Hz for 1 and 4, respectively. 

The chelating coordination mode of the planar ligand in compounds 1 – 4 provides a unique 

opportunity to investigate a select magneto-structural correlation in [Co(C3S5)2]2−. To exclude the 

influence of counterion nuclear spins on QTM,23 and to focus our study on the variable dihedral 

angle, we synthesized the deuterated analogue of 2 for comparison. We probed this compound by 

ac susceptibility and determined there was no statistically significant difference between its 

properties and those of its protiated counterpart (see supplementary information for further 

discussion). There is a striking and unexpected correlation between the dihedral angle of the 

dithiolate ligands in 1 – 4 with νQTM
 extracted from ac susceptibility measurements. Compound 1, 

possessing a dihedral angle of 76.5(1)°, exhibits the highest νQTM (61 Hz), whereas 4, bearing the 

least distorted angle of 83.1(1)°, exhibits the lowest frequency for QTM (0.26 Hz). We note that 2 

and 3 do not rigorously follow the proposed trend, which we attribute to the canted binding mode 

of the C3S5
2− ligand that induces a slight deviation from the ligand field trend.  

Correlation between νQTM and θd is credited to deviation from D2d symmetry (i.e. θd < 90°). 

Inspection of the qualitative d-orbital splitting diagram in Fig. 4 highlights the extent to which the 

near degeneracy of the dxy and dx
2

−y
2 orbitals is removed, imposed by the invariant bite angle of 

the C3S5
2− ligand across the series, thus distorting the pseudo-tetrahedral complex from Td to D2d 

symmetry. Our analysis is further supported by computational studies that reveal the lowest lying 

electronic excited state is relatively constant across the series, indicating relatively minor changes 

to the energies of the dxy and dx
2

−y
2 orbitals. The low-coordinate nature of these complexes, as well 
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as the rigidity of the binding mode of 

the planar ligand, imposes selective 

distortion of the dihedral angle due to 

crystal packing forces. Twisting of 

the dihedral angle away from 90° 

breaks the degeneracy of the dxz and 

dyz orbitals in the above d-orbital 

energy diagram. The incomplete 

cancellation of the contributions from 

transitions to dxz and dyz orbitals 

results in a nonzero E component of 

zero-field splitting. As depicted in the 

d-orbital splitting diagram in Fig. 

2.4a, the energy separation between 

the dxz and dyz widens as the dihedral 

twist increases, thus resulting in a 

larger E component of ZFS. The 

values of E for compounds 1 – 4 were determined through a wave function based approach. State-

averaged CASSCF/CASPT2 calculations of 1-4 were performed as implemented in the Molcas 8.0 

software package.24,25 The lowest 40 doublet and 10 quartet states (the full d-manifold) were 

included and used in subsequent state-interaction calculations in order to determine the effects of 

 

Figure 2.4 (a) Illustration of the d-orbital splitting for 
[Co(C3S5)2]2− as a function of deviation from ideal D2d symmetry. 
The arrows highlight the various transitions contributing to D 
(blue) and E (purple and pink). (b) E (blue triangles) and νQTM (red 
circles) as a function of the variable dihedral angle. The error on 
νQTM is smaller than the size of the data points. 
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spin orbit coupling and ultimately 

the D and E parameters (see 

supplementary information for 

details). 

 With increasing deviation of θd 

from 90°, νQTM increases as a result 

of an increasing E that facilitates 

mixing of the MS levels and 

magnetization tunneling through 

the spin-reversal barrier. 

Compounds 1 – 4 enable us to 

utilize ac susceptibility as an 

indirect probe of E, a value inherently difficult to measure in highly axially anisotropic complexes, 

through measurement of the QTM frequency. The results summarized in Fig. 2.4b clearly support 

our magneto-structural and d-orbital splitting analysis and illustrate the utility of employing ac 

susceptibility as an indirect probe of E in 1–4.  

Utility of a coordination complex for quantum computing is predicated on the ability to 

manipulate its spin. Practically, this necessitates the observation of an EPR transition for pulsed 

manipulation. Yet, prior investigations of 2 revealed EPR silence and the unfeasibility of 

addressing any transitions as a consequence of a large, negative D and small E.4 However, the 

surprising correlation between the dihedral angle and QTM frequency provided the motivation to 

investigate the possibility of addressing intra-Kramers transitions within the MS = ±3/2 doublet at 

 

Figure 2.5 Overlay of the experimental cw-EPR spectrum (green) and 
simulation (blue). The experimental spectrum was collected on 1 at L-
band (ν = 1.368 GHz) at 110 K. The simulation was performed in 
EasySpin using an effective spin Hamiltonian (S′ = 1/2) with rhombic 
g-values and a rhombic hyperfine interaction (gi, Ai, i = x, y, z). The 
blue spectrum was simulated using the following parameters: g′x = 
0.79(5), g′y = 0.84(3), g′z = 6.8(2), A′x = 142(1) MHz, A′y = 149(1) 
MHz, A′z = 2026(1) MHz. 
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very low magnetic fields. Previously, we demonstrated that the extremely small value of E in 2 

prevented observation of this transition; by increasing E with increasing distortion from D2d 

symmetry across this series we created the potential for an EPR accessible transition. Yet, in order 

to access said transitions, low frequency EPR is necessary to bring the resonance to a field 

accessible by commercial spectrometers (< 1.4 T). Thus, we investigated the two extremes in the 

series, 1 and 4, by the rare application of L-band (1.368 GHz) EPR spectroscopy to high-spin 

cobalt ions. Remarkably, while 4, which possesses the smallest E, elicited no signal, the cw-EPR 

spectrum of 1 reveals a rich signal, displaying a multitude of resonances between 10 and 70 mT 

(see Fig. 2.5). The energetically well-isolated MS = ±3/2 Kramers doublet permitted treatment of 

the spectrum as an effective S′ = 1/2, with highly anisotropic effective g′-values. Simulation of the 

spectrum in EasySpin26 allowed assignment of the observed features, which are attributed to very 

weak transitions within the hyperfine structure of the ±3/2 Kramers doublet due to electronuclear 

interactions with the I = 7/2 nuclear spin of the 59Co nucleus (see ESI S2.16). The observation of 

resonances in the cw-EPR spectrum of the species with the largest value of E (1), concomitant 

with observation of hysteresis in the species with the smallest value of E (4), clearly demonstrates 

the impact of θd on the potential utility of the system. For 4, the θd leads to a low E, inducing 

magnetic hysteresis and potential for classical information storage. In 1, however, the θd leads to 

a larger E, which negates the hysteresis but enables access to EPR transitions at low frequency, 

and thus potential application for QIP. The actual potential of the system for QIP will be evaluated 

via pulsed L-band studies in a future study. 
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2.3 Outlook 

Deriving magneto-structural correlations in high-spin molecular species is vital for creating 

design principles to develop components for classical information storage, spintronics, and 

quantum information processing. Specifically, the foregoing results further develop the impact of 

specific structural and electronic changes on application for classical versus quantum computing 

schemes. Our analysis of highly uniaxially anisotropic complexes reveals an unequivocal trend 

between increased QTM frequencies with increased deviation from D2d symmetry owing to the 

concurrent increase in the magnitude of E. This drastic influence of a single structural distortion 

of [Co(C3S5)2]2− permitted the application of ac susceptibility as an indirect probe of E throughout 

the series. Consequently, the subtle distortion of θd away from D2d symmetry led to the observation 

of both magnetic hysteresis and addressable EPR transitions in the two extremes of θd, 

respectively. The discovery that [Co(C3S5)2]2− bridges the fields of SMMs and QIP through subtle 

structural distortions opens new avenues to investigate the suitability of transition metal complexes 

for applications in quantum and classical information processing  
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2.4 Supplementary Information 

General Considerations. All compounds were manipulated and handled under a dinitrogen 

atmosphere in a Vacuum Atmospheres Nexus II glovebox. All glassware was either oven-dried at 

150 °C for at least 4 hours or flame-dried prior to use. Acetonitrile (MeCN), tetrahydrofuran 

(THF), and diethylether (Et2O) were dried using a commercial solvent purification system from 

Pure Process Technology and stored over 3 or 4 Å sieves for a minimum of one day prior to use. 

Methanol (MeOH) was dried using the commercial solvent purification system followed by 

distillation under dinitrogen prior to use. Deuterated MeCN was purchased from Cambridge 

Isotope Labs, deoxygenated by three successive freeze-pump-thaw cycles, filtered through a pad 

of activated alumina, and stored over 4 Å sieves prior to use. CoCl2 was prepared from 

CoCl2•6H2O by following the method of Horvath as applied for preparation of MnCl2.27 4,5-

bis(benzoylthio)1,3-dithiole-2-thione (benzoyl dmit) was prepared according to literature 

procedures.28 (Ph4P)2[Co(C3S5)3] (1) and the deuterated counterion, d20-Ph4P were synthesized 

according to previously reported procedures.29,30,31 d20-Ph4P•2 was synthesized in an identical 

manner to its protiated analogue, using d20-Ph4P+ as the counterion. All other chemicals were used 

as received. 

(Bu4N)2[Co(C3S5)3] (1). NaOMe (215 mg, 3.98 mmol) was combined with benzoyl dmit (862 

mg, 2.12 mmol) in 10 mL of MeOH and was allowed to stir for an hour to yield a dark red solution, 

to which CoCl2 (128 mg, 0.99 mmol) was added and allowed to stir for two hours. A solution of 

Bu4NBr (660 mg, 2.05 mmol) in 2 mL of MeOH was added dropwise leading to the formation of 

a dark purple precipitate. The mixture was stored in the freezer at -35C overnight leading to the 
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formation of purple block shaped crystals. The crystals were filtered and washed with 10 mL of 

Et2O. The crystals were redissolved in approximately 15 mL hot MeCN, filtered through 

diatomaceous earth, after which Et2O was slowly diffused into the solution to produce dark purple 

block shaped crystals (336 mg, 36.8 %) suitable for X-ray diffraction. IR (cm–1): 3054(w), 

3037(w), 3016(w), 2985(w), 1582(s), 1482(s), 1434(vs), 1405(vs), 1338(m), 1311(m), 1185(m), 

1160(m), 1104(vs), 1051(s), 1025(vs), 994(vs), 894(m), 848(w), 838(w), 752(s), 717(vs), 682(vs), 

643(w) 615(w), and 519(vs). Anal. Calcd. for C40H75N3S10Co: 47.17 %C; 7.40 %H; 2.89 %N. 

Found: 47.49 %C; 7.03 %H; 3.00 %N. 

(PPN)2[Co(C3S5)2] (3). NaOMe (54.4 mg, 1.00 mmol) was combined with benzoyl dmit 

(200.8 mg, 0.49 mmol) in 15 mL of MeOH and was allowed to stir for an hour yielding a dark red 

solution, at which time CoCl2 (31.4 mg, 0.24 mmol) in 5 mL of MeOH was added and allowed to 

stir over night. Neat PPNCl (281.4 mg, 0.49 mmol) was added to the reaction mixture leading to 

the formation of a microcrystalline solid. The mixture was stirred for an additional hour, then 

filtered at which point the resulting magenta solid was washed with 30 mL of MeOH then 10 mL 

of Et2O. The collected solid was dried and weighed to be 326.0 mg of crude product. The crude 

product was then redissolved in MeCN and filtered through diatomaceous earth. Et2O was then 

allowed to diffuse into the MeCN solution to produce dark magenta elongated plates shaped 

crystals. IR (cm–1): 3050(w), 1587(w), 1481(m), 1435(m), 1405(m), 1299(m), 1279(m), 1260(s), 

1180(w), 1162(w), 1112(s), 1053(m), 1027(s), 997(m), 928(w), 897(w), 850(w), 800(w), 742(m), 

720(vs), 690(vs), 615(w), 531(vs), 506(s), 496(vs), 463(m), and 446(w). Anal. Calcd. for 

C78H60CoN2P4S10: 61.28 %C; 3.96 %H; 1.83 %N. Found:  60.98 %C; 3.89 %H; 1.82 %N. 
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[(18c6)K]2[Co(C3S5)2] (4) KOMe (101.8 mg, 1.45 mmol) and benzoyl dmit (297.1 mg, 0.73 

mmol) were stirred in 15 mL of MeOH for an hour yielding a dark red solution. CoCl2 (47.5mg, 

0.37 mmol) in 2 mL of MeOH was subsequently added to the reaction mixture and allowed to stir 

for an hour at which point 18-crown-6 (208.5 mg, 0.79 mmol) in 2 mL of MeOH was added to the 

solution. The resulting solution was allowed to stir overnight. After removal of the solvent in 

vacuo, 20 mL of THF was added to the solid residue. The mixture was then stirred briefly, then 

pumped down to dryness in vacuo followed by further drying at 65°C for 2 h. This procedure was 

repeated twice. The solid was then redissolved in THF and filtered through diatomaceous earth. 

Et2O was allowed to diffuse into the resulting THF solution to produce dark magenta elongated 

plate-like crystals. IR (cm–1): 2885(m), 2864(m), 2821(w), 2743(w), 1468(w), 1451(w), 1415(m), 

1349(sh), 1282(w), 1247(w), 1099(vs), 1049(s), 1025(vs), 999(m), 958(m), 891(m), 834(m), 

771(w), 522(w), 461(sh). Anal. Calcd. for C38H64CoO14S10K2: 37.95 %C; 5.36 %H. Found:  38.12 

%C; 5.30 %H. 

Magnetic Measurements. Magnetic data were collected using a Quantum Design MPMS-XL 

SQUID magnetometer. Measurements for all compounds were obtained on finely ground 

microcrystalline powders. The compounds were restrained in a frozen eicosane matrix and flame 

sealed in a quartz tube under vacuum or wrapped tightly within a polyethylene bag. In this latter 

case, the sample was prepared under a dinitrogen atmosphere and transferred to the SQUID in a 

Schlenk tube under a flow of Ar gas. Dc susceptibility measurements were collected in the 

temperature range 1.8−300 K under dc fields of 0.1, 0.5 and 1 T. Dc magnetization measurements 

were performed under applied magnetic fields of 1, 2, 3, 4, 5, 6 and 7 T in the temperature range 

of 1.8−10 K. Dc magnetic susceptibility data were corrected for diamagnetic contributions from 
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the sample holder and eicosane as well as for the core diamagnetism of each sample, estimated 

using Pascal’s constants.32 Ac susceptibility were performed on all compounds in the temperature 

range of 1.8 K to 15 K, between frequencies of 1 to 1500 Hz with an oscillating magnetic field of 

4 Oe at zero-applied dc field. Prior to full characterization, variable dc field magnetization data 

was collected from 0 to 4 T at 100 K to ensure the absence of curvature associated with 

ferromagnetic impurities. Errors reported in Figures S4 and S5 on the magnetic parameters for 

simulation of the dc magnetic data were attained via successive simulation of the data in search 

for the upper and lower limits on the values before the simulation deviated from the experimental 

data significantly, by maintain the residual sum of errors below the value of 0.1. 

X-ray Diffraction. Single crystal diffraction data collections were performed on single 

crystals coated with Paratone-N oil and mounted on a MicroMountsTM rod. The crystals were 

frozen while coated in Paratone-N oil under a stream of N2 during the measurement. Structures for 

1, 2, 4, 5 were collected with a Bruker KAPPA APEX-II diffractometer equipped with a Mo Kα 

(λ = 0.71073 Å) sealed tube diffraction source with a graphite monochromater, and a Bruker 

APEX-II detector. Data for 3 were collected on a MICROSTAR X-ray source of Cu Kα (λ = 

1.54056 Å) radiation with a Bruker SMART APEX CCD area detector. Raw data were integrated 

and corrected for Lorentz and polarization effects using Bruker Apex2 v. 2013.33 Absorption 

corrections were applied using SADABS.34 Space group assignments were determined by 

examination of systematic absences, E-statistics, and successive refinement of the structures. The 

crystal structure was solved by direct methods with the aid of successive difference Fourier maps 

in SHELXS35 operated with the OLEX2 interface.36 The crystals showed no significant decay 

during data collection. Thermal parameters were refined anisotropically for all non-hydrogen 
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atoms in the main body, solvents of crystallization, and counterions. Hydrogen atoms were placed 

in ideal positions and refined using a riding model for all structures.  

L-Band EPR spectroscopy Measurements. L-band (1.367-1.388 GHz) EPR spectroscopy 

was performed in the National Biomedical EPR Facility at the Medical College of Wisconsin 

(MCW) on a home built instrument, the details of which are described elsewhere.37 Samples were 

finely ground powders restrained in eicosane and sealed under vacuum in Wilmad 4 mm outer 

diameter quartz tubes. The magnetic field was calibrated with the g = 2.0036 resonance of 2,2-

diphenyl-1-picrylhydrazyl (DPPH). Spectra were recorded with 10 dB microwave power 

attenuation (0.1 mW incident power at 1.36 GHz) and 0.4 mT (4 G) with field modulation at 100 

kHz. Spectra of 30 s scan time with a time constant of 0.064 ms were averaged over a period of 3 

minutes at 110 K and background spectra were recorded on samples of frozen 18 MΩ water 

(Millipore) to ensure confidence in sample signal assignment. 

All Other Physical Measurements. Combustion analysis of all complexes was performed by 

Midwest Microlab (Indianapolis, IN). Infrared spectra were recorded on a Bruker Alpha FTIR 

spectrometer equipped with an attenuated total reflectance accessory. Solution-phase NMR spectra 

were collected with an Agilent Au 400 MHz spectrometer. Proton NMR spectra are referenced to 

CDCl3 at 7.26 ppm. UV-vis spectra were collected on a Varian Cary 5000 spectrometer in MeCN. 

Computational Details. Complete active space self-consistent field calculations with 

corrections from second order perturbation theory (CASSCF/CASPT2) were performed on the 

experimental geometry for complexes 1-4.38- 40 The active space included the 3d and 4d orbitals 

on the cobalt center and the eight valence electrons resulting in an (8e,10o) active space. Scalar 

relativistic effects were treated through the use of the Douglas-Kroll-Hess (DKH) Hamiltonian41,42 
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and ANO-RCC basis sets of triple-𝜁𝜁 quality were employed with the following contractions: 

6s5p3d2f1g for cobalt and 5s4p2d1f for sulfur, and 4s3p2d1f for carbon43,44 Higher CI roots were 

computed in order to include the lowest lying excited states which is essential if one wishes to 

obtain reliable magnetic properties. To this end, electronic states consisting of excitations in the 

full d-manifold were included for a total of 40 doublet and 10 quartet states. CASPT2 calculations 

were performed for each spin-free state as implemented in the Molcas 8.0 software package.45 

Cholesky decomposition was used in combination with local exchange (LK) screening to reduce 

the cost of the two electron integrals.46 Spin orbit coupling effects were computed a posteriori 

using the state interaction approach (RAS-SI).47 The diagonal elements of this effective 

Hamiltonian were replaced with the CASPT2 energies in the so-called SOCASPT2 approach. The 

RASSI spin-orbit states that were obtained were then introduced into the SINGLE-ANISO module 

in order to calculate the magnetic properties (g, D, and E) of the complexes.48 

Discussion of fitting temperature dependence of τ. The temperature dependence of τ was fit 

for 1 – 4 under zero applied magnetic field accounting for only two contributors to relaxation. 

Quantum tunneling of magnetization serves as a temperature independent relaxation process that 

dominates the relaxation at the lowest temperature of measurement, as indicated by the plateau in 

the relaxation profiles. The curvature observed in the temperature dependence of τ at higher 

temperatures can be adequately fit by the inclusion of a Raman process, imparting a Tn dependence 

on the relaxation behavior. However, careful consideration of the exponent is required. For all 

variable-temperature relaxation data collected under zero-applied magnetic field, the Raman 

exponent was held constant at n = 5, as expected for complexes in which a ground spin multiplets 

state is present owing to coupling between nuclear and electronic spins of the Co2+ center. 
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Improvements to the fits can be attained by allowing the exponent to vary, whereby it fluctuates 

between 4.5 and 5.5 for the 1 – 4. The only relaxation profile which necessitated the inclusion of 

an Orbach process is the fast relaxation process (τf) in 4. However, it is worth noting the significant 

errors associated with τf at higher temperatures owing to the difficulty in resolving the fast 

relaxation process above 20 K. 

 Fitting the slow component of the temperature relaxation profile of 4 (τs) can proceed by 

either inclusion of an Orbach relaxation mechanism, as presented in Figure 3c of the manuscript, 

by excluding, as presented in Figure S12. Both fits yield a similar goodness-of-fit parameter, with 

minor discrepancies, where the sum of the squared residuals (SSR) was 1.4 vs 1.36 for the fits with 

and without the Orbach process, respectively. Inclusion of the Orbach process was performed by 

fitting the maximum number of high temperature data points, while holding the Raman exponent 

constant at n = 5. Inclusion of data points below 22 K led to deviation of the Raman exponent from 

n = 5. The Ueff value reported in the manuscript therefore represents the lower limit by including 

the maximum number of data points. 

Discussion of exclusion of dipolar coupling from QTM. Three factors facilitate and permit 

quantum tunneling of magnetization through the double well potential in single-molecule magnets: 

transverse anisotropy (E), exchange interactions, and dipolar coupling to nearby nuclear and 

electronic spins. In compounds 1 – 4, in order to correlate E with the QTM frequency, the 

deuterated analogue of 2, (d20-Ph4P)2[Co(C3S5)2], was synthesized and investigated by ac 

susceptibility under zero-applied dc magnetic field. The variable-temperature relaxation profile 

was identical to its protiated analogue, 2. Due to the lack of exchange interactions in these 

mononuclear complexes, dipolar interactions were the only consideration. Due to the absence of 
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nuclear spins in the immediate ligand field, there are two nuclear spin contributors remaining, the 

nuclear spin of the cobalt itself, which cannot be controlled for, and those originating from 

counterions. Compound 2 possesses the closest Co⋅⋅⋅H through-space distance of 2.998(2) Å 

relative to 1, 3 and 4 possessing 3.208(3) Å and 3.035(3) Å and 3.098(1) Å distances, respectively. 

Furthermore, the shortest Co⋅⋅⋅Co intermolecular distance of 8.66(1) Å in 2 was that present in 2 

as well. This permitted us to exclude the convoluting influence of counterion nuclear spins as well 

as intermolecular electronic dipolar interactions between adjacent cobalt spin centers from our 

analysis.  

Modelling L-band cw spectrum. Owing to the well-isolated lowest lying Kramers doublet 

(MS = ±3/2), no contributions from MS = ±½ Kramers doublet are apparent in the cw spectrum, and 

the large energy separation between the two Kramers doublet (Δ = 2D ~320 cm−1) no inter-Kramers 

are possible at the frequency measurement. Due to these considerations, the cw EPR spectrum 

presented in Figure 5 in the main manuscript can be phenomenologically described using an 

effective spin model, S′ = 1/2, with rhombic g-values hyperfine coupled to the I = 7/2 cobalt nucleus 

(59Co, 100 % I = 7/2 abundant). The cw-EPR spectrum was modeled in EasySpin49 using the 

effective spin Hamiltonian, Ĥ′ = μBgi′SH + IAi′S (i = x, y, z), with the following parameters: g′x = 

0.79(5), g′y = 0.84(3), g′z = 6.8(2), A′x = 142(1) MHz, A′y = 149(1) MHz, A′z = 2026(1) MHz. The 

effective g-values and hyperfine (A′) parameters can be transformed back to the S = 3/2 g-values 

and A constants using the rhombicity factor (η = E/D) determined by computation, η = 0.015, using 

previous reported methods.50 The new S = 3/2 Hamiltonian parameters are: gx =2.37, gy = 2.52, gz 

= 2.26, Ax = 426 MHz (1.42 × 10−2 cm−1), Ay = 447 MHz (1.49 × 10−2 cm−1). Az = 675 MHz (2.25 

× 10−2 cm−1). Determination of rhombicity from the effective spin Hamiltonian parameters 



50 
 

determined above is complicated by the g-value, which is heavily intertwined with the value of 

|E/D|. Therefore accurate determination of the rhombicity factor without accurate g-values for the 

S = 3/2 model is difficult and unreliable. 

Noteworthy, the spectrum cannot be accurately simulated in EasySpin as an S = 3/2 complex 

with large, negative D and a small E because the simulations include transitions from the MS = ±1/2 

Kramers doublet. Owing to the extremely weak intensities of the transitions observed at L-band 

frequency, low Boltzmann population of the MS = ±½ Kramers doublet leads to signals that 

originate between the MS = ±1/2 states, and overwhelm the signals originating from the lowest 

energy Kramers doublet. These signals are most likely not observed experimentally due to the fast 

spin-lattice relaxation of the excited MS Kramers doublet.51 Because T1 relaxation times is not a 

parameter EasySpin accounts for in simulation of cw-EPR spectra, the spectrum is best modelled 

using an effective spin model, as described above. 
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Table S2.1. Crystallographic information for the structural refinement of 1. 

Empirical Formula C38H72CoN2S10 
Formula weight 1171.48 g/mol 
Temperature  100(2) K 
Wavelength  0.71073 Å 
Crystal System Monoclinic 
Space Group C2/c 
Unit Cell Dimensions a = 18.3767(16) Å, α = 90.0˚ 
 b = 8.6094(7) Å, β = 100.972(5)˚ 
 c = 31.158(3) Å, γ = 90.0˚ 
Volume  4839.5(8) Å3 
Z 4 
Density (calculated) 1.285 Mg/m3 
Absorption coefficient 0.81 mm–1 
F000 1211.9 
Crystal color Red 
Crystal size 0.21 × 0.19 × 0.15 mm3 
θ range 2.76 to 52.48˚ 
Index ranges –11 ≤ h ≤ 11 
 –20 ≤ k ≤ 21 
 –23 ≤ l ≤ 21 
Reflections collected 26262 
Independent reflections 25142 [Rint = 0.0726] 
Completeness to θ = 52.48˚ 94.9 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.655 and 0.745 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 10963 / 10 / 235 
Goodness-of-fit on F2a 1.128 
Final R indices [I > 2σ(I) = 10408 data]b R1 = 5.91 %, wR2 = 10.93 % 
R indices (all data, 0.80 Å) R1 = 7.91 %, wR2 = 15.55 % 
Largest diff. peak and hole 0.45 and –0.39 e.Å–3 
a GooF = [Σ[w(Fo

2–Fc
2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 

 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo
2–Fc

2)2] / Σ[w(Fo
2)2] 

]1/2 
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Table S2.2. Crystallographic information for the structural refinement of 3. 

Empirical Formula C78H60CoN2P4S10 
Formula weight 1171.48 g/mol 
Temperature  100(2) K 
Wavelength  0.71073 Å 
Crystal System Triclinic 
Space Group P–1 
Unit Cell Dimensions a = 9.6547(4) Å, α = 90.0˚ 
 b = 20.7112(11) Å, β = 90.966(3)˚ 
 c = 35.6907(15) Å, γ = 90.0˚ 
Volume  7135.7(6) Å3 
Z 8 
Density (calculated) 1.423 Mg/m3 
Absorption coefficient 0.798 mm–1 
F000 3156 
Crystal color Red 
Crystal size 0.21 × 0.19 × 0.15 mm3 
θ range 2.76 to 52.48˚ 
Index ranges –9 ≤ h ≤ 10 
 –20 ≤ k ≤ 7 
 –36 ≤ l ≤ 36 
Reflections collected 26553 
Independent reflections 10408 [Rint = 0.0492] 
Completeness to θ = 52.48˚ 94.9 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.655 and 0.745 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 10963 / 0 / 856 
Goodness-of-fit on F2a 1.062 
Final R indices [I > 2σ(I) = 10408 data]b R1 = 4.56 %, wR2 = 10.68 % 
R indices (all data, 0.80 Å) R1 = 6.64 %, wR2 = 12.28 % 
Largest diff. peak and hole 0.643 and –0.632 e.Å–3 
a GooF = [Σ[w(Fo

2–Fc
2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 

 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo
2–Fc

2)2] / Σ[w(Fo
2)2] 

]1/2 
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Table S2.3. Crystallographic information for the structural refinement of 4. 

Empirical Formula C56H43CoNP2S10 
Formula weight 1171.48 g/mol 
Temperature  100(2) K 
Wavelength  0.71073 Å 
Crystal System Monoclinic 
Space Group P21/c 
Unit Cell Dimensions a = 9.8761(16) Å, α = 90.0˚ 
 b = 17.519(3) Å, β = 92.211(5)˚ 
 c = 37.115(6) Å, γ = 90.0˚ 
Volume  6423.7(18) Å3 
Z 8 
Density (calculated) 1.392 Mg/m3 
Absorption coefficient 0.78 mm–1 
F000 2832.0 
Crystal color Red 
Crystal size 0.21 × 0.19 × 0.15 mm3 
θ range 2.76 to 52.48˚ 
Index ranges –12 ≤ h ≤ 11 
 –19 ≤ k ≤ 21 
 –45 ≤ l ≤ 45 
Reflections collected 40791 
Independent reflections 8264 [Rint = 0.0492] 
Completeness to θ = 52.48˚ 99.8 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.192 and 0.259 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 12230 / 0 / 677 
Goodness-of-fit on F2a 1.098 
Final R indices [I > 2σ(I) = 10408 data]b R1 = 8.88 %, wR2 = 30.64 % 
R indices (all data, 0.80 Å) R1 = 13.24 %, wR2 = 26.47 % 
Largest diff. peak and hole 0.72 and –0.73 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] ]1/2 
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Table S2.4. Fit parameters to the variable-temperature magnetic susceptibility of 1 – 4. 
Compound |D| (cm−1) E (cm−1) g|| g⊥ 

1 123(4) 0 3.04(5) 2.18(2) 

2 127(3) 0 3.1(3) 2.34(5) 

3 119(6) 0 3.02(6) 2.07(3) 

4 130(4) 0 3.07(4) 2.11(6) 

 

 

Table S2.5. Fit parameters to the variable-temperature, variable-field magnetization curves for 1 
– 4. 

Compound D (cm−1) E (cm−1) giso 

1 −187(6) 0 3.06(4) 

2 −161(8) 0 3.24(5) 

3 −177(5) 0 2.95(5) 

4 −166(10) 0 3.06(5) 

 

 

Table S2.6. Zero-field splitting parameters (D & E) and isotropic g-value for 1 – 4 computed at 
the SO-CASPT2 level of theory. The full manifold of 40 doublet states and 10 quartet states were 
included in the calculation. Values for D and E are reported in wavenumbers. 

Compound D (cm−1) E (cm−1) giso 

1 −113.7 1.828 3.160 

2 −116.4 1.147 3.219 

3 −105.7 1.242 3.159 

4 −118.0 0.988 3.275 
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Table S2.7. The first eight states of the zero-field splitting computed at the SO-CASPT2 level of 
theory including excitations in the full d-manifold. Energies are referenced to the lowest states in 
the series and are reported in cm−1. The ninth state lies between 3900 and 4300 cm−1 above the 
eighth state. 

SO-State 1 2 3 4 

1 490 185 0 1249 

2 490 185 0 1249 

3 717 418 212 1486 

4 717 418 212 1486 

5 1231 910 796 1959 

6 1231 910 796 1959 

7 1536 1220 1085 2275 

8 1536 1220 1085 2275 
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Table S2.8. Cole-Cole plot fitting parameters for 1 under 0 Oe dc applied field. χT and χS are 
the isothermal and adiabatic magnetic susceptibilities, respectively. χT therefore takes on the 
value of χ′M in the low-frequency limit, while χS takes on the value of χ′M in the high-frequency 
limit. 

Temperature (K) χT (cm3/mol) χS (cm3/mol) τ (s) α 
1.8 5.75 1.34 1.55× 10−2 0.34 
1.9 5.43 1.25 1.42 × 10−2 0.34 
2 5.31 1.17 1.51 × 10−2 0.34 

2.5 4.31 0.92 1.39 × 10−2 0.36 
3.0 3.63 0.75 1.40 × 10−2 0.37 
3.5 3.20 0.65 1.42 × 10−2 0.36 
4.0 2.77 0.59 1.25 × 10−2 0.34 
4.5 2.48 0.54 1.04 × 10−2 0.29 
5.0 2.25 0.48 8.22 × 10−3 0.27 
6.0 1.83 0.40 4.10 × 10−3 0.18 
7.0 1.61 0.29 2.09 × 10−3 0.18 
8.0 1.36 0.24 1.04 × 10−3 0.14 
9.0 1.19 0.21 5.81 × 10−4 0.10 
10.0 1.07 0.18 3.54 × 10−4 8.7 × 10−2 
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Table S2.9. Cole-Cole plot fitting parameters for 2′ (d20-2) under 0 Oe dc applied field. 

Temperature (K) χT (cm3/mol) χS (cm3/mol) τ (s) α 
2 5.55 0.96 0.156 0.43 
3 3.64 0.70 0.11 0.36 
4 2.62 0.61 4.61 × 10−2 0.19 
5 2.08 0.44 1.59 × 10−2 0.14 
6 1.75 0.26 6.25 × 10−3 0.13 
7 1.50 0.14 2.78 × 10−3 0.14 
8 1.30 6.98× 10−2 1.42 × 10−3 0.13 
9 1.16 6.76 × 10−2 8.58 × 10−4 0.10 
10 1.03 0 5.44 × 10−4 0.10 
11 0.98 0 3.71 × 10−4 0 
12 0.99 0 2.61 × 10−4 8.28 × 10−2 
13 0.91 0 1.89 × 10−4 6.1 × 10−2 
14 0.85 0 1.41 × 10−4 5.5 × 10−2 
15 0.79 0 1.07 × 10−4 3.6 × 10−2 
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Table S2.10. Cole-Cole plot fitting parameters for 3 under 0 Oe dc applied field. 

Temperature 
(K) 

χT 
(cm3/mol) 

χS 

(cm3/mol) 
τ (s) α 

1.8 5.93 0.99 0.12 0.38 
1.9 5.55 1.11 0.13 0.34 
2.0 4.81 0.90 0.12 0.35 
2.5 4.08 0.79 0.12 0.34 
3.0 2.83 0.65 9.45 × 10−2 0.26 
3.5 2.46 0.47 5.52 × 10−2 0.23 
4.0 2.14 0.41 3.16 × 10−2 0.19 
4.5 1.89 0.39 1.81 × 10−2 0.13 
5.0 1.67 0.44 3.54 × 10−3 4.1 × 10−2 
6.0 1.14 2.85 × 10−2 3.61 × 10−3 0.23 
7.0 0.93 2.75 × 10−2 1.51 × 10−3 0.19 
8.0 0.81 0 7.78 × 10−4 0.16 
9.0 0.72 0 4.55 × 10−4 0.14 
10 0.64 0 2.94 × 10−4 0.12 
11 0.62 3.04 × 10−2  2.00 × 10−4 0.11 
12 0.54 0 1.39 × 10−4 9.9 × 10−2 
13 0.50 0 1.08 × 10−4 7.4 × 10−2 
14 0.45 0 7.82 × 10−5 0 
15 0.43 0 6.10 × 10−5 0 
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Table S2.11. Cole-Cole plot fitting parameters for 4 under 0 Oe dc applied field. χf and χs are 
the isothermal susceptibilities for the fast and slow relaxation components, respectively, while 
χ0 is the adiabatic susceptibility. 

Temperature 
(K) 

χs 
(cm3/m

ol) 

αs τs(s) χf 

(cm3/mol) 
αf τf (s) χ0 

(cm3/mol) 

1.8 9.0 0.22 2.37 11.4 0.65 2.76 0.15 
1.9 9.3 0.28 2.72 12.6 0.65 3.91 0.16 
2.0 9.1 0.27 2.70 12.4 0.65 4.17 0.15 
2.5 6.9 0.29 2.43 9.8 0.63 2.46 0.12 
3.0 5.0 0.35 1.94 7.9 0.60 1.14 0.12 
3.5 4.8 0.39 1.42 7.4 0.57 0.72 0.11 
4.0 3.2 0.38 0.82 5.0 0.55 0.27 0.10 
4.5 2.8 0.88 0.40 2.4 0.50 6.0×10−2 0.0 
5.0 2.3 0.0 0.31 2.2 0.47 2.8×10−2 0.10 
6.0 1.88 0.0 0.13 1.6 0.43 1.0×10−2 0.07 
7.0 1.59 0.08 5.64×10−2 1.1 0.36 3.2×10−3 0.07 
8.0 1.39 0.0 3.48×10−2 1.0 0.40 2.0×10−3 0.016 
9.0 1.23 0.0 2.02×10−2 0.80 0.37 1.1×10−3 0.016 
10 1.11 0.0 1.26×10−2 0.73 0.36 6.1×10−4 0.0 
11 1.01 0.0 8.58×10−3 0.64 0.34 3.9×10−4 0.0 
12 0.92 0.0 5.67×10−3 0.56 0.30 2.5×10−4 0.0 
13 0.86 0.0 4.09×10−3 0.51 0.28 1.9×10−4 0.0 
14 0.80 0.0 2.96×10−3 0.48 0.29 1.4×10−4 0.0 
15 0.75 0.0 2.16×10−3 0.45 0.32 1.1×10−4 0.0 
16 0.70 0.0 1.62×10−3 0.40 0.26 7.1×10−5 0.0 
17 0.66 0.0 1.27×10−3 0.39 0.26 5.9×10−5 0.0 
18 0.62 0.0 9.79×10−4 0.37 0.27 5.5×10−5 0.0 
19 0.59 0.0 7.86×10−4 0.33 0.29 3.9×10−5 0.0 
20 0.56 0.0 6.08×10−4 0.31 0.30 3.5×10−5 0.0 
21 0.53 0.0 4.89×10−4 0.28 0.18 2.7×10−5 0.0 
22 0.51 0.0 4.07×10−4 0.27 0.19 2.3×10−5 0.0 
23 0.49 0.0 3.42×10−4 0.26 0.19 1.8×10−5 0.0 
24 0.46 0.0 2.53×10−4 0.23 0.19 1.1×10−5 0.0 
25 0.45 0.0 2.16×10−4 0.21 0.19 5.0×10−6 0.0 
26 0.43 0.0 1.68×10−4 0.18 0.19 1.0×10−6 0.0 
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Table S2.12. Fitting parameters for the temperature dependent relaxation profile for 1 – 4.  

Compound A (QTM) B (Raman) n C (Orbach) Ueff (cm−1) 
1 61.75 2.63 x 10-2 5 0 0 
2 4.15 8.67 x 10-3 5 0 0 
2′ 4.62 1.68 x 10-2 5 0 0 
3 6.5 2.94 x 10-2 5 0 0 
4s 0.38 6.29 x 10-4 5 0 0 

4s (alternate) 0.26 4.5 x 10-3 4.1 700000 130 
4f 0.12 3.17 x 10-3 5.4 5 × 1011 270 

 



61 
 

 

      

 

 

Figure S2.1. Variable-field magnetization of polycrystalline samples of 1, 3 and 4 (top to bottom, 
respectively) restrained under eicosane acquired at 100 K. The black line is a linear fit to the data 
illustrating the absence of ferromagnetic impurities. 
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Figure S2.2. Variable-temperature dc magnetic susceptibility data for 1, 3 and 4 (top to bottom 
respectively) collected from 1.8 K to 300 K under a dc field of 1 T. The black lines indicate 
simulated data obtained from the best fits to the 1 T data. The fits were performed using the spin 
Hamiltonian, Ĥ = DŜz

2 + E(Ŝx
2 – Ŝy

2) + (g|| + g⊥)μBSH in DAVE 2.0, with E constrained to a value 
of zero. 
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Figure S2.3. Variable-temperature, variable-field magnetization data for 1, 3 and 4 (top to 
bottom, respectively) collected between 1.8 and 10 K from 1 to 7 T in 1 T increments. Black 
lines are simulations of the data obtained from fits using DAVE 2.0 and the spin Hamiltonian, 
Ĥ = DŜz

2 + E(Ŝx
2 – Ŝy

2) + gisoμBSH. E was held constant at zero throughout the fits owing the 
low rhombicity (E/D << 0.1). 
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Figure S2.4. a. Variable-temperature, variable frequency in-phase ac susceptibility data 
collected under zero applied dc field in the temperature range of 1.8 to 10 K for 1. The solid 
lines are guides for the eye. b. Variable-temperature, variable frequency out of phase ac 
susceptibility data collected under zero applied dc field in the temperature range of 1.8 to 10 K 
for 1. The solid lines are guides for the eye. c. Cole-Cole plots for 1 under zero applied dc field. 
The plots were generated from the in-phase (χ′M) and out of-phase (χ″M) ac susceptibility data 
and fit using the generalized Debye model (black lines). 
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Figure S2.5. a. Variable-temperature, variable frequency in-phase ac susceptibility data 
collected under zero applied dc field in the temperature range of 1.8 to 26 K for 2′ (d20-2). The 
solid lines are guides for the eye. b. Variable-temperature, variable frequency out of phase ac 
susceptibility data collected under zero applied dc field in the temperature range of 1.8 to 26 K 
for d20-2. The solid lines are guides for the eye. c. Cole-Cole plots for d20-2 under zero applied 
dc field. The plots were generated from the in-phase (χ′M) and out of-phase (χ″M) ac 
susceptibility data and fit using the generalized Debye model (black lines). 
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Figure S2.6. a. Variable-temperature, variable frequency in-phase ac susceptibility data 
collected under zero applied dc field in the temperature range of 1.8 to 15 K for 3. The solid 
lines are guides for the eye. b. Variable-temperature, variable frequency out of phase ac 
susceptibility data collected under zero applied dc field in the temperature range of 1.8 to 15 K 
for 3. The solid lines are guides for the eye. c. Cole-Cole plots for 3 under zero applied dc field. 
The plots were generated from the in-phase (χ′M) and out of-phase (χ″M) ac susceptibility data 
and fit using the generalized Debye model (black lines). 
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Figure S2.7. a. Variable-temperature, variable frequency in-phase ac susceptibility data 
collected under zero applied dc field in the temperature range of 1.8 to 26 K for 4. The solid 
lines are guides for the eye. b. Variable-temperature, variable frequency out of phase ac 
susceptibility data collected under zero applied dc field in the temperature range of 1.8 to 26 K 
for 4. The solid lines are guides for the eye. c. Cole-Cole plots for 4 under zero applied dc field. 
The plots were generated from the in-phase (χ′M) and out of-phase (χ″M) ac susceptibility data 
and fit using a two site generalized Debye model (black lines). 
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Figure S2.8. Fit to the variable temperature relaxation profile of 1 under zero applied dc field. 
The data were extracted from the Cole-Cole fits presented in Figure S4. The black line 
represents the total fit to the relaxation profile accounting for Raman (dotted purple line) and 
QTM (dotted green line) relaxation mechanisms. 
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Figure S2.9. Fit to the variable temperature relaxation profile of 2 under zero applied dc field. 
The data were extracted from the Cole-Cole fits reported previously.3 The black line represents 
the total fit to the relaxation profile accounting for Raman (dotted purple line) and QTM (dotted 
green line) relaxation mechanisms. 
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Figure S2.10. Fit to the variable temperature relaxation profile of d20-2 under zero applied dc 
field. The data were extracted from the Cole-Cole fits presented in Figure S7. The black line 
represents the total fit to the relaxation profile accounting for Raman (dotted purple line) and 
QTM (dotted green line) relaxation mechanisms. 
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Figure S2.11. Fit to the variable temperature relaxation profile of 3 under zero applied dc field. 
The data were extracted from the Cole-Cole fits presented in Figure S5. The black line 
represents the total fit to the relaxation profile accounting for Raman (dotted purple line) and 
QTM (dotted green line) relaxation mechanisms.  
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Figure S2.12. Fit to the variable temperature slow relaxation profile (τs) of 4 under zero applied 
dc field. This is an alternate fit to the data presented in the main manuscript in Figure 3c, 
excluding an Orbach process. The data were extracted from the Cole-Cole fits presented in 
Figure S6. The black line represents the total fit to the relaxation profile accounting for Raman 
(dotted purple line) and QTM (dotted green line) relaxation mechanisms. 
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Figure S2.13. Fit to the variable temperature relaxation profile of the fast relaxation pathway 
for 4 under zero applied dc field. The data were extracted from the Cole-Cole fits presented in 
Figure S6. The black line represents the total fit to the relaxation profile accounting for Orbach 
(orange dotted line), Raman (dotted purple line) and QTM (dotted green line) relaxation 
mechanisms. 
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Figure S2.14. Overlay of nearest Co∙∙∙Co and Co∙∙∙H distances for 1 – 4 versus the quantum 
tunneling of magnetization frequency. The plot illustrates the absence of any trend across the 
series, whereby the complex with the fastest frequency possesses the longest Co∙∙∙Co and Co∙∙∙H 
distances. 
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Figure S2.15. Overlay of the experimental (red circles) and calculated (blue squares) axial zero-
field splitting (D, left axis) and νQTM (green triangles, right axis) plotted as a function of the 
dihedral angle between the two planar C3S5

2− in [Co(C3S5)2]2− illustrating the absence of any 
trends.  
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Figure S2.16. Left: Zeeman diagram simulated along the x-direction. Middle: Zeeman diagram 
simulated along the y-direction. Right: Zeeman diagram simulated along the z-direction. The 
green bars highlight the predicted transitions between the electro-nuclear hyperfine coupled 
states within the MS = 3/2 Kramers doublet. The Zeeman diagrams were simulated in EasySpin 
at L-band frequency (ν = 1.368 GHz) at 110 K. The diagrams were simulated using an effective 
spin Hamiltonian (S′ = ½) with the following effective g′-values and A′ constants: g′x = 0.79(5), 
g′y = 0.84(3), g′z = 6.8(2), A′x = 142(1) MHz, A′y = 149(1) MHz, A′z = 2026(1) MHz. 
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Figure S2.17. Cw-EPR spectrum of 18 MΩ water (Millipore) collected at L-band frequency (v 
= 1.368 GHz) at 110 K. The spectrum was collected over the same number of scans and scan 
times as the experimental spectrum in Figure 5 to ensure confidence in signal assignment. 
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3.1 Introduction 

The ability to synthetically tune spin-orbit coupling in first row transition metal complexes 

impacts fields ranging from molecular magnetism,1,2 to catalysis,3– 8 and phosphors.9–11 

Fundamentally, spin-orbit coupling is a relativistic effect responsible for generating an interaction 

between the two components of a magnetic moment, spin (S) and orbital angular momentum (L). 

Spin-orbit coupling scales with effective nuclear charge as Zeff
4, thereby engendering small values 

of spin-orbit coupling constants for first row transition metals, relative to their third row 

counterparts.12 As spin-orbit coupling dictates key aspects in a plethora of systems, including 

intersystem crossing rates in luminescent materials and magnetic anisotropy in single-molecule 

magnets, control over spin-orbit coupling in first row transition metals is a vital goal for 

coordination chemistry. To augment magnetic anisotropy in first row transition metal complexes, 

unusual synthetic strategies are required to enhance and modulate spin-orbit coupling. Toward that 

end, over the past decade, synthetic chemists demonstrated the power of tuning ligand field 

geometries to precisely control the incorporation of orbital-angular momentum in mononuclear 

transition metal complexes.13– 16 Careful consideration of ligand field effects led to hundreds of 

strongly anisotropic single-molecule magnets.17– 25 Yet, outside of the realm of molecular 

magnetism, this work is inherently limited in application by its reliance on low coordination 

numbers and rigidly symmetric ligand fields. 

An attractive strategy to enhance the spin-orbit coupling in first row transition metal complexes 

is to introduce heavy diamagnetic elements into their primary coordination sphere. This alternate 

approach, which has precedent in the electron paramagnetic resonance (EPR) spectroscopy 

literature,26– 29 can be envisioned as a ligand based heavy atom effect whereby spin-orbit coupling 
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is incorporated through a heavy diamagnetic element. Here, the magnetic moment is effectively 

separated into two atoms, a spin bearing atom and an orbital angular momentum bearing atom, and 

spin-orbit coupling is reconstituted through a bonding interaction. This effect manifests in the 

enhancement in singlet to triplet transition rates in organic molecules, which underlies its use to 

designing luminescent materials.30,31 Further, there are a handful of examples of the external heavy 

atom effect enhancing magnetic anisotropy in transition metal complexes from the use of heavy 

chalcogenides or halides as ligands. 32– 38 

A combination of chemical intuition and prior theoretical research suggests that the amount of 

covalency in the metal-ligand interaction is directly related to the transfer of magnetic anisotropy 

from the ligand to the transition metal.27,38 Understanding the relative impact of covalency arising 

from different groups within the periodic table could propel the use of heavy main group elements 

as sources of magnetic anisotropy. As our two end points, we sought to create a series of complexes 

wherein we could compare the impact of increased mass between halides and group 14 elements 

as ligands. In transition metal-main group element interactions, halides offer weakly covalent 

interactions, while group 13 – 15 elements offer increased covalency owing to their relative 

electropositivity. If covalency scales with magnetic anisotropy, the group 14 elements would 

impact magnetic anisotropy in a more significant manner than the halides.  

Herein, we report a series of isostructural Fe2+ complexes designed to test the relative impact 

of halides versus group 14 elements. Synthesis of this series was facilitated by a rigid framework 

binding iron to a group 14 element with an open coordination site for halide ligation. Employing 

this synthetic strategy, we synthesized, and isolated the four new paramagnetic complexes [N(o-

(NCH2P(iPr2))C6H4)3GeFeBr] (1), [N(o-(NCH2P(iPr2))C6H4)3GeFeI] (2), [N(o-



81 
 

(NCH2P(iPr2))C6H4)3SnFeBr] (3), and [N(o-(NCH2P(iPr2))C6H4)3SnFeI] (4), which feature 

covalent bonds to a group 14 element (Ge2+ or Sn2+). 

3.2 Results and Discussion 

To enable the study of magnetic anisotropy induced by heavy metals we targeted a series of 

four compounds with different main group elements bound to an iron center. Realizing a covalent 

bond between a paramagnetic transition metal and a main group metal is inherently difficult due 

to the Lewis acidic nature of the two species.39 Heterobimetallic complexes containing such metal-

metal bonds almost exclusively feature electron-rich transition metals such as carbonyl 

complexes.40– 43 In such cases, the strong ligand field surrounding the transition metal engenders 

diamagnetic complexes. Therefore, the synthesis of heterobimetallic complexes featuring 

paramagnetic transition metal-heavy main group metal bonds poses a unique synthetic challenge. 

A successful approach to facilitate metal-metal bonding relies on utilizing the supporting 

framework of ligand scaffolds. Recently, Lu and coworkers demonstrated the capacity for a 

phosphinoamide ligand to mediate Ni0-group 13 element bonds. However, in these complexes, the 

zero valent, diamagnetic Ni behaves as a base towards the acidic group 13 element.44,45 In order 

to target heterobimetallic complexes with paramagnetic first row transition metals, the polarity of 

the bond must be reversed. Towards this goal, we exploited the lone pair of heavier divalent group 

14 elements, which can act as Lewis bases towards acidic transition metals.46,47 We accessed the 

Scheme 3.1 Synthesis of compounds 1 – 4 (E = Ge, Sn; X = Br, I). 
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series of heterobimetallic complexes via a two-step salt metathesis in THF. The first metalation of 

the ligand’s tripotassium salt with SnCl2 or GeCl2∙dioxane is performed at −78 ̊ C, with subsequent 

metalation at room temperature with FeBr2∙2THF or FeI2 affords the neutral, heterobimetallic 

compounds. We purified compounds 1 – 4 by recrystallization from a concentrated solution of 

diethyl ether to obtain bright red crystals suitable for X-ray diffraction experiments. Further 

synthetic details are available in the supplementary information.  

Single crystal X-ray diffraction studies revealed compounds 1 – 4 to be isostructural, as 

illustrated in Figure 3.1. We note that while 2 crystallizes with a different unit cell, its molecular 

geometry remains similar to 1, 3, and 4 implying only a change in molecular packing. All four 

compounds distort from idealized C3v symmetry where both metal centers adopt a distorted 

trigonal bipyramidal geometry. The bottom 

pocket of the structure features the first 

azagermatrane and azastannatrane moieties 

isolated with divalent group 14 elements 

where tetravalent species are the common 

state within the atrane ligand platform. The 

equatorial nitrogen-germanium (1.9306(6) 

Å and 1.918(4) Å for 1 and 2) and nitrogen-

tin bonds (2.091(4) Å and 2.096(2) Å for 3 

and 4) agree well with other germylene and 

stannylene compounds.48,49 Compounds 1 

and 2 feature Fe–Ge bond distances of 

 

Figure 3.1 Molecular structures of 1 – 4 determined from 
single crystal X-ray diffraction. Orange, turquoise, pink, 
red, violet, plum, blue and grey spheres represent Fe, Sn, 
Ge, Br, I, P, N and C atoms respectively. 
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2.3764(3) and 2.35584(5) Å, 

respectively, and the Fe–Sn 

distances in 3 and 4 are 2.4828(5) 

and 2.47930(7) Å. All metal-metal 

bonds are shorter than the sum of 

their covalent radii (2.52 Å for Fe–

Ge and 2.71 Å for Fe–Sn)50 and well 

within the range reported in ferrous 

heterobimetallic complexes.51,52 

Each iron center puckers out of the 

plane defined by the three equatorial 

phosphine ligands by 0.41(4) Å. 

The average Fe–P distances of 

2.33(2) Å in 1 and 2 are in 

accordance with previously 

reported triplet Fe(II) complexes. 

Compounds 3 and 4 feature longer distances of 2.38(2) Å, but are still shorter than those observed 

in high-spin Fe(II) compounds.53– 55 The complexes here represent, to the best of our knowledge, 

the first crystallographically characterized iron-tin and iron-germanium bonds in a paramagnetic 

species. 

Comparison between the impact of group 14 elements versus halides on magnetic properties 

was facilitated by SQUID-based magnetometry. Variable temperature dc magnetic susceptibility 

 

Figure 3.2 (a) Variable-temperature dc susceptibility data for 1 and 
2 with Hdc = 0.1 T. (b) Variable-temperature, variable-field 
magnetization for 1 and 2; black lines represent the best fit. The 
parameters for the fit are given in Table S3.6. 
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data allows us to probe the spin 

state of the compounds and 

provides initial insight into 

magnetic anisotropy. 

Susceptibility data were 

acquired on polycrystalline 

samples of 1 – 4. All 

compounds exhibit room temperature χMT values within the range of 1.11 – 1.15 cm3K/mol, 

consistent with an S = 1 Fe(II) center (Figure 3.2a and Figures S3.3–S3.4). The triplet spin state of 

the Fe(II) centers prompted us to further probe the electronic structure of these species with 

theoretical calculations. In selecting the appropriate methodology, we employed complete active 

space SCF calculations with energy corrections from second-order perturbation theory 

(CASSCF/CASPT2), as this approach properly treats triplet spin states. We confirm the ground 

states of 1 – 4 as S = 1 states at the CASPT2 level of theory with the lowest lying S = 0 and S = 2 

states falling between 34 – 36 kcal/mol higher in energy. We attribute the stabilization of the triplet 

ground state to the relatively strong ligand field provided by the phosphine and group 14 donors.  

In all compounds, the room temperature χMT value persists until low temperatures where the 

iodide compounds diverge from their bromide congeners. At 60 K, 2 and 4 feature a drop to 0.65 

cm3K/mol at 1.8 K whereas 1 and 3 maintain their room temperature value until 30 K, whereby 

the χMT values decreases to 0.64 cm3K/mol at 1.8 K. We attribute the decrease in χMT to axial 

zero-field splitting, D. The decline in susceptibility for compounds with axial zero field splitting 

is due to the depopulation of MS levels with decreasing temperature. Therefore, the difference in 

Table 3.1 Summary of magnetic and Mössbauer parameters and e–e 
orbital set transition for 1 – 4. 

 1 2 3 4 

giso
a 2.12 2.12 2.11 2.15 

D (cm−1) b −11.8(3) −15.5(4) −12.1(4) −17.9(3) 

δ (mm/s) 0.541(4) 0.510(4) 0.669(4) 0.657(2) 

ΔEQ (mm/s) 0.554(6) 0.358(5) 0.559(7) 0.421(5) 

λe−e (nm) 1456 1501 1390 1457 

a Obtained from value of χMT at 300 K. b Determined by fits of variable-
temperature, variable-field magnetization data. 
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the low temperature curvature suggests that the iodide-containing species exhibit larger magnetic 

anisotropy as indicated by the increase in |D| values. 

To ascertain the relative impact on magnetic anisotropy of the covalent versus ionic moieties, 

we required a precise determination of axial zero field splitting. To establish the sign and 

magnitude of D, we acquired variable-temperature, variable-field magnetization data (Figure 3.2b 

and Figures S3.5–S3.6). The program DAVE 2.0 was employed to simulate the data with the spin 

Hamiltonian Ĥ = D[Ŝz
2 − 1/3S(S + 1)] + (g⊥ + g||)µBSH, where D is the axial zero-field splitting 

parameter, S and Ŝz are the spin operators, g⊥ and g|| are the perpendicular and parallel g-values, 

respectively, µB is the Bohr magneton, and H is the applied magnetic field.56 The D values we 

extracted from the simulations (shown in Table 3.1) range from −11.8 to −17.9 cm−1 in compounds 

1 – 4, respectively. In order to confirm our assignment of the sign for D, we performed a survey of 

the residual as a function of the three fitted parameters in the program PHI.57 We surveyed from 

+20 cm−1 to −20 cm−1 for D and from 1.8 to 2.5 for both g⊥ and g||. The results, shown in Figures 

S3.7–S3.10, indicate that the simulated parameters in Table 1 are the global minimum, thus 

corroborating the negative sign of D. 

The compounds containing heavier elements consistently have larger |D| values in accordance 

with the heavy atom effect, and our observation of |D| increasing with heavier halides is consistent 

with previous studies in 3d transition metal complexes.26–29,32–38 However, the change in |D| is 

relatively small with respect to other examples of the heavy atom effect. Furthermore, it is 

interesting to note that throughout the series, changing the halide mass influences |D| more so than 

changing the group 14 element mass. This is most evident when comparing 1 and 3, where the 

change in |D| is within error. As the Fe–X (X = Br−, I−) bond is relatively ionic, our initial 
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hypothesis was that less 

spin-orbit coupling would 

be imparted onto the iron 

center because the 

electrons are polarized 

towards the electronegative 

halide. Nonetheless, larger 

|D| values in 3 and 4 

suggests increased spin-

orbit coupling at the Fe(II) 

center from the heavy 

group 14 elements, but 

further details concerning the electronic structure are required to elucidate the impact of each 

element on the magnetic properties.  

We employed 57Fe Mössbauer spectroscopy to investigate the influence of each axial ligands’ 

covalency on the Fe(II) electronic ground state. As the isomer shift (δ) is a direct measure of the 

electron density of the s-orbital at the nucleus of Fe center, it provides a valuable probe of both the 

oxidation state and metal-ligand covalency. The spectra of all four compounds, displayed in Figure 

3.3a, feature single quadrupolar doublets, whose isomer shifts are summarized in Table 3.1. The 

isomer shifts are comparable to other reported triplet spin ferrous complexes existing in an electron 

rich environment.55 We note that δ remains unchanged between the compounds containing 

differing halides which matches previous observations,58,59 however, δ increases by ~ 0.1 mm/s 

 

Figure 3.3 (a) Mössbauer spectra for powder samples of 1 – 4 collected at 80 
K. Open circles represent the experimental data and the black lines represent 
fits to the spectra. The parameters are given in Table 3.1. (b) Natural orbitals 
of the 3d manifold for 1. Figures S3.18–S3.20 show the natural orbitals for 2 
– 4. 
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upon increasing the mass of the 

group 14 element owing to its strong 

sigma-donating ability. The 

difference observed between the δ  

of the Ge and Sn complexes reflects 

the varying Ge–Fe and Sn–Fe bond 

strengths.  

The previous success of 

CASSCF/CASPT2 calculations in 

modeling metal-metal bonding 

recommended them as a mechanism to further shed light on varying the axial ligand covalency. 

The computations show that compounds 1 – 4 have formal bond orders of 1.0 between the group 

14 element and iron; the natural orbitals are shown in Figure 3b. However, both the effective bond 

order (EBO) calculated from CASSCF occupation numbers (Figure S3.17–S3.20) and Mayer bond 

orders suggest a bond order slightly weaker than a single bond (see Table S3.15). Nonetheless, 

both analyses indicate that the Ge–Fe bond is slightly stronger than the Sn–Fe bond. A Hirshfeld 

charge decomposition analysis of the sigma bond further corroborates this observation (Table 3.2). 

By partitioning the molecular orbitals into their respective atomic contributions, we can see that 

the electron density between the germanium and iron is shared slightly more than that of tin and 

iron. This observation is also in agreement with the δ  differences from Mössbauer spectroscopy, 

which indicated the iron nucleus in complexes 1 and 2 was slightly electron deficient compared to 

3 and 4. It is evident that changing the group 14 element more directly influences the electron 

Table 3.2 Percentage of atomic contributions to select active orbitals 
from CASSCF (8e, 11o) calculations. Decomposition was 
performed using the Hirshfeld charge decomposition scheme. (E = 
Ge, Sn; X = Br, I). 

Orbital Compound E Fe X 
σ (A1) 1 24.1 47.9 3.4 

 2 22.1 47.7 4.8 
 3 22.6 50.5 2.9 
 4 21.8 51.1 3.7 

d2 (E) (xz, yz) 1 2.8 84.9 1.3 
 2 2.9 85.0 1.5 
 3 3.1 84.7 1.4 
 4 3.2 84.8 1.5 

d1 (E) (x2−y2, xy) 1 0.6 89.7 2.2 
 2 0.6 89.2 2.3 
 3 0.7 90.4 2.2 
 4 0.7 90.3 2.3 

σ* (A1*) 1 16.9 60.5 4.2 
 2 15.5 60.4 5.1 
 3 17.5 57.8 4.1 
 4 17.4 57.1 4.8 
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density at the Fe(II) nucleus as opposed to the halides, however, there is no discernable trend 

between magnetic anisotropy and δ. The Mössbauer data and calculations demonstrate that the 

increased value of |D| found in the iodine congeners cannot be attributed to increased covalency 

indicating a new hypothesis for this behavior is required. 

To more precisely probe the orbital interactions between iron and the axial ligands, we turned 

to the quadrupole splitting parameter (ΔEQ) from Mössbauer spectroscopy, which reflects 

asymmetry in the electronic configuration about the 57Fe nucleus. Compounds 1 – 4 feature 

relatively small quadrupole splitting for ferrous compounds (Table 3.1), however, we can 

rationalize the small splitting with the qualitative d-orbital splitting diagram of the d6 Fe(II) shown 

in Figure 3.4b. Owing to the relatively strong ligand field, a 3A1 electronic ground state is expected, 

and is supported by dc susceptibility measurements and electronic absorption spectroscopy. The 

small quadrupole splitting thus arises from the symmetric occupation of unpaired electrons in the 

approximately degenerate dxy and dx2−y2 orbitals in the distorted C3v symmetric compounds. Since 

the dz2 orbital remains unoccupied, any perturbation to the quadrupole splitting will arise from a 

change in the valence E orbital sets. Close inspection of the quadrupole doublets reveals that ΔEQ 

for the iodide congeners are consistently lower than that of their bromide congeners, while 

changing the group 14 element has a comparatively smaller influence on ΔEQ. This observation 

suggests the halides are interacting more strongly with the valence orbitals than the group 14 

elements.  
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The correlations between ΔEQ and varying axial ligands prompted us to investigate atomic 

contributions to the valence orbital sets. Interestingly, Hirshfeld charge decomposition analysis of 

the SOMOs demonstrate there is a larger contribution from the halide than from the group 14 

elements (see Table 3.2). The contribution from the halides are ~2.3 % compared to the weaker 

~0.7 % from the group 14 elements. While both axial ligands have minimal SOMO character, the 

halide will more greatly affect the valence dxy and dx2−y2 orbitals as it has three times the 

contribution than the group 14 elements. Since this orbital has a larger contribution from the halide, 

excitations from the ground state into this orbital, the lowest lying triplet state, will be more 

affected by changing the halide mass. 

As D arises from coupling of the electronic ground state to excited states through SOC, 

accurate determination of the frontier orbital energies will elucidate the role of changing axial 

ligands on the magnetic anisotropy. We quantitatively probed the electronic states via UV-Vis-

NIR (Figure 3.4a and S3.11) absorption spectra. All complexes exhibit an intense absorption in 

the UV region which was previously attributed to the π –π* transition of the ligand backbone.44 

The visible region of 

the spectra feature 

absorptions with ε on 

the order of 104 

M−1cm−1 which we 

assign as LMCT 

bands from both the 

phosphines (~415 nm 
 

Figure 3.4 (a) NIR absorption spectra of 1 – 4 measured in CDCl3 at room 
temperature. (b) Qualitative d-orbital splitting diagram with major contributions to D 
highlighted.  
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and ~530 nm) and the halides (~470 nm). The NIR region features absorptions between 800 and 

1500 nm for complexes 1 – 4 with ε values less than 103 M−1cm−1. We attribute the most intense 

bands in all NIR spectra (1400 – 1500 nm) to d – d transitions between the E (dx2−y2, dxy) and the E 

(dxz, dyz) orbital sets. It is worth noting that this energy in the iodide compounds is smaller than 

their bromide congeners. The transitions between 800 and 1400 nm are d – d transitions to other 

low-lying triplet states, and their presence confirms a slight distortion from C3v symmetry breaking 

the degeneracy within the two E orbital sets. Unfortunately, the charge transfer bands in the UV-

Vis region mask the transitions to the dz2 orbital. Our assignments are corroborated by the 

electronic absorption spectra in the isoelectronic Co(III) complexes reported by Levason and 

coworkers.60 

To elucidate the degree of magnetic anisotropy transfer from the various main group elements, 

we need to consider the ligand field, which requires careful inspection of our frontier orbitals and 

the origin of D. The sign and magnitude of D is dependent on the energies of the d – d excited 

states because the ground state couples to these excited states through spin-orbit coupling.61 The 

symmetry relationship between the orbitals involved in the excitation dictate the sign of the 

contribution. Specifically, it depends on the change in value of the magnetic quantum number 

(∆ml). With respect to our qualitative d-orbital splitting diagram, the excitation from (dxz, dyz) to 

the (dx2−y2, dxy) orbitals, ∆ml = 1, is expected to produce a positive contribution to D. Similarly, the 

excitation from the (dxz, dyz) orbital set to A1 produces a positive contribution, whereas the (dx2−y2, 

dxy) to A1 separation does not contribute. From the qualitative d-orbital splitting diagram in Figure 

3.3b, which both the 57Fe Mössbauer and electronic absorption spectra support, we expect a 

positive D. However, fits to the magnetic data and a survey of magnetic parameters strongly 
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indicate that D is negative. The complexes reported here represent a unique case of magnetically 

characterized complexes where the sign of D is unexpectedly negative. Mallah and coworkers 

reported similar observations, and rationalized that the two E orbital sets mix in the ground state 

as they belong to the same irreducible representation in the C3v point group.62– 65 Additionally, 

previous computational studies by Neese and coworkers agreed and determined the energy 

separation between the E orbital sets dictate the negative contribution towards D.66 In their report, 

they confirm that the energy separation between the (dxz, dyz) and dz2 orbitals contributes positively 

towards D. Therefore, we expect similar qualitative contributions to D as depicted in Figure 3.4b. 

We can experimentally verify the qualitative description of D, and how the iodide complexes 

more greatly influence it, using the foregoing analyses of the electronic structure. While the 

contributions involving the dz2 orbital are non-negligible, we expect their contribution to be 

relatively small in magnitude owing to the lack of an observed transition in the UV-Vis spectra at 

energies lower than 550 nm (~18,000 cm−1). Further, the CASPT2 calculations estimate they are 

as high as 23,000 cm−1 and this transition is higher for the germanium complexes than the tin 

complexes. Thus, the energy separation between the two e orbital sets in compounds 1 – 4 

dominate the contributions to D, and these will contribute to a negative sign for D. Indeed, these 

separations in the NIR absorption spectra are consistently lower for the iodide complexes than the 

bromide complexes agreeing with the general trend in D. Magnetic parameters computed using 

the spin-orbit CASPT2 (SO-CASPT2) support the qualitative contributions to D, where values of 

−15.4, −16.2, −13.1, and −16.0 cm−1 were calculated for 1 – 4, respectively. Both the sign and 

order of magnitude are in good agreement with experiment, however, the trend could not be fully 

reproduced with accuracy. While the calculated D value does reproduce the effect of changing the 
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halide, the more subtle effect of changing from Ge to Sn would likely require a higher level of 

theory than CASPT2 to be resolved. Importantly, the calculations performed used the 12 lowest 

lying triplet states (Figure S3.12) to determine the magnetic parameters, which is a strong support 

for our qualitative approach to determining D.  

In the comparison between the halide and group 14 element impact on magnetic anisotropy, 

we argue that the subtlety of increases in |D| throughout the series arise from the differing 

contributions of axial ligands to the ground and first excited states. As the axial ligands are 

primarily sigma bonding, the only interaction with these orbitals are via π interactions. Therefore, 

the π-donating ability of the halides and the π-accepting ability of the main group metals dictate 

the observed trend in magnetic anisotropy. This symmetry-driven argument is supported by the 

Hirshfeld charge decomposition analysis where the halides are consistently more prevalent in the 

SOMOs than the group 14 elements. Consequently, the halides possess a larger spin density than 

the group 14 elements, and contribute more significantly towards the ground and first excited states 

dictating the magnetic anisotropy. 

3.3 Conclusions 

Synthetic control over spin-orbit coupling in first row transition metals is essential for the 

development of new magnetic, phosphorescent, and catalytic compounds. The heavy atom effect, 

in this respect, offers an attractive method to enhance the spin-orbit coupling of first row transition 

metals to match that of their heavier counterparts. Towards the development of design principles 

in transferring spin orbit coupling, we studied magnetic anisotropy as a function of covalency by 

comparing halides to electropositive group 14 elements. By utilizing the basic lone pair of divalent 

group 14 elements, we isolated covalently bonded main group elements with a paramagnetic iron 
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center. Through increasing the mass of axial ligands, we found the triplet Fe(II) complexes exhibit 

an increase in zero-field splitting from −11.8 cm−1 to −17.9 cm−1. Comparison across the series 

illustrated a more pronounced influence on magnetic anisotropy from the halides relative to group 

14 elements owing to a larger contribution to the electronic ground and first excited triplet states. 

The foregoing results highlight the importance of spin-bearing molecular orbitals’ interaction with 

the heavy element providing spin-orbit coupling. Future work will focus on employing this design 

approach to create transition metal-metal group element complexes with magnetic anisotropy 

comparable to lanthanides.   
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3.4 Supplementary Information 

Experimental Details. 

General Considerations. All compounds were manipulated and handled under a dinitrogen 

atmosphere in an MBraun Unilab Pro glovebox. All glassware was either oven-dried at 150 °C for 

at least four hours or flame-dried prior to use. Acetonitrile (MeCN), tetrahydrofuran (THF), 

diethylether (Et2O), and benzene were dried using a commercial solvent purification system from 

Pure Process Technology and stored over 3 or 4 Å sieves for a minimum of one day prior to use. 

Deuterated MeCN, chloroform, and toluene were purchased from Cambridge Isotope Labs, 

deoxygenated by three successive freeze-pump-thaw cycles, filtered through a pad of activated 

alumina, and stored over 3 or 4 Å sieves prior to use. 2,2’,2’’-

tri(diisopropylphosphinomethylamino)triphenylamine67 and the tripotassium salt68 (K3L) were 

prepared according to literature procedures. FeBr2∙2THF was prepared by soxhlet extraction of 

FeBr2 into THF. All other chemicals were used as received. 

[LGeFeBr](1). A cold solution of K3L (500 mg, 0.63 mmol) in 120 mL THF was added dropwise 

to a stirring solution of GeCl2∙dioxane (146 mg, 0.63 mmol) in 20 mL THF at −78 ˚C. The slightly 

cloudy, yellow solution was stirred for 0.5 hours at this temperature, and then it was stirred at room 

temperature for 2 hours. The mixture was subsequently pumped down to dryness. The tan solid 

was taken up in 20 mL MeCN, filtered through a Celite pad on a fritted filter, and then pumped 

down again. The remaining solid was triturated with Et2O until there was no coloration in the 

washings yielding a white solid (130 mg), which was assumed to be [KLGe]. This was dissolved 

in 10 mL THF then added dropwise to a 10 mL THF solution of FeBr2∙2THF (59.2 mg, 0.16 mmol) 

while stirring; the solution turned red immediately. The resultant solution was allowed to stir at 
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room temperature overnight. Subsequently, the mixture was filtered over Celite, then pumped 

down and dried for 1 hr. The red residue was taken up into benzene, filtered through Celite then 

pumped down again. Crystalline product suitable for single crystal X-ray diffraction was obtained 

by concentrating a solution of the product in Et2O and storing it at −35 ˚C (99.9 mg, 16.5%). IR 

(ATR, cm–1): 3056 (w), 2965 (w), 2926 (w), 2867 (w), 2805 (w), 1594 (m), 1484 (s), 1450 (m), 

1381 (w), 1320 (m), 1301 (s), 1257 (m), 1231 (m), 1187 (w), 1158 (w), 1113 (s), 1075 (m), 1043 

(m), 1031 (m), 958 (w), 925 (w), 910 (w), 869 (s), 826 (w), 782(w), 771(w), 741 (vs), 712 (m), 

628 (s), 598 (s), 558 (w), 540 (m), 479 (w), 466 (w), 451 (w), and 432 (w). UV-Vis-NIR (CDCl3) 

λmax, nm (ε): 412 (3140), 457 (sh, 1995), 519 (1730), 901 (sh, 73), 1456 (607). 1H NMR (500 MHz, 

d8-toluene, 298 K): δ 33.35, 12.22, 10.24, 9.56, 7.87, 6.49, 3.63, 2.68, −9.87 ppm. Anal. Calcd. for 

C39H60N4P3GeFeBr∙0.75(Et2O): 53.56 %C; 7.22 %H; 5.94 %N. Found: 53.38 %C; 7.49 %H; 5.76 

%N. 

[LGeFeI](2). The iodide congener of 1 was made in an analogous method except that FeI2 (50.9 

mg, 0.16 mmol) was used instead of FeBr2∙2THF. Yield: 69.3 mg (10.9%). IR (ATR, cm–1): 3056 

(w), 2953 (w), 2914 (w), 2849 (w), 2812 (w), 1594 (m), 1485 (s), 1450 (s), 1381 (w), 1365 (w), 

1319 (s), 1300 (s), 1259 (m), 1238 (m), 1185 (w), 1155 (m), 1123 (m), 1083 (w), 1040 (m), 1031 

(m), 963 (w), 922 (w), 910 (w), 872 (s), 826 (m), 771 (m), 739 (vs), 627 (s), 598 (m), 561 (w), 537 

(m), 479 (w), and 447 (w). UV-Vis-NIR (CDCl3) λmax, nm (ε): 417 (3954), 467 (sh, 2372), 527 

(2049), 911 (95), 1193 (sh, 281), 1501 (676). 1H NMR (500 MHz, d8-toluene, 298 K): δ 37.27, 

18.99, 12.27, 10.31, 5.68, 1.96, −1.06, −8.91 ppm. Anal. Calcd. for C39H60N4P3GeFeI∙(Et2O): 

51.27 %C; 7.00 %H; 5.56 %N. Found: 51.53 %C; 7.19 %H; 5.72 %N. 
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[LSnFeBr](3). A cold solution of K3L (500 mg, 0.63 mmol) in 120 mL THF was added dropwise 

to a stirring solution of SnCl2 (119 mg, 0.63 mmol) in 20 mL THF at −78 ˚C. The slightly cloudy, 

yellow solution was stirred for 0.5 hours at this temperature, it was then stirred at room temperature 

for 2 hours. The mixture was then pumped down to dryness. The tan solid was taken up in 20 mL 

MeCN, filtered through a Celite pad on a fritted filter, and then pumped down again. The remaining 

solid was triturated with Et2O until there was no coloration in the washings yielding a white solid 

(282 mg) which was assumed to be [KLSn]. This was dissolved in 10 mL THF then added 

dropwise to a 10 mL THF solution of FeBr2∙2THF (121.4 mg, 0.34 mmol) while stirring; the 

solution turned red immediately. The resultant solution was allowed to stir at room temperature 

overnight. Subsequently, the mixture was filtered over Celite, then pumped down. The red residue 

was taken up into benzene, filtered through Celite then pumped down again. Crystalline product 

suitable for single crystal X-ray diffraction was obtained by concentrating a solution of the product 

in Et2O and storing it at −35 ˚C (166.4 mg, 26.2%). IR (ATR, cm–1): 3055 (w), 2954 (w), 2925 

(w), 2868 (w), 2796 (w), 1594 (m), 1567 (w), 1476 (s), 1449 (s), 1381 (w), 1323 (s), 1301 (s), 

1248 (m), 1235 (m), 1188 (m), 1150 (w), 1118 (s), 1076 (w), 1042 (m), 1030 (m), 958 (w), 927 

(w), 902 (w), 864 (s), 824 (m), 740 (vs), 669 (w), 624 (s), 595 (s), 551 (w), 536 (m), 477 (w), 465 

(w), 447 (w), and 434 (w). UV-Vis-NIR (CDCl3) λmax, nm (ε): 409 (4021), 467 (sh, 2164), 528 

(2934), 1002 (186), 1390 (818). 1H NMR (500 MHz, d8-toluene, 298 K): δ 36.25, 29.47, 11.34, 

10.72, 8.08, 2.32, −3.59, −22.74 ppm. Anal. Calcd. for C39H60N4P3SnFeBr∙1.25(Et2O): 51.56 %C; 

7.13 %H; 5.46 %N. Found: 51.56 %C; 7.13 %H; 5.50 %N. 

[LSnFeI](4). The iodide congener of 3 was synthesized in an analogous method with the 

replacement of FeBr2∙2THF by FeI2 (104.5 mg, 0.34 mmol). Yield: 131.5 mg (19.8%). IR (ATR, 
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cm–1): 3055 (w), 2963 (w), 2921 (w), 2866 (w), 2797 (w), 1592 (m), 1564 (w), 1475 (s), 1449 (s), 

1380 (w), 1322 (s), 1299 (s), 1249 (m), 1235 (m), 1189 (m), 1150 (w), 1113 (s), 1072 (w), 1042 

(m), 1031 (m), 957 (w), 927 (w), 902 (w), 863 (s), 824 (m), 741 (vs), 667 (w), 623 (s), 593 (s), 

556 (w), 532 (m), 477 (w), 452 (w), and 430 (w). UV-Vis-NIR (CDCl3) λmax, nm (ε): 416 (4792), 

476 (sh, 1947), 537 (2603), 921(56), 1101 (201), 1457 (709). 1H NMR (500 MHz, d8-toluene, 298 

K): δ 29.19, 11.49, 10.80, 8.33, 6.59, 2.39 −1.62, −25.49 ppm. Anal. Calcd. for C39H60N4P3SnFeI: 

47.83 %C; 6.17 %H; 5.72 %N. Found: 47.64 %C; 6.16 %H; 5.54 %N. 

Magnetic Measurements. Magnetic data were collected using a Quantum Design MPMS-XL 

SQUID magnetometer. Measurements for all compounds were obtained on finely ground 

microcrystalline powders. The compounds were restrained in a frozen eicosane matrix and flame 

sealed in a quartz tube under vacuum. Dc susceptibility measurements were collected in the 

temperature range 1.8−300 K under dc fields of 0.1, 0.5 and 1 T. Dc magnetization measurements 

were performed under applied magnetic fields of 1, 2, 3, 4, 5, 6 and 7 T in the temperature range 

of 1.8−10 K. Dc magnetic susceptibility data were corrected for diamagnetic contributions from 

the sample holder and eicosane as well as for the core diamagnetism of each sample, estimated 

using Pascal’s constants.69 Prior to full characterization, variable dc field magnetization data was 

collected from 0 to 4 T at 100 K to ensure the absence of curvature associated with ferromagnetic 

impurities.  

X-ray Diffraction. Single crystal diffraction data collections were performed on single crystals 

coated with Paratone-N oil and mounted on a MicroMountsTM rod. The crystals were frozen while 

coated in Paratone-N oil under a stream of N2 during the measurement. Structures for 1, 2, and 3 

were collected on a MICROSTAR X-ray source of Cu Kα (λ = 1.54056 Å) radiation with a Bruker 
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SMART APEX CCD area detector. Data for 4 was collected with a Bruker KAPPA APEX-II 

diffractometer equipped with a Mo Kα (λ = 0.71073 Å) sealed tube diffraction source with a 

graphite monochromater, and a Bruker APEX-II detector. Raw data were integrated and corrected 

for Lorentz and polarization effects using Bruker Apex2 v. 2013.70 Absorption corrections were 

applied using SADABS.71 Space group assignments were determined by examination of 

systematic absences, E-statistics, and successive refinement of the structures. The crystal structure 

was solved by direct methods with the aid of successive difference Fourier maps in SHELXS6 

operated with the OLEX2 interface.72 The crystals showed no significant decay during data 

collection. Thermal parameters were refined anisotropically for all non-hydrogen atoms in the 

main body, solvents of crystallization, and counterions. Hydrogen atoms were placed in ideal 

positions and refined using a riding model for all structures.  

Zero-field 57Fe Mössbauer Spectroscopic Measurements. All measurements were performed 

under zero applied magnetic field and at 80 K on ca. 60 mg of ground, microcrystalline samples. 

Samples were loaded into a circular plastic cap of 1 cm2 area under an inert atmosphere covered 

in Paratone-N oil and transferred quickly to the cryostat to avoid sample decomposition. Spectra 

were collected with a constant acceleration spectrometer and a 57Co/Rh source. Prior to 

measurements, the spectrometer was calibrated at 295 K with α-Fe foil. Spectra were analyzed 

using the WMOSS Mössbauer Spectral Analysis Software (www.wmoss.org). 

All Other Physical Measurements. Combustion analysis of all complexes was performed by 

Midwest Microlab (Indianapolis, IN). Infrared spectra were recorded on a Bruker Alpha FTIR 

spectrometer equipped with an attenuated total reflectance accessory. Solution-phase NMR spectra 

were collected with an Agilent DD2 500 MHz spectrometer. Proton NMR spectra are referenced 
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to d8-toluene or d3-MeCN at 6.97 and 1.94 ppm, respectively. UV-vis-NIR spectra were collected 

on a Varian Cary 5000 spectrometer in CDCl3. 

Computational Details. Geometry optimizations were performed with density functional theory 

(DFT) for all four complexes 1−4 using the PBE functional and the def2-TZVP basis set for all 

atoms as implemented in the Turbomole software package.73−75 The resolution of the identify (RI) 

approximation was employed.76−78 Although a full geometry optimization was performed and 

these structures were in good agreement with experiment (see Table S3.12), zero field splitting 

parameters are very sensitive to the geometry of the first coordination sphere. Therefore, the 

structures that were used for all calculations in the main text were optimized with PBE/def2-TZVP; 

however, the position of the metals, halogen, and the coordinating nitrogen and phosphorous atoms 

were fixed at the experimental geometry; only the remaining atoms were optimized. These 

structures were 1.5, 2.8, 1.6, and 1.5 kcal/mol higher in energy for structures 1−4, respectively, 

than the fully optimized geometries (see Tables S3.11-S3.12).  

To study the bonding in this series of compounds, complete active space self-consistent field 

calculations with corrections from second order perturbation theory (CASSCF/CASPT2) were 

performed on the constrained DFT optimized geometries described above.79−81 First, CASPT2 

calculations were performed for the lowest singlet, triplet, and quintet states as implemented in the 

Molcas 8.0 software package.82 The active space includes eight electrons in eleven orbitals 

(8e,11o). The orbitals included are the Fe 3d and correlating 4d orbitals along with the 4s orbital 

on Ge (or 5s for complexes with Sn). Scalar relativistic effects were included through the use of 

the Douglas-Kroll-Hess (DKH) Hamiltonian and ANO-RCC basis sets were employed with the 

following contractions: Fe 6s5p3d2f1g, Ge 6s5p3d2f1g, Sn 7s6p4d2f1g, Br 6s5p3d1f, I 
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7s6p4d2f1g, N 3s2p1d, P 4s3p1d, C 3s2p, and H 1s.83− 86  Cholesky decomposition was used in 

combination with local exchange (LK) screening to reduce the cost of the two electron 

integrals.87− 90 In the CASPT2 calculations, an imaginary shift of 0.2 and an IPEA shift of 0.25 

were applied. LoProp and Mulliken atomic charges were computed as implemented in Molcas 8.0 

while the Hirshfeld charge decompositions (CDA) scheme,91−93 used to compute the percent 

contributions of each atom to select molecular orbitals, (see Tables S3.13-S3.14 and Table 3.2 in 

the manuscript for LoProp, Mulliken, and Hirsheld results) and Mayer bond orders (Table S3.15) 

were calculated using the MultiWFN software package.94,95 

In additional to the CASPT2 calculations described above for the lowest energy singlet, triplet, 

and quintet states, state averaged CASSCF calculations were performed to examine the low-lying 

excited states and compute the zero field splitting parameters. We performed two sets of 

calculations. The first set included only triplet states truncating after single excitations into the 

unoccupied 3dz2 orbital (double excitations into this orbital were excluded as were excitations in 

higher energy unoccupied orbitals). Spin orbit coupling effects were computed a posteriori using 

the state interaction approach (RASSI).96 The diagonal elements of this effective Hamiltonian were 

replaced with the CASPT2 energies, the so-called spin-orbit CASPT2 (SO-CASPT2) method. The 

RASSI spin-orbit states that were obtained were then introduced into the SINGLE-ANISO module 

in order to calculate the magnetic properties (D and E) of the complexes (see Table S3.7). Since it 

is well-known that truncating the number of excitations when computing magnetic properties can 

lead to truncation errors, we also computed the full d-manifold for an Fe(II) center using SA-

CASSCF (50 singlet states, 45 triplet states, and 5 quintet states). In this case, CASPT2 

calculations were not performed but the same approach was applied to compute D and E 
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parameters but in this case using CASSCF energies (see Table S3.8). The lowest 12 spin orbit 

states consisted of mixing between triplet spin-free states. Additionally, the sign and magnitude of 

the two sets of D values were in good agreement. We performed other tests including a varying 

number of S = 0, S = 1, and S = 2 states include in the state averaging procedure and, provided that 

truncations were made at consistent energies for all three spins, the D and E parameters remained 

between ~ −10 to −17 for all of the cases we explored. For this reason, we expect that the deviations 

we observe between our calculated values and experimental values is likely too small (order of 

wavenumbers) to be resolved at the CASPT2 level and would require other levels of theory (such 

as MRCI) that are very computationally intensive and give the size of our molecules outside our 

reach.   
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Table S3.1│ Crystallographic information for the structural refinement of 1. 
Empirical Formula C43H70BrFeGeN4OP3 
Formula weight 959.84 g/mol 
Temperature  100 K 
Wavelength  1.54178 Å 
Crystal System Monoclinic 
Space Group P21/c 
Unit Cell Dimensions a = 11.6789(3) Å, α = 90.0˚ 
 b = 16.2409(4) Å, β = 101.0830(10)˚ 
 c = 23.9498(6) Å, γ = 90.0˚ 
Volume  4457.98(19) Å3 
Z 4 
Density (calculated) 1.430 g/cm3 
Absorption coefficient 5.791 mm–1 
F000 2006.0 
Crystal color Red 
Crystal size 0.132 × 0.077 × 0.064 mm3 
2θ range 7.714 to 136.174˚ 
Index ranges –13 ≤ h ≤ 13 
 –14 ≤ k ≤ 19 
 –28 ≤ l ≤ 28 
Reflections collected 34370 
Independent reflections 7916 [Rint = 0.0371] 
Completeness to 2θ = 136.174˚ 97.4 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.5209 and 0.4094 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 7916 / 0 / 512 
Goodness-of-fit on F2a 1.028 
Final R indices [I > 2σ(I)]b R1 = 3.02 %, wR2 = 7.38 % 
R indices (all data) R1 = 3.57 %, wR2 = 7.70 % 
Largest diff. peak and hole 1.09 and –0.55 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2]]1/2 
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Table S3.2│ Crystallographic information for the structural refinement of 2. 
Empirical Formula C43H70IFeGeN4OP3 
Formula weight 1007.28g/mol 
Temperature  100 K 
Wavelength  1.54178 Å 
Crystal System Monoclinic 
Space Group P21/n 
Unit Cell Dimensions a = 12.7401(3) Å, α = 90.0˚ 
 b = 22.7758(6) Å, β = 92.5570(10)˚ 
 c = 15.8241(4) Å, γ = 90.0˚ 
Volume  4587.0(2) Å3 
Z 4 
Density (calculated) 1.459 g/cm3 
Absorption coefficient 9.892 mm–1 
F000 2080.0 
Crystal color Red 
Crystal size 0.172 × 0.159 × 0.055 mm3 
2θ range 7.764 to 136.418˚ 
Index ranges –15 ≤ h ≤ 15 
 –27 ≤ k ≤ 25 
 –17 ≤ l ≤ 19 
Reflections collected 39389 
Independent reflections 8266 [Rint = 0.0271] 
Completeness to 2θ = 136.174˚ 98.6 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.2213 and 0.1014 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 8266 / 0 / 501 
Goodness-of-fit on F2a 1.077 
Final R indices [I > 2σ(I)]b R1 = 2.92 %, wR2 = 9.03 % 
R indices (all data) R1 = 3.03 %, wR2 = 9.35 % 
Largest diff. peak and hole 0.71 and –1.11 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S3.3│ Crystallographic information for the structural refinement of 3. 
Empirical Formula C43H70BrFeSnN4OP3 
Formula weight 1006.39 g/mol 
Temperature  100 K 
Wavelength  1.54178 Å 
Crystal System Monoclinic 
Space Group P21/c 
Unit Cell Dimensions a = 11.7144(2) Å, α = 90.0˚ 
 b = 16.2856(3) Å, β = 101.0700(10)˚ 
 c = 23.9816(5) Å, γ = 90.0˚ 
Volume  4489.99(15) Å3 
Z 4 
Density (calculated) 1.489 g/cm3 
Absorption coefficient 9.349 mm–1 
F000 2080.0 
Crystal color Red 
Crystal size 0.061 × 0.043 × 0.031 mm3 
2θ range 7.512 to 136.35˚ 
Index ranges –13 ≤ h ≤ 13 
 –18 ≤ k ≤ 18 
 –28 ≤ l ≤ 27 
Reflections collected 50255 
Independent reflections 7968 [Rint = 0.0492] 
Completeness to 2θ = 136.35˚ 97.0 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.2366 and 0.1256 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 7968 / 0 / 501 
Goodness-of-fit on F2a 1.064 
Final R indices [I > 2σ(I)]b R1 = 3.69 %, wR2 = 7.92 % 
R indices (all data) R1 = 4.88 %, wR2 = 8.56 % 
Largest diff. peak and hole 1.73 and –0.71 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S3.4│ Crystallographic information for the structural refinement of 4. 
Empirical Formula C43H70IFeSnN4OP3 
Formula weight 1053.38 g/mol 
Temperature  100 K 
Wavelength  0.71073 Å 
Crystal System Monoclinic 
Space Group P21/c 
Unit Cell Dimensions a = 11.7530(3) Å, α = 90.0˚ 
 b = 16.2402(4) Å, β = 101.6120(10)˚ 
 c = 24.5393(7) Å, γ = 90.0˚ 
Volume  4588.0(2) Å3 
Z 4 
Density (calculated) 1.525 g/cm3 
Absorption coefficient 1.675 mm–1 
F000 2152.0 
Crystal color Red 
Crystal size 0.129 × 0.121 × 0.051 mm3 
2θ range 3.026 to 60.278˚ 
Index ranges –16 ≤ h ≤ 16 
 –22 ≤ k ≤ 22 
 –34 ≤ l ≤ 34 
Reflections collected 197891 
Independent reflections 13538 [Rint = 0.0166] 
Completeness to θ = 52.48˚ 99.8 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.2599 and 0.2236 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 13538 / 0 / 512 
Goodness-of-fit on F2a 1.177 
Final R indices [I > 2σ(I) = 10408 data]b R1 = 2.21 %, wR2 = 6.33 % 
R indices (all data, 0.80 Å) R1 = 2.9 %, wR2 = 7.50 % 
Largest diff. peak and hole 1.01 and –1.08 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S3.5│ Fit parameters to the variable-temperature magnetic susceptibility of 1 − 4. 
 

Compound D (cm−1) g|| g⊥ 

1 −12.1(6) 2.38(2) 1.98(1) 

2 −14.3(9) 2.15(2) 2.10(1) 

3 −12.1(6) 2.44(2) 1.92(2) 

4 −15.2(8) 2.33(1) 2.04(1) 

 
 
 
 
 
 
 
 
Table S3.6│ Fit parameters to the variable-temperature, variable-field magnetization curves for 1 
− 4. 
 

Compound D (cm−1) g|| g⊥ 

1 −11.8(3) 2.45(3) 1.89(2) 
2 −15.5(4) 2.15(3) 2.11(2) 
3 −12.1(4) 2.44(4) 1.92(3) 
4 −17.9(3) 2.34(3) 2.08(3) 

 
 
 
 
 
 
 
 



107 
 

Table S3.7│ Zero field splitting parameters calculated with CASPT2 using the twelve triplet states 
shown in Figure S12. 
 

Compound D (cm−1) E (cm−1) 

1 −15.4 0.7 

2 −16.2 1.0 

3 −13.1 0.6 

4 −16.0 0.7 
 
 
 
 
 
 
 
Table S3.8│ Zero field splitting parameters calculated with CASSCF using the full Fe(II) d-
manifold (50 singlets, 45 triplets, and 5 quintets). 
 

Compound D (cm−1) E (cm−1) 

1 −13.6 0.4 

2 −11.6 0.6 

3 −12.7 0.4 

4 −14.2 0.4 
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Table S3.9│ Relative energies of spin states in kcal/mol using an (8e, 11o) active space at the 
CASPT2 level of theory. 
 

 
 
 
 
 
 
 
 
Table S3.10│ Relative energies of spin states in kcal/mol using an (8e, 11o) active space at the 
CASPT2 level of theory for the twelve lowest energy triplet states of 1−4. 
 

 

Spin State 1 2 3 4 

Triplet 0 0 0 0 
Quintet 35.7 36.3 36.0 36.6 
Singlet 34.0 34.7 35.8 35.0 

State 1 2 3 4 

T0 0 0 0 0 
T1 14.0 13.9 15.1 14.1 
T2 20.5 20.6 21.1 20.1 
T3 21.9 22.3 22.7 21.5 
T4 31.0 28.5 34.5 31.8 
T5 33.9 36.9 33.4 33.3 
T6 70.6 69.7 67.5 66.8 
T7 71.0 71.3 67.9 67.4 
T8 78.2 76.6 70.9 69.8 
T9 79.5 78.2 71.0 70.0 
T10 88.6 87.4 78.9 77.9 
T11 89.3 88.3 78.1 79.4 
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Table S3.11│ Selected experimental geometric parameters for the fully optimized PBE/def2-
TZVP geometry with the experimental values to which they were constrained. (E = Ge, Sn; X = 
Br, I) 
 

Compound E−Fe (Å) Fe−X (Å) E−Navg (Å) E−Naxial (Å) 
Fe−Pavg 
(Å) E−Fe−X (°) 

1 2.3764(3) 2.3764(3) 1.9306(6) 2.484(2) 2.33(2) 172.95(2) 
2 2.35584(5) 2.55695(5) 1.918(4) 2.53637(5) 2.32(2) 176.1136(9) 
3 2.4828(5) 2.3660(7) 2.091(4) 2.410(3) 2.38(2) 172.50(3) 
4 2.47930(7) 2.54335(7) 2.096(2) 2.40858(7) 2.38(2) 172.6158(3) 

 
 
 
 
 
Table S3.12│ Selected geometric parameters from the fully optimized PBE/def2-TZVP structure 
to be compared with Table S3.11. Difference in energy between the full and constrained 
optimizations is also given in kcal/mol (constrained structure is higher in energy). (E = Ge, Sn; X 
= Br, I) 
 

Compound 
E−Fe 
(Å) 

Fe−X 
(Å) 

E−Navg 
(Å) 

E−Naxial 
(Å) 

Fe−Pavg 
(Å) 

E−Fe−X 
(°) 

ΔE  
(kcal/mol) 

1 2.396 2.395 1.965 2.489 2.347 174.6 1.5 
2 2.399 2.590 1.964 2.495 2.354 174.7 2.8 
3 2.504 2.383 2.134 2.439 2.398 174.4 1.6 
4 2.505 2.574 2.134 2.443 2.404 174.4 1.5 
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Table S3.13│ LoProp charges from the CASSCF (8e,11o) calculations. (E = Ge, Sn; X = Br, I) 
 
Compound E Fe X Navg Pavg 

1 0.69 0.67 −0.72 −0.38 0.49 

2 0.68 0.63 −0.67 −0.38 0.49 

3 0.88 0.64 −0.72 −0.41 0.49 

4 0.88 0.59 −0.67 −0.41 0.49 
 
 
 
 
 
 
 
 
Table S3.14│ Mulliken charges from the CASSCF (8e,11o) calculations. (E = Ge, Sn; X = Br, I) 
 
Compound E Fe X Navg Pavg 

1 1.50 0.04 −0.53 −1.08 0.66 

2 1.46 0.10 −0.52 −1.07 0.60 

3 1.49 0.12 −0.54 −1.06 0.62 

4 1.49 0.03 −0.51 −1.06 0.62 
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Table S3.15│ Effective bond order (EBO) and Mayer bond orders. (E = Ge, Sn; X = Br, I) 
 

Compound E−Fe EBO E−Fe Mayer Fe−X Mayer 

1 0.871 0.837 0.551 
2 0.876 0.823 0.670 
3 0.855 0.783 0.562 
4 0.854 0.784 0.664 
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Figure S3.2│Variable-field magnetization of polycrystalline samples of 1 (top), 2(bottom) 
restrained under eicosane acquired at 100 K. The black line is a linear fit to the data illustrating 
the absence of ferromagnetic impurities. 
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Figure S3.2│Variable-field magnetization of polycrystalline samples of 3 (top), 4 (bottom) 
restrained under eicosane acquired at 100 K. The black line is a linear fit to the data illustrating 
the absence of ferromagnetic impurities. 
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Figure S3.3│Variable-temperature dc magnetic susceptibility data for 1 (top) and 2 (bottom) 
collected from 1.8 K to 300 K under a dc field of 0.1 T. The black lines represent simulated data 
obtained from the best fits. The fits were performed using the spin Hamiltonian, Ĥ = D[Ŝz

2 − 
1/3S(S + 1)] + (g⊥ + g||)µBSH in DAVE 2.0.  
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Figure S3.4│Variable-temperature dc magnetic susceptibility data for 3 (top) and 4 (bottom) 
collected from 1.8 K to 300 K under a dc field of 0.1 T. The black lines represent simulated data 
obtained from the best fits. The fits were performed using the spin Hamiltonian, Ĥ = D[Ŝz

2 − 
1/3S(S + 1)] + (g⊥ + g||)µBSH in DAVE 2.0.  
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Figure S3.5│Variable-temperature, variable-field magnetization data for 1 (top) and 2 
(bottom) collected between 1.8 and 10 K from 1 to 7 T in 1 T increments. Black lines are 
simulations of the data obtained from fits using DAVE 2.0 and the spin Hamiltonian, Ĥ = D[Ŝz

2 
− 1/3S(S + 1)] + (g⊥ + g||)µBSH. 
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Figure S3.6│Variable-temperature, variable-field magnetization data for 3 (top) and 4 
(bottom) collected between 1.8 and 10 K from 1 to 7 T in 1 T increments. Black lines are 
simulations of the data obtained from fits using DAVE 2.0 and the spin Hamiltonian, Ĥ = D[Ŝz

2 
− 1/3S(S + 1)] + (g⊥ + g||)µBSH. 
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Figure S3.7│Three dimensional and cross-sectional plots from the simulations with lowest 
residual error against the dc magnetic susceptibility and variable-field, variable-temperature 
magnetization data of 1 after a survey over the following parameter space: D = −20 to +20 cm−1 
in steps of 0.5 cm−1; g|| = 2.0 to 2.5 in steps of 0.025; g⊥ = 1.7 to 2.2 in steps of 0.025. Total 
number of simulations: 35,720. Blue drop lines indicate the global minimum. This survey was 
performed using the program PHI. 
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Figure S3.8│Three dimensional and cross-sectional plots from the simulations with lowest 
residual error against the dc magnetic susceptibility and variable-field, variable-temperature 
magnetization data of 2 after a survey over the following parameter space: D = −20 to +20 cm−1 
in steps of 0.5 cm−1; g|| = 2.0 to 2.5 in steps of 0.025; g⊥ = 1.7 to 2.2 in steps of 0.025. Total 
number of simulations: 35,720. Blue drop lines indicate the global minimum. This survey was 
performed using the program PHI. 
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Figure S3.9│Three dimensional and cross-sectional plots from the simulations with lowest 
residual error against the dc magnetic susceptibility and variable-field, variable-temperature 
magnetization data of 3 after a survey over the following parameter space: D = −20 to +20 cm−1 
in steps of 0.5 cm−1; g|| = 2.0 to 2.5 in steps of 0.025; g⊥ = 1.7 to 2.2 in steps of 0.025. Total 
number of simulations: 35,720. Blue drop lines indicate the global minimum. This survey was 
performed using the program PHI. 
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Figure S3.10│Three dimensional and cross-sectional plots from the simulations with lowest 
residual error against the dc magnetic susceptibility and variable-field, variable-temperature 
magnetization data of 4 after a survey over the following parameter space: D = −20 to +20 cm−1 
in steps of 0.5 cm−1; g|| = 2.0 to 2.5 in steps of 0.025; g⊥ = 1.7 to 2.2 in steps of 0.025. Total 
number of simulations: 35,720. Blue drop lines indicate the global minimum. This survey was 
performed using the program PHI. 
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Figure S3.11│UV-Visible absorption spectra of complexes 1 − 4 in CDCl3 measured at room 
temperature. 
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Figure S3.12│Plot showing relative energies of spin states in kcal/mol using an (8e, 11o) active 
space at the CASPT2 level of theory for the twelve lowest energy triplet states (values in Table 
S10). States T1-T6 include those with excitations into the SOMOs and states T7-T11 have 
excitations into the σ* orbital. 
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Figure S3.13│ The 11 active natural orbitals (and their corresponding occupation numbers) for 
the triplet ground state of 1.  
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Figure S3.14│ The 11 active natural orbitals (and their corresponding occupation numbers) for 
the triplet ground state of 2.  
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Figure S3.15│ The 11 active natural orbitals (and their corresponding occupation numbers) for 
the triplet ground state of 3.  
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Figure S3.16│ The 11 active natural orbitals (and their corresponding occupation numbers) for 
the triplet ground state of 4.  
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Figure S3.17│ Select active orbitals from the (8e,11o) active space (and occupation numbers) 
for 1. Atomic contributions to the molecular orbitals were computed via Hirshfeld 
decomposition and are given for the three heaviest elements. The values given for the two 
doubly occupied 3d orbitals and two SOMOs are averages. 
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Figure S3.18│Select active orbitals from the (8e,11o) active space (and occupation numbers) 
for 2. Atomic contributions to the molecular orbitals were computed via Hirshfeld 
decomposition and are given for the three heaviest elements. The values given for the two 
doubly occupied 3d orbitals and two SOMOs are averages. 
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Figure S3.19│Select active orbitals from the (8e,11o) active space (and occupation numbers) 
for 3. Atomic contributions to the molecular orbitals were computed via Hirshfeld 
decomposition and are given for the three heaviest elements. The values given for the two 
doubly occupied 3d orbitals and two SOMOs are averages. 
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Figure S3.20│Select active orbitals from the (8e,11o) active space (and occupation numbers) 
for 4. Atomic contributions to the molecular orbitals were computed via Hirshfeld 
decomposition and are given for the three heaviest elements. The values given for the two 
doubly occupied 3d orbitals and two SOMOs are averages. 
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4.1 Introduction 

Our results thus far outline two important goals towards understanding how covalency 

facilitates the heavy-atom effect on magnetic anisotropy. It is essential that heavy element 

character be present in the electronic ground and low-lying excited states. This goal requires the 

overall ligand field strength to be lowered to increase coupling to the states with more ligand 

character, i.e. the anti-bonding orbitals. Lowering the ligand field energy simultaneously puts it on 

par with the SOC energy, which then requires complete understanding of the ligand field to 

elucidate SOC transfer from heavier elements. Therefore, it is of equal importance to quantify the 

ligand field strength of the heavier p-block metals, which is also of importance for homogenous 

catalysis.1 Next, we will outline the synthesis of novel heterobimetallic complexes that will allow 

us to achieve these goals. Through analysis of the magnetic properties and electronic structure of 

these complexes, we hope to pedagogically approach the experimental quantification of the ligand 

field strength of group 14 donors, and its interplay with SOC, on influencing D.  

4.2 Towards Interactions between Spin and Heavy Ligand Orbitals 

To study how covalency influences SOC transfer, we need to manipulate the ligand field such 

that there is more heavy-ligand contribution towards magnetic anisotropy. With an axially based 

heavy ligand, the best approach is to stabilize the dz2* orbital. Starting from the previous trigonal 

bipyramidal geometry, this is achieved by removal of an axial ligand and pyramidalization of the 

equatorial donors to obtain pseudo-tetrahedral geometry.  Lowering the molecular orbital with 

heavy element character would then allow it to contribute more to the lowest lying excited states. 

Additionally, an electronically isotropic ground state (i.e. an orbital singlet ground state term of A 

or B symmetry) is ideal because orbital degeneracy introduces low-lying excited states, and this 
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convolutes analysis of the magnetic anisotropy. The foregoing analysis prompted us to engineer a 

new system with a weaker, symmetric ligand field to stabilize high-spin ground states. However, 

high-spin complexes with metal-metal bonds are uncommon due to the covalent metal-metal 

interaction. To significantly weaken the ligand field, it is necessary to employ lower-coordinate 

complexes with the help of unsupported metal-metal bonds. Relying on unsupported bonds would 

diminish secondary influences on magnetic anisotropy from ancillary ligands while weakening the 

ligand field. Using these design criteria, we seek to illustrate our synthetic approach to stabilize 

high-spin complexes to study how covalency affects SOC transfer. 

We can access high-spin complexes featuring unsupported metal-metal bonds through precise 

synthetic design. Without the support of a scaffold ligand, an unsupported covalent bond requires 

a favorable electrostatic interaction for stabilization. Additionally, it is essential that the first-row 

transition metal is Lewis acidic to stabilize high-spin ground states, as opposed to the Lewis basic 

transition metals in most carbonyl-based main group metal-bonded complexes. In this scheme, we 

can stabilize a covalent bond by fusing a negatively charged heavy main group metal fragment 

with a positively charged transition metal moiety. An example of suitable capping ligands to 

promote a low-coordinate 

environment would be neutral or 

anionic tripodal ligands, which 

would leave an open axial site for 

heavy element coordination. A high-

spin complex with an isotropic 

ground state is then acquired through 

Scheme 4.1 Syntheses of paramagnetic complexes 1 – 3 with 
unsupported metal-metal bonds. (M = Li, K; E = Ge, Sn) 
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judicious choice of the transition metal ion. Thus, we will initially target divalent or monovalent 

first-row transition metals in pseudo-tetrahedral geometry; e.g. V2+, Mn2+, Co2+, Co+, and Ni2+ fit 

the outlined electronic structure criteria. 

Huttner and coworkers demonstrated an initial success with this strategy in isolating 

[(triphos)CoSnPh3] (1), a paramagnetic (S = 1) Co+ complex with an unsupported bond to tin.2 We 

note this was one of the few crystallographically-characterized paramagnetic complexes featuring 

first-row metal-tin bonds until recently. The complex was electrostatically-stabilized by the 

metathesis reaction of a monocationic [(triphos)Co]+ fragment with an anionic triphenyl stannide 

(Ph3Sn−) reagent (Scheme 4.1). The scarcity of paramagnetic complexes with first-row metal-

heavy main group metal bonds prompted us to investigate the magnetic properties of 1. Simulation 

of the magnetization data (Figure S4.3) with the Hamiltonian, Ĥ = D[ŜZ
2 − 1⁄3S(S + 1)] + gisoμBSH, 

yields values of 2.0(3) cm−1 and 2.06(4) for |D| and giso, respectively. The low |D| value is evident 

by the overlaying of isofield lines and is a consequence of the strong ligand field raising the 

energies of the lowest-lying excited states. This provides further impetus to stabilize the anti-

bonding orbitals lowering the excited state energies. 

 
Figure 4.1 Molecular structures of 1, 2, and 3 determined from single-crystal X-ray diffraction. Turquoise, pink, 
cobalt blue, plum, gray, blue, and yellow spheres represent Sn, Ge, Co, P, C, N, and B, respectively; H atoms 
omitted for clarity. 
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To further weaken the ligand field, we targeted complexes with weaker donors such as 

nitrogen-based ligands. We chose to use the tetrahedrally-directing tris(pyrazolyl)borate ligand 

(Tp−) to cap divalent transition metals serving as a cationic foundation for our system. The anionic 

ligand also provides extra stability to the transition metal fragment over neutral ligands that may 

dissociate in solution. For our initial studies, we will use Co2+ because its rich absorption spectrum 

in pseudo-tetrahedral complexes is well-

studied providing a strong basis to quantify 

heavy donor ligand field influence. 

Drawing inspiration from Huttner and 

coworkers, we utilized the triphenyl group 

14 anions as simple heavy donors to the 

Co2+ center. We synthesized the desired 

complexes via metathesis reactions of 

LiGePh3 or KSnPh3 with [Ph,MeTpCoCl]3 in 

Et2O. The molecular structures of 

[Ph,MeTpCoGePh3] (2) and 

[Ph,MeTpCoSnPh3] (3), determined by single 

crystal X-ray diffraction, are shown in 

Figure 4.1. Both complexes exhibit 

approximate C3v symmetry and feature 

unsupported metal-metal bond lengths 

(2.503(1) Å in 2 and 2.654(1) Å in 3) 

 

Figure 4.2 (a) Variable-temperature dc susceptibility data 
for 2 and 3 with Hdc = 0.1 T. (b) Variable-temperature, 
variable-field magnetization for 2 (left) and 3 (right), with 
black lines representing the best fit. The parameters for the 
fit are given in Table S3.4 in the Supporting Information. 
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shorter than the sum of their covalent radii (Co-Ge: 2.70 Å; Co-Sn: 2.89 Å). Importantly, the Co-

N distances in 2 and 3 suggest that the complexes are high-spin. 

To confirm the spin-state and probe the magnetic properties of 2 and 3, we turned to EPR 

spectroscopy and SQUID-based magnetometry (Figure 4.2). Variable-temperature dc magnetic 

susceptibility data shows room temperature χMT values of 2.32 and 2.62 cm3Kmol−1 corroborating 

an S = 3⁄2 ground state in 2 and 3, respectively. Therefore, these are the first high-spin Co2+ 

complexes featuring Co-Ge and Co-Sn bonds, providing an ideal system to study the interplay of 

the ligand field and SOC towards D. The downturn in the susceptibility data is attributable to the 

presence of D which we can more accurately quantify through simulation of magnetization data. 

Starting with parameters obtained from X-band EPR spectra (Figure S3.4), we simulated 

magnetization data using the Hamiltonian, Ĥ = D[ŜZ
2 − 1⁄3S(S + 1)] + E(Ŝx

2 − Ŝy
2) + gμBSH to yield 

D values of 3.9(3) and 11.9(1)  cm−1 for complexes 2 and 3, respectively. The high-spin nature of 

the complexes enables observation of a clear increase in D with heavier donors owing to more 

axial ligand contribution. 

4.3 Experimentally Deconvoluting the Influences of Ligand Field and SOC 

The impact of SOC is more apparent with a weaker ligand field, however, we now need to 

thoroughly analyze the ligand field to better quantify SOC influence on D. Each excited state 

contribution to D is indirectly proportional to the energy separation and proportional to ξeff
2, where 

ξeff represents a combination of each donor atom’s inherent SOC weighted by their contribution to 

the relevant molecular orbital.39,42 In other words, the ligand SOC is anisotropic and states with 

more dz2 character will contribute more to D in our series. The sign of a contribution is then 

determined by the symmetry relation between the two states: a negative contribution if related by 



138 
 

the Lz operator, and conversely positive if the states are related via Lx,y.4 We note that orbital 

mixing in 3-fold symmetric systems induces a negative contribution to D when coupling between 

two E orbital sets (dx2−y2, dxy and dxz, dyz).5 Therefore, there are competing contributions between 

states with dz2 character (positive) and states with more E orbital character (negative). Maintaining 

an isostructural series is therefore vital where the identical pyrazole donors maintain control of the 

E orbital set energies. This allows any changes to the axial ligand to be our independent variable 

towards D. Understanding this axial influence is then the last piece of the puzzle. 

Previous studies into the donor ability of group 14 elements toward transition metals relied on 

vibrational spectroscopy and trans- effects of ligand substitution. They demonstrated that the σ-

donating ability of the group 14 elements ranked as Ge < Si < Sn towards Ir+ and Rh+ centers, 

differing from the halides and chalcogenides whose ligand fields weaken moving down the 

group.6,7 A similar trend was observed in first-row transition metal complexes where the relative 

σ-donating and pi-accepting ability of numerous group 14 donors were compared using carbonyl  

and metal-metal stretching frequencies and quadrupolar splitting values.8– 11 This implies that the 

lowest-lying excited state is higher in energy in 3 rendering it a less positive D value, the opposite 

of what we observe. 

We probed the ligand field strength of Ph3Ge− and Ph3Sn− using an angular overlap model 

(AOM) analysis of the electronic absorption spectra shown in Figure 4.3.12 While we do not 

observe the two lowest transitions (the transition to the 4E is in the mid-IR and 4A1 band is 

symmetry forbidden in C3v symmetry), we can fit the four higher lying transitions to estimate the 

energy of the low energy states. We fit the diffuse reflectance spectra using the program ddnfit 

starting with parameters derived by Telser and coworkers;13,14 a detailed discussion of the fits is 
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in the supplementary information. The parameters from the best fit (Table S3.5) suggest a σ-

donating ability of both tin (ϵσ = 2363 cm−1) and germanium (ϵσ = 2145 cm−1) similar to that of a 

chloride in a similar environment (ϵσ(Cl) = 2270 – 2290 cm−1).15 We note that the differences in 

ϵσ between tin and germanium corroborate the trend in Ir+ and Rh+ complexes, however, the 

parameter values are much smaller than we hypothesized. This may be due to mismatch between 

tin valence orbitals and metal 3d orbitals. As a consequence of the overall ligand field, the energy 

of the 4E state in 2 is simulated to be higher than 3. While this undoubtedly contributes to a more 

positive value of D observed in 3, we can account for other low-lying states by simulating D with 

the inclusion of ξeff using the AOM. By systematic variation, we found that ξeff was much lower in 

2 than 3, 357 cm−1 versus 531 cm−1, to replicate the measured D values. This suggests that SOC 

from the heavier tin donor is in fact contributing to the magnetic anisotropy of the Co center where 

the free-ion ξ value in Co2+ is 515 cm−1.12 The lower ξeff in 2 is likely a result of the orbital reduction 

from the covalent bond that is uncompensated by the SOC constant of the germanium donor. 

The preceding ligand field analysis provides a framework to experimentally probe how 

covalency affects SOC conferral through metal-metal bonds. While covalency is a complex 

concept to quantify experimentally, the AOM provides parameters that together can paint an 

accurate picture of molecular orbitals. The ϵσ parameter represents orbital overlap and energy 

matching between two atomic orbitals by quantifying the destabilization of metal-ligand 

antibonding orbitals. Based on this description, we infer that the metal-metal bonding in 2 and 3 

is similar in covalency to that of a chloride. Further, the Racah B parameters in 2 (677) and 3 (678) 

suggest a similar nephelauxetic effect compared to Tp-based Co2+ complexes. We presumed that 

tin, like iodide, would reduce the interelectronic repulsion further owing to its large polarizable 5s 
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and 5p orbitals. We will not speculate further about the implication because many factors 

contribute to the Racah B parameter. These ligand field parameters, however, do provide a starting 

point to analyze the covalency, and its influence on SOC transfer in high-spin complexes. 

The outlined synthetic criteria and subsequent analysis establish a foundation to begin studying 

the influences of covalency on SOC transfer to first-row transition metal centers. Beyond the 

measurements discussed here, direct measurements of SOC and covalency is accessible using 

synchrotron-based techniques such as X-ray 

absorption spectroscopy (XAS) and X-ray 

magnetic circular dichroism (XMCD). Future 

experiments will rely on these direct 

experimental probes, in addition to those used 

in this work, to better understand the metal-

metal bond’s influence on magnetic 

anisotropy. Concurrent theoretical 

calculations are also vital to support the 

experimental data due to shortcomings of the 

AOM. While the AOM provides chemically-

intuitive parameters to inform synthetic 

direction, it does not accurately depict the 

complexity of molecular orbitals and 

electronic structure such as anisotropic SOC 

ligand contributions. Future studies will 

 

Figure 4.3 (a) Diffuse reflectance spectra of 2 and 3 
measured at room temperature. (b) Energy level diagram 
of Co2+ in pseudo-tetrahedral C3v symmetry (4A2 ground 
state) depicting most influential states towards D with 
the largest contributing electronic configuration to those 
states. 
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explore covalent bonds between first-row metals and heavier group 13 and 15 elements with the 

goal of exploiting the large SOC of the 6p elements to engender large magnetic anisotropy. The 

synthesis of the latter may, however, require more research towards a better fundamental 

understanding of the reactivity of 6p elements. 

4.4 Conclusions and Outlook 

The foregoing results and analysis demonstrate that spin-orbit coupling can powerfully 

modulate the magnetic properties of transition metals even in the absence of direct bonding in 

electronically-isotropic systems. We note, however, that use of high-spin complexes with electron 

density in the molecular orbitals with ligand character is crucial to quantifying this effect. Further, 

we have demonstrated that the covalency of the metal-metal interaction is vital in considering the 

spectral and magnetic properties of transition metal-main group heterobimetallics and has strong 

implications for the transfer of spin-orbit coupling from the ligand sphere to the transition metal. 

These results provide a framework for synthetically controlling SOC in transition metal 

complexes and materials. This and subsequent research will enable the manipulation of SOC in 

transition metal complexes and will support advancements in fields as diverse as molecular 

magnetism, topological materials, and two-state reactivity in catalysis. Specific molecular targets 

to further this research are paramagnetic species featuring direct bonds 6p elements such as lead 

and bismuth. Further, we plan to pursue X-ray spectroscopy measurements to directly probe SOC 

and covalency to help deconvolute the influences of ligand field geometry and the heavy atom 

effect on the magnetic properties of these compounds.  
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4.5 Supplementary Information 

Experimental Details. 

General Considerations. All compounds were manipulated and handled under a dinitrogen 

atmosphere in an MBraun Unilab Pro glovebox. All glassware was either oven-dried at 150 °C for 

at least four hours or flame-dried prior to use. Diethyl ether (Et2O), benzene, and n-hexane were 

dried using a commercial solvent purification system from Pure Process Technology and stored 

over 3 or 4 Å sieves for a minimum of one day prior to use. CDCl3 and C6D6 were purchased from 

Cambridge Isotope Labs, deoxygenated by three successive freeze-pump-thaw cycles, filtered 

through a pad of activated alumina, and stored over 3 or 4 Å sieves prior to use. 

[(triphos)CoSnPh3](1) and [Ph,MeTpCoCl] were prepared according to literature procedures.2,3 

HSnPh3 and HGePh3 were purchased from MilliporeSigma and vacuum distilled prior to use. All 

other chemicals were used as received. Silylated Celite (Si-Celite) was prepared by stirring 25 g 

activated, dried Celite 545 in 100 mL toluene with 14 mL trimethylsilylchloride and 14 mL of 

triethylamine under N2 overnight at 40 °C, followed by filtration, washing with 80 mL MeOH and 

200 mL toluene, and drying for 24 hours at 100 °C. 

[Ph,MeTpCoGePh3]·benzene(2). LiGePh3 was generated by the deprotonation of HGePh3 (264.1 

mg, 0.866 mmol) with nBuLi (0.54 mL, 0.866 mmol) in 5 mL of Et2O at room temperature to 

generate a clear, slightly yellow solution. This was added dropwise at room temperature to a fine 

suspension of [Ph,MeTpCoCl] (401.1 mg, 0.694 mmol) in 10 mL of Et2O to precipitate a purple 

micro-crystalline solid. After allowing the reaction mixture to stir overnight, the solid was filtered 

out and washed with 5 mL Et2O then dried in vacuo. The solid was dissolved in 40 mL benzene, 

filtered over Si-Celite on a fritted funnel, then layered under 100 mL n-hexane. Purple, hexagonal 
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plates of 2 were obtained (Yield: 375.5 mg, 58.5 %). IR (ATR, cm–1): 3055 (w), 3045 (w), 3034 

(w), 2982 (w), 2933 (w), 2863 (w), 2529 (w), 1545 (m), 1507 (w), 1478 (m), 1452 (m), 1436 (s), 

1425 (s), 1378 (w), 1362 (m), 1341 (m), 1332 (w), 1302 (w), 1288 (w), 1259 (w), 1221 (w), 1212 

(w), 1183 (s), 1166 (m), 1113 (m), 1094 (m), 1074 (m), 1094 (m), 1074 (m), 1056 (s), 1030 (m), 

1024 (m), 998 (w), 986 (w), 979 (m), 912 (m), 852 (w), 843 (w), 831 (w), 802 (m), 789 (w), 777 

(s), 769 (s), 764 (s), 739 (s), 708 (s), 700 (s), 696 (s), 684 (m), 668 (vs), 661 (m), 656 (m), 636 

(m), 617 (m), 603 (w)  UV-Vis-NIR (CDCl3) λmax, nm (ε): 514 (1767), 655 (1058), 682 (1199), 

703 (sh, 991), 1096 (94), 1679 (67). 1H NMR (600 MHz, C6D6, 298 K): δ 58.22 (3H), 18.95 (9H), 

18.43 (br, 6H), 14.54 (6H), 8.16 (3H), 6.63 (6H), 5.12 (br, 6H), 2.94 (3H), −10.15 (br, 1H) ppm. 

Anal. Calcd. for GeCoN6C48BH43·(C6H6): 70.16 %C; 5.34 %H; 9.09 %N. Found: 67.51 %C; 5.32 

%H; 9.12 %N; carbon analysis consistently gave lower values that would could not be accounted 

for by loss of solvent, we attribute this is to incomplete combustion of the organogermanium 

species. 

[Ph,MeTpCoSnPh3]·benzene(3). Yellow KSnPh3 was generated by stirring HSnPh3 (222.2 mg, 

0.633 mmol) and KH (25.3 mg, 0.633 mmol) in 5 mL of Et2O for 4 hours at room temperature. To 

this, a suspension of [Ph,MeTpCoCl] (241.6 mg, 0.418 mmol) in 15 mL Et2O was added at room 

temperature, a white precipitate formed and the reaction was allowed to stir overnight at room 

temperature. The precipitate was filtered out and washed with 4 x 5 mL Et2O and dried. Then, it 

was taken up in 80 mL benzene, filtered through Si-Celite on a fritted funnel, then layered under 

100 mL n-hexane. Purple, hexagonal platelets of 3 were obtained (Yield: 142.7 mg, 35.2 %). IR 

(ATR, cm–1): 3049 (w), 3025 (w), 2995 (w), 2975 (w), 2965 (w), 2932 (w), 2530 (w), 1543 (m), 

1507 (w), 1475 (m), 1452 (m), 1435 (s), 1423 (s), 1376 (w), 1361 (m), 1341 (m), 1302 (w), 1286 
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(w), 1254 (w), 1215 (w), 1180 (s), 1094 (m), 1056 (s), 1031 (m), 996 (w), 977 (m), 912 (w), 842 

(w), 802 (w), 777 (m), 764 (s), 731 (s), 697 (s), 677 (vs), 650 (s), 637 (s), 533 (m), 526 (m), 490 

(m), 451 (s), 443 (s), 407 (w). UV-Vis-NIR (CDCl3) λmax, nm (ε): 516 (sh, 716) ,554 (1202), 650 

(1221), 683 (1015), 715 (644), 1069 (101), 1678 (60). 1H NMR (600 MHz, C6D6, 298 K): δ 63.93 

(3H), 28.49 (6H), 18.63 (9H), 13.34 (6H), 8.82 (3H), 7.99 (6H), 7.06, 4.88 (3H), −22.41 (1H) ppm. 

Anal. Calcd. for SnCoN6C48BH43·(C6H6): 66.83 %C; 5.09 %H; 8.66 %N. Found: 66.68 %C; 4.96 

%H; 8.30 %N. 

Magnetic Measurements. Magnetic data were collected using a Quantum Design MPMS-XL 

SQUID magnetometer. Measurements for all compounds were obtained on finely ground 

microcrystalline powders. The compounds were restrained in a frozen eicosane matrix and flame 

sealed in a quartz tube under vacuum. Dc magnetic susceptibility measurements were performed 

in the temperature range 1.8−300 K under dc fields of 0.1, 0.5 and 1 T. Dc magnetization 

measurements were performed under applied magnetic fields of 1, 2, 3, 4, 5, 6 and 7 T in the 

temperature range of 1.8−10 K. Dc magnetic susceptibility data were corrected for diamagnetic 

contributions from the sample holder and eicosane as well as for the core diamagnetism of each 

sample, estimated using Pascal’s constants.16 A temperature-independent paramagnetism (TIP) 

correction was applied for both 2 and 3 with values of 1.3 x 10−3 cm3mol−1 and 1.1 x 10−3 cm3mol−1, 

respectively. Prior to full characterization, variable dc field magnetization data was collected from 

0 to 4 T at 100 K to ensure the absence of curvature associated with ferromagnetic impurities.  

Electron Paramagnetic Resonance (EPR) Spectroscopy. Polycrystalline samples of 2 and 3 

were loaded into a 4 mm OD quartz EPR tube under a dinitrogen atmosphere and restrained with 

eicosane. Continuous-wave EPR spectra were measured at the University of Chicago EPR facility 
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using a Bruker Elexsys 500 X-band EPR spectrometer. Samples were cooled using an Oxford 

Systems continuous-flow He cryostat coupled with a 10 K He stinger from Bruker. Spectra were 

acquired with the Bruker Win-EPR software suite. Spectral simulations were carried out using 

Easyspin.17  

X-ray Diffraction. Single crystal diffraction data collections were performed on single crystals 

coated with Paratone-N oil and mounted on a MicroMountsTM rod. The crystals were frozen while 

coated in Paratone-N oil under a stream of N2 during the measurement. Structures for 2 and 3 were 

collected with CuKα (λ = 1.54178 Å) and MoKα (λ = 0.71073 Å) sealed tube diffraction sources 

respectively. Both sources were equipped with a graphite monochromator and a Bruker APEX2 

CCD detector. Raw data were integrated and corrected for Lorentz and polarization effects using 

Bruker Apex3 v. 2013.18 Absorption corrections were applied using SADABS.19 Space group 

assignments were determined by examination of systematic absences, E-statistics, and successive 

refinement of the structures. The crystal structure was solved by direct methods with the aid of 

successive difference Fourier maps in SHELXS20 operated with the OLEX2 interface.21 The 

crystals showed no significant decay during data collection. Thermal parameters were refined 

anisotropically for all non-hydrogen atoms. Hydrogen atoms were placed in ideal positions and 

refined using a riding model for all structures. Compounds 2 and 3 crystallized with a benzene 

molecule that was disordered over a special position, so a solvent mask was used. 

Powder X-ray Diffraction Measurements. Polycrystalline samples of 2 and 3 where loaded in a 

hollow metallic sample holder and both sides sealed with Kapton tape inside the glovebox. The 

powder X-ray diffraction (PXRD) patterns were measured in transmission geometry (with sample 
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spinning) using a STOE STADI P instrument equipped with a CuKα1 sealed tube source and a 1D 

strip detector covering 2θ range of 6°. All patterns were collected at room temperature. 

All Other Physical Measurements. Combustion analysis of all complexes was performed by 

Midwest Microlabs (Indianapolis, IN). Infrared spectra were recorded on a Bruker Alpha FTIR 

spectrometer equipped with an attenuated total reflectance accessory. Solution-phase NMR spectra 

were collected with a Bruker Avance III 600 MHz spectrometer. Proton NMR spectra are 

referenced to d6-benzene at 7.16 ppm. UV-vis-NIR and diffuse reflectance spectra were collected 

on a Varian Cary 5000 spectrometer at room temperature in CDCl3
 for the solutions or over KBr 

for solid measurements. 

Ligand Field Theory (LFT) Analysis. LFT analysis of the electronic structures of 2 and 3 were 

performed with use of the angular overlap model (AOM).22 The computer program DDN, which 

is available from J. Telser, was employed to perform the analysis. The program used the complete 

d7 (equivalent to d3) weak-field basis including interelectronic repulsion (Racah parameters: B, C), 

spin-orbit coupling (ξeff), and AOM ligand-field bonding parameters (ϵσ, ϵπ). DDN allows use of a 

non-linear least-squares fitting subroutine (DSTEPIT, from QCPE, Bloomington, IN) to match 

observed electronic transition energies to those calculated by user-defined variable parameters. 

The general AOM procedure involved an initial fit of spin-allowed optical transitions with 

variation of B and AOM bonding parameters without ξeff; C was set to 4.7B. The geometric 

parameters used for the analysis were taken from the single-crystal X-ray diffraction data, and the 

bonding parameters for the three pyrazole N donors were set to be identical as they are 

crystallographically symmetric. In order to reduce overparameterization, the ϵσ(N) parameter was 

calculated using the 1/r6
 dependence on bond distance from known ϵσ(N) parameters in similar Tp-
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based Co2+ complexes and held constant throughout the analysis.15 The analysis was performed 

assuming C3v symmetry of the complexes; therefore we set ϵπc(Sn) =  ϵπs(Sn). From this initial fit, 

ξeff was varied until a reasonable match for |D| was obtained. The resulting electronic structures 

were then checked to ensure that they were still in agreement with experiment. 

Discussion of discrepancy between EPR and magnetometry g-values. We simulated the 

magnetization data from SQUID magnetometry with slightly lower g-values than what were used 

to simulate X-band EPR spectroscopy. We attribute this discrepancy to slight structural distortions 

that occur at lower temperatures. Structural distortions upon cooling is corroborated by the PXRD 

in Figure S6 which show deviations in the room temperature patterns from simulations of the single 

crystal data measured at 100 K. 
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Table S4.1│ Crystallographic information for the structural refinement of 2. 
Empirical Formula GeCoN6C54BH49 
Formula weight 924.32 g/mol 
Temperature  100.0 K 
Wavelength  1.54178 Å 
Crystal System Trigonal 
Space Group R−3 
Unit Cell Dimensions a = 12.4224(6) Å, α = 90.0˚ 
 b = 12.4224(6) Å, β = 120.0˚ 
 c = 48.074(4) Å, γ = 90.0˚ 
Volume  6424.7(8) Å3 
Z 6 
Density (calculated) 1.433 g/cm3 
Absorption coefficient 4.254 mm–1 
F000 2874.0 
Crystal color Purple 
Crystal size 0.398 × 0.384 × 0.110 mm3 
2θ range 2.757 to 68.026˚ 
Index ranges –14 ≤ h ≤ 9 
 –14 ≤ k ≤ 14 
 –57 ≤ l ≤ 56 
Reflections collected 27268 
Independent reflections 2606 [Rint = 0.0228] 
Completeness to θ = 60.128˚ 99.92 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.3824 and 0.2160 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 2606 / 0 / 173 
Goodness-of-fit on F2a 1.075 
Final R indices [I > 2σ(I) = 10408 data]b R1 = 3.37 %, wR2 = 8.62 % 
R indices (all data, 0.80 Å) R1 = 3.40 %, wR2 = 8.64 % 
Largest diff. peak and hole 0.54 and –0.34 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S4.2│ Crystallographic information for the structural refinement of 3. 
Empirical Formula SnCoN6C54BH49 
Formula weight 970.42 g/mol 
Temperature  100.0 K 
Wavelength  0.71073 Å 
Crystal System Monoclinic 
Space Group R−3 
Unit Cell Dimensions a = 12.373(2) Å, α = 90.0˚ 
 b = 12.373(2) Å, β = 120.0˚ 
 c = 48.707(8) Å, γ = 90.0˚ 
Volume  6458(2) Å3 
Z 6 
Density (calculated) 1.497 g/cm3 
Absorption coefficient 1.012 mm–1 
F000 2982.0 
Crystal color Purple 
Crystal size 0.516 × 0.344 × 0.050 mm3 
2θ range 3.892 to 64.18˚ 
Index ranges –17 ≤ h ≤ 17 
 –17 ≤ k ≤ 17 
 –70 ≤ l ≤ 70 
Reflections collected 51077 
Independent reflections 4682 [Rint = 0.0371] 
Completeness to θ = 64.18˚ 100.0 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.2679 and 0.2211 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 4682 / 0 / 173 
Goodness-of-fit on F2a 1.055 
Final R indices [I > 2σ(I) = 10408 data]b R1 = 5.35 %, wR2 = 14.83 % 
R indices (all data, 0.80 Å) R1 = 6.87 %, wR2 = 16.01 % 
Largest diff. peak and hole 4.87 and –0.98 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S4.3│ Simulation parameters for X-band EPR spectra of 2 and 3. 
 

Compound D (cm−1) E (cm−1) g|| g⊥ 

2 3.9 0.52 2.28 2.26 
3 12.0 0.70 2.25 2.31 

 
 
 
 
 

 
 
 

 
Table S4.4│ Fit parameters to the variable-temperature, variable-field magnetization curves for 1 
− 3. 
 

Compound D (cm−1) E (cm−1) g|| g⊥ 

1 2.0(3) -- 2.06(4) 2.06(4) 
2 3.9(3) 0.52(3) 2.20(2) 2.20(2) 
3 11.9(1) 0.7(1) 2.28(2) 2.28(2) 

 
 
 
 
 
 

 
 
 
 



151 
 

Table S4.5│ Fitted AOM parameters for 2 and 3. (E = Ge, Sn) 
 

 
 
 
 
 
 
 
Table S4.6│ Tabulated experimental and calculated band energies from the AOM analysis from 
a 4A2 ground state, assignments in C3v symmetry with Td origins in parentheses. All values are 
given in units of cm−1. 

Compound 4E (T2, F) 4A1 (T2, F) 4E (T1, F) 4A2 (T1, F) 4A2 (T1, P)* 4E (T1, P) 

2       
observed not obsd forbidden 5956 9124 14225 15267 

     14663  
calculated 2988 4500 5915 8966 14628 15303 

3       
observed not obsd forbidden 5959 9355 14641 15384 

       
calculated 2906 4628 5992 9308 14572 15452 

       
*Multiple transitions observed to this spin-allowed state due to coupling to states arising from 2G free-ion term. 

 

 

 

 

 

 

Compound 
ξeff 

(cm−1) B ϵσ(N) (cm−1) ϵπs(N) (cm−1) ϵσ(E) (cm−1) ϵπ(E) (cm−1) 

2 357 677 3235 1 2145 -934 

3 531 678 3401 129 2363 -633 
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Figure S4.1│Variable-field magnetization data for 1 (top), 2 (middle), and 3 (bottom) collected 
restrained under eicosane acquired at 100 K. The black line is a linear fit to the data illustrating 
the absence of ferromagnetic impurities. 
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Figure S4.2│Variable-temperature dc magnetic susceptibility data for 1 (top), 2 (middle), and 
3 (bottom) collected from 1.8 K to 300 K under a dc field of 0.1 T. 
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Figure S4.3│Variable-temperature, variable-field magnetization data for 1 (top), 2 (middle), 
and 3 (bottom) collected between 1.8 and 10 K from 1 to 7 T in 1 T increments. Black lines are 
simulations of the data obtained from fits using DAVE 2.0 and the spin Hamiltonian, Ĥ = D[Ŝz

2 
− 1/3S(S + 1)] + E(Ŝx2 – Ŝy2) + gµBSH. 
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Figure S4.4│X-band EPR spectra of 2 (top) and 3 (bottom) measured at 12 K encased in 
eicosane. Parameters for the simulation are given in Table S4.3. 
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Figure S4.5│Electronic absorption spectra of 2 (top) and 3 (bottom) measured at room 
temperature in CDCl3. 
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Figure S4.6│Powder X-ray diffraction patterns for 2 (top) and 3 (bottom) measured at room 
temperature with CuKα radiation. The bottom patterns are simulations from the single crystal 
X-ray diffraction data measured at 100K. 
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Figure S4.7│1H nuclear magnetic resonance spectrum of 2 (top) and 3 (bottom) measured in 
C6D6 at room temperature. 
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5.1 Introduction  

Spin-orbit coupling (SOC) controls crucial properties in transition metal complexes such as 

magnetism,1,2 quantum coherence,3 luminescence,4− 6 and reactivity.7− 11 A fundamentally atomic 

phenomenon, SOC arises from the interaction between an electron’s intrinsic spin (S) coupling to 

its respective orbital angular momentum (L). Since the strength of this coupling scales with the 

effective nuclear charge, Zeff
2, first-row transition metals feature low SOC relative to their heavier 

counterparts.12,13 As SOC dictates key aspects of electronic structure, such as spin-phonon 

coupling in qubit candidates or magnetic anisotropy in magnets, exerting synthetic control over 

SOC in first-row transition metal complexes would be advantageous for designing materials 

towards such specific applications. 

A synthetically feasible approach to augment spin-orbit coupling of first-row transition metals 

is to introduce a heavy diamagnetic element into its primary coordination sphere. In this scheme, 

a heavy main-group element is ligated to a paramagnetic transition metal with weak SOC thus 

delegating the key components of SOC, spin and angular momentum, into two different atoms. 

This heavy atom effect was initially utilized to bolster intersystem crossing rates of organic 

molecules framing it’s use in luminescent materials.14,15 The approach was later adopted to 

enhance the magnetic anisotropy of first-row transition metal complexes where heavier donors 

induced an increase in magnetic anisotropy.16− 21 As key functions of metal complexes, such as 

reactivity and magnetism, are governed by metal-ligand orbital overlap, chemical intuition would 

suggest that the covalency of this two-atom interaction limits SOC transfer. In order to maximize 

the ligand SOC contribution, a relatively more covalent interaction is therefore required so that 

electron density is more shared between the metal-ligand bond. 
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An intuitive method to engender metal-ligand covalency is to employ relatively electropositive 

donors therefore decreasing the electronegativity difference between the two atoms. In this regard, 

we propose utilizing heavy main group metals, such as Sn, as ligands to confer SOC to a first-row 

transition metal. To optimize coupling between transition metal spin and ligand SOC, we 

hypothesize that matching the symmetry of the heavy donor orbitals and spin-bearing orbitals is 

essential based on previous studies with S = 1 Fe(II) and Co(III) complexes.22,23 Thus, high-spin 

ground states in heterobimetallic complexes would be more amenable to this criterion because of 

the increased unpaired spin density in metal-ligand antibonding orbitals. This would embed more 

heavy-metal contribution to the ground and lowest-lying excited states that relate to magnetic 

anisotropy.  

Towards this end, we recently synthesized the first high-spin transition metal-Sn complex and 

demonstrated the Sn donor indeed enhanced the SOC of the Co2+ metal center.24 Modelling of the 

metal-metal interaction using the angular overlap model determined that the Sn was a weak sigma 

donor, which is surprising based on previous assessments using CO stretching frequencies and the 

trans effect.25– 27 Since metal-metal interactions dictate the electronic, magnetic, and reactive 

properties of heterobimetallic complexes, we are interested in better understanding the electronic 

structure through a molecular orbital perspective. Furthermore, we are interested in how the metal-

metal bond covalency influences SOC transferral, which we will test through variation of the d-

orbital configuration. We hypothesize that weakening the bond with larger d electron counts will 

weaken the contribution of ligand SOC towards magnetic anisotropy. 

Herein, we report the synthesis and characterization of an isostructural series of transition 

metal-Sn complexes to test the influence of electronic configuration on the metal-metal interaction 
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and the ensuing magnetic properties. Following previously outlined design criteria, we synthesized 

and isolated the series [Ph,MeTpMSnPh3] (Ph,MeTp− = hydrotris(3-phenyl-5-methylpyrazolyl)borate; 

M = Mn2+, Fe2+, Co2+, Ni2+, Zn2+). By relying on unsupported metal-metal bonds to help foster a 

weak ligand field environment, we isolated high-spin ground states in several of the new 

heterobimetallic complexes which are ideal for testing our hypotheses. We assessed metal-metal 

covalency using electron paramagnetic resonance, X-ray absorption, and Mössbauer spectroscopy. 

Then, we correlate the electronic structure changes to magnetic anisotropy, our proxy for SOC 

transfer, via SQUID magnetometry. 

5.2 Results and Discussion 

In order to synthesize high-spin complexes featuring metal-metal bonds between Sn and first-

row transition metals, we targeted lower-coordinate transition metal complexes to decrease the 

ligand field strength at the metal center. Additionally, we sought unsupported metal-metal bonding 

to diminish the ancillary ligands’ impact on the electronic structure. We designed a system where 

the unsupported metal-metal bond is stabilized electrostatically by fusing a positively charged 

transition metal fragment with an anionic Sn fragment. Towards this goal, we capped a divalent 

metal (Mn2+, Fe2+, Co2+, Ni2+, Zn2+) with the tetrahedrally-directing, monoanionic ligand 

hydrotris(3-phenyl-5-methylpyrazolyl) borate (Ph,MeTp−) . This generates a positively charged 

transition metal moiety as a Lewis acid and provides an open coordination site in the axial position 

for the Sn donor. Reacting this fragment with the Lewis basic organometallic anion, triphenyl 

stannide (Ph3Sn−), yields the desired four-coordinate complexes featuring unsupported metal-

metal bonds between first row transition metals and Sn.  
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We accessed complexes 3 – 7 via two routes, either by salt metathesis of Ph,MeTpMCl (M = 

Mn2+(1), Fe2+, Co2+, Zn2+(2))28,29 with KSnPh3 in diethyl ether at room temperature or by 

elimination of tetramethylsilane from the reaction of [Ph,MeTpNiCH2SiMe3]30 with HSnPh3 in n-

hexane at room temperature (Scheme 1); compound 5 was reported previously. The potassium salt 

was necessary for the metathesis reactions as Li+ or Na+ forms of Ph3Sn− yielded Sn0 as a major 

side product. We attribute this to the ability for Li+ and Na+ to displace the transition metal in the 

Ph,MeTp− ligand, which we often observed by NMR in these reactions. To synthesize 6, we relied 

on the weak Sn-H bond to react with 

the alkyl ligand on the parent nickel 

complex. The alkane elimination 

procedure was necessary to access 6 as 

the metathesis yielded the product, as 

observed by NMR, however it 

decomposed under the reaction 

conditions quickly. Thus, the less harsh environments of the elimination reaction allowed isolation 

of 6. We attempted to synthesize the Cu congener, but metathesis and elimination reactions (with 

[Ph,MeTpCuOtBu]) yielded reduction to Cu+ as evidenced by diamagnetic NMR signals and the 

colorless solution.  Purification of the compounds followed by recrystallization from a benzene/n-

hexane layering yielded hexagonal platelets suitable for X-ray diffraction experiments. Further 

synthetic details are available in the supporting information. 

Single crystal X-ray diffraction revealed the structures of complexes 3 – 7, as depicted in 

Figure 5.1, displaying unsupported metal-metal bonding. The transition metal-Sn complexes 

 

Scheme 5.1 Synthetic pathways to 3 – 7. M = Mn, Fe, Co, Ni, Zn. 
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crystallize isostructurally in R−3, as corroborated by PXRD (Fig. S5.1), with the metal-metal bond 

coinciding with the 3-fold rotation axis. The M-Sn bond distances in complexes 3, 4, 5, and 7 

(2.757(1), 2.698(1), 2.654(1), 2.603(1) Å respectively) are all shorter than the sum of their covalent 

radii suggesting covalent bonding.31 However, the Ni-Sn bond in compound 6 (2.668(1) Å) 

deviates by being slightly longer than the sum of the covalent radii (2.63 Å) hinting at a weakened 

bond relative to the rest of the series. Analysis of the metal-metal bonds using Cotton’s formal 

shortness ratios (FSR’s) better illustrates this where values  for the complexes are 0.92 (3), 0.93 

(4), 0.92 (5), 1.01 (6), and 1.00 (7); we used covalent radii from Alvarez and coworkers to calculate 

these values.32  Though, the vibrational Raman spectra (presented in Figure S5.2) reveal the metal-

metal stretching frequencies of 3 – 6 to be similar (170 – 173 cm−1) despite the slightly elongated 

Ni-Sn bond. Interestingly, the stretching mode in 7 is 180 cm−1 suggesting Sn bonds more strongly 

to Zn, which could reflect differences between the way the Zn bonds to the Sn relative to the 

transition metals in 3 – 7. 

 To examine the metal-metal covalency throughout complexes 3 – 7, we employed X-ray 

absorption spectroscopy at the Sn K-edge. Specifically, characteristics of the X-ray absorption 

near edge structure (XANES) region are sensitive to aspects of electronic structure such as electron 

 

Figure 5.1 Molecular structures of the [Ph,MeTpMSnPh3] series determined by X-ray crystallography where M = 
Mn2+ (3), Fe2+ (4), Co2+ (5), Ni2+ (6), and Zn2+ (7). The blue, grey, yellow, turquoise, pink, orange, cobalt blue, 
green, and purple spheres represent nitrogen, carbon, boron, tin, manganese, iron, cobalt, nickel, and zinc atoms 
respectively. The hydrogens are omitted for clarity. 
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distribution, geometry, and coordination 

number.33 The spectra of 3 – 7, shown in 

Figure 5.2 along with SnO and SnO2 

references, are similar in the XANES 

region. The onset energy, defined by the 

energy at the inflection point, for each 

compound is 29201.7 eV and the intensities 

overlay well. This indicates that the Sn 

electronic structure does not change 

significantly between 3 – 7 within the 

resolution limit of the Sn K-edge.34– 37 Importantly, the onset of the SnO and SnO2 references are 

29200.1 and 29203.4 eV, respectively, eluding to a Sn valency between +2 and +4. We note that 

the Sn coordination number between SnO and SnO2 increases from 4 to 6, however, comparison 

to the 4-coordinate Sn in SnO yields the same conclusion. This observation matches the valence 

trends in 119Sn Mossbauer spectra of transition metal-Sn2+ complexes where the isomer shift values 

are closer to those of Sn4+ than Sn2+. This observation was attributed to the presence of a covalent 

metal-metal bond.38 As an additional control, we measured the X-ray absorption spectra of Ph6Sn2, 

Ph4Sn, Ph3SnCl, and Ph3SnF, where high-valent Sn exists in similar C3v symmetric environments. 

Shown in Figure S5.3, the onset energy for the organometallic controls, ~29201.1 eV, are similar 

to that of complexes 3 – 7 further corroborating the apparent valence state of Sn. With respect to 

previous 119Sn Mossbauer parameters, this would suggest covalent bonding between the Sn and 

transition metals due to the lack of electron density at the tin. 

 

Figure 5.2 The XANES spectra at the Sn K-edge for 
polycrystalline samples of 3 – 7 (29200.4 eV for Sn metal 
reference), including SnO and SnO2 standards, measured 
at 25 K.  
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With the presence of covalent bonding confirmed, we then probed complexes 3 – 6 using 

SQUID magnetometry to confirm their high-spin ground states and determine their magnetic 

properties as a function of the d-electron count. Variable-temperature dc magnetic susceptibility 

data (shown Figure 5.3) on polycrystalline samples of 3, 4, 5, and 6 display room-temperature χMT 

values of 4.32, 3.58, 2.11, and 1.36 cm3 K mol−1 in accordance with S = 5⁄2, S = 2, S = 3⁄2, and S = 

1 ground states, respectively. Complexes 3 – 6 represent, to the best of our knowledge, the first 

high-spin paramagnetic complexes featuring M-Sn (where M = Mn, Fe, Co and Ni) bonds to date. 

Simultaneously, the spin states unambiguously confirm the divalent oxidation states of the 

transition metal and Sn. The room-temperature χMT value of complexes 3 and 6 persist down to 

~15 K where it drops to 3.37 and 0.97 cm3 K mol−1 at 1.8 K, respectively. On the other hand, 

complexes 4 and 5 begin to drop slowly starting at about 100 K down to 1.09 cm3 K mol−1 for both 

complexes at 1.8 K. We attribute this difference in temperature dependence of the susceptibility 

data to higher zero-field splitting, |D|, values for complexes 4 and 5 relative to 3 and 6.  

 As another probe of covalency, and to 

determine D in 3, we used X-band EPR 

spectroscopy (Figure 5.4) as Mn2+ is easily 

addressable owing to its symmetric 

electronic structure. A solid state dilution of 

3 in 7 (1:20 Mn:Zn) allowed the resolution 

of Sn hyperfine at room temperature which 

is most prevalent from the intra-Kramers 

(MS = ±½) transition shown in the inset of 

 

Figure 5.3 Temperature dependent magnetic susceptibility 
of polycrystalline powders of 3 – 6 collected under an 
applied field of 0.1 T. 
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Figure 5.4. We modelled the spectrum 

using EASYSPIN39 with the following spin 

Hamiltonian, Ĥ = gisoμBSH + AIS + D[Ŝz
2 − 

S(S+1)/3] where giso is the isotropic g-value, 

μB is the Bohr magneton, S is the spin 

quantum number, H is the applied magnetic 

field, A is the hyperfine coupling tensor, I is 

the nuclear spin, and D is the axial zero-

field splitting. The best simulation yields a 

natSn hyperfine coupling (I = 1⁄2) of 141(3) 

MHz that is comparable in magnitude to the 

55Mn hyperfine coupling (I = 5⁄2) suggesting 

considerable covalency of the metal-metal bond through the Mn dz2 orbital. However, the natSn 

hyperfine in 3 is not as large as Sn-centered radicals, such as Ph3Sn· (5230 MHz) suggesting much 

less localization near the Sn nucleus.40 Furthermore, the 55Mn hyperfine coupling parameter is low 

relative to other Mn2+ species analogous to the trend observed in Mn2+-doped binary 

chalcogenides.41 The hyperfine values here suggest a bond where the spin density is pulled away 

from both nuclei further corroborating covalent Mn-Sn bonding in 3. This suggests that the Sn 

could have a large contribution to the magnetic anisotropy of the complexes. 

 Despite the measurable spin-density located at the heavy Sn donor, the zero-field splitting 

of 3 at room temperature, 0.0939(4) cm−1, is surprisingly smaller than that of other Mn2+ 

complexes, and significantly less than that of iodide-based complexes.42 For better comparison in 

 

Figure 5.4 Overlay of the experimental (pink) cw-EPR 
spectrum of 3 diluted in a polycrystalline sample of 7 
(Mn:Zn 1:20) and the simulation (light blue) at room 
temperature collected at X-band (ν = 9.6328 GHz). Inset: 
A zoomed image of the intra-Kramers (MS = ±1⁄2) 
transition. The light blue spectrum was simulated using the 
following parameters: giso = 1.9933(2), S = 5⁄2, Aiso(55Mn, I 
= 5⁄2) = 164(2) MHz, Aiso(natSn, I = 1⁄2) = 141(3) MHz, D = 
0.0939(4) cm−1. 
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a similar ligand environment, the D value of the chloride congener [Ph,MeTpMnCl](1) is more than 

double that of 3. This observation is highly unusual as the D value of most Mn2+-heavy ligand 

complexes are governed by the ligand SOC in both extended solid structures and discrete 

molecules. Interestingly, there is a temperature dependence to D where it exhibits an increase of 

8% to 0.1015(6) cm−1 upon cooling to 12 K, which is uncommon in transition metal complexes. 

We attribute this temperature dependence to the thermal expansion/contraction of the lattice which 

would distort the local geometry about the Mn2+ center, a phenomenon similarly observed in Mn2+ 

doped Cs2NaLaCl6.43 

We more precisely quantified D in complexes 4 and 6 via acquisition of variable-temperature, 

variable-field magnetization data (shown in Figure 5.5 and Figure S5.6); the magnetic properties 

of 5 were reported previously. Using the program DAVE 2.0,44 we simulated the data with the 

spin Hamiltonian Ĥ = gisoμBSH + D[Ŝz
2 − S(S+1)/3] + E(ŜX2 − Ŝy2) where all parameters hold their 

previous definitions and E is the transverse zero-field splitting parameter; the simulated 

Hamiltonian parameters are shown in Table S5.9. The D values extracted for 4 and 6 from the 

simulations are 12.9(3) cm−1 (E/D = 0.26) and −3.0(2) cm−1 (E/D = 0), agreeing with the trend in 

the variable-temperature susceptibility data. However, the magnitude and sign of D in 4 and 6 are 

unexpected based on reported complexes with similar electronic structures. The best fit to the 

magnetization data for 4 is surprising as other S = 2 C3v symmetric Fe2+ centers generally exhibit 

large, negative D values with little rhombicity owing to the orbital doublet ground state, 5E.45464748 

The positive D in 4 more closely resembles that of D2d symmetric ferrous centers such as those 

observed in certain rubredoxin proteins.49– 54  
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Complex 6 also exhibits an unusually small |D| relative to other known C3v symmetric d8 

complexes with heavy donors such as iodide-based complexes.55– 57 Considering only SOC, 

replacement of the I− with a Sn donor, a 5p element with comparable spin-orbit coupling, should 

yield a larger |D| owing to the larger covalency afforded by Sn’s relative electropositivity. The D 

values reported here indicate that the axial Sn donor is unexpectedly affecting the magnetic 

properties. As D arises from the coupling of the ground electronic state to low-lying excited states, 

the foregoing results prompted us to 

interrogate the electronic structure to 

understand the covalent donor’s ligand 

field influence. 

 To determine the energetic ordering 

of the frontier orbitals, we measured the 

electronic absorption spectra of 3 – 6 

displayed in Figures S5.7 and S5.8. Direct 

comparison of the spectra between the 

solution and the solid-state show very 

similar band positions, which suggests the 

solid-state structures for 3 – 6 are close to 

the most energetically-stable 

conformation. We note that the shoulder 

around 16,600 cm−1 in 6 shifts slightly 

between the solid-state and solution due to 

 

 

Figure 5.5 Variable-temperature, variable-field 
magnetization for 4 (top) and 6 (bottom) with black lines 
representing the best fit. The parameters for the fits are 
given in Table S5.9 in the electronic supplementary 
information. 
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the slightly weakened Ni-Sn bond. Each spectrum exhibits d-d transitions at lower energies and 

charge transfers in the UV-Visible region. The intensity of the charge transfer bands are similar in 

magnitude (~103 L mol−1cm−1) to that of the higher energy d-d transitions in 4, 5, and 6 suggesting 

that these may be metal to metal charge transfers (MMCT).58,59 The lack of charge transfer bands 

in the parent chloride compounds exclude the possibility of a transition involving the supporting 

Ph,MeTp− ligand. We assign these as Ph3Sn→TM MMCTs reflecting the stability of Sn’s higher 

oxidation states, and this is corroborated by the lack of a charge transfer in compound 7 which has 

a filled d-orbital manifold. Based on previously reported pseudotetrahedral C3v symmetric 

complexes, the energies and intensities of the d-d transitions in 5 and 6 suggest 4A2 and 3A2 ground 

states, respectively, with the following frontier orbital energy ordering: E(dxz, dyz) > A1(dz2) > 

E(dxy, dx2−y2).60 However, it is difficult to resolve whether the NIR d-d band of 4 (~4700 cm−1) is 

two overlapping peaks or one. The magnitude of this 5T2 band splitting upon descent in symmetry 

from Td to C3v informs the relative energy of the dz2 orbital to the lower E orbital set in 4. The 

relative position of the dz2 orbital will largely influence the magnetic anisotropy because of its 

significant contribution to the lowest-lying excited states. It is therefore essential that we determine 

the relative orbital ordering in 4, and its consistency with the remainder of the series, to 

comprehensively assess Sn’s covalent influence on magnetic anisotropy. 
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We turned to Mössbauer spectroscopy to 

confirm the electronic structure of 4 and its 

consistency with the remainder of the series. 

Specifically, the quadrupole splitting 

parameter (ΔEQ) in 57Fe Mössbauer 

spectroscopy provides additional insight 

into the electronic configuration as it is 

sensitive to the distribution of valence 

electrons about the metal center. Since the 

positive D of 4 is more comparable to that of 

D2d symmetric high-spin ferrous complexes, instead of C3v, this could suggest that the dz2 orbital 

is lower in energy than the dxy and dx2−y2 orbitals. Simulation of the 57Fe Mössbauer spectrum of 4 

at 80 K (Figure 5.6) yields an isomer shift (δ) of 0.742(1) mm s−1 and a ΔEQ value of 1.061(3) mm 

s−1
, comparable to pseudotetrahedral tris-carbene and -phosphine ferrous complexes.61,62 We note 

that the isomer shift is higher in 4 than previously reported complexes suggesting more electron 

density at the 57Fe nucleus. Importantly, the ΔEQ value is much smaller than that of D2d symmetric 

complexes, implying that the dz2 orbital is indeed more destabilized than the lower E orbital set 

providing a 5E ground state.63– 66 

 To more precisely examine the bonding throughout the series, we relied on synchrotron 

Mössbauer spectroscopy (SMS) of the 119Sn nucleus. Also known as nuclear resonant forward 

scattering, SMS is a time-domain technique that probes the nuclear spin transition of nuclei using 

pulsed synchrotron radiation. This technique allows for the rapid collection of information 

 

Figure 5.6 57Fe Mossbauer spectra for a powder sample of 
4 collected at 80 K. Open circles represent the 
experimental data, and the black line represents the fit to 
the spectrum. 
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similarly obtained in conventional transmission-mode Mössbauer spectroscopy. The SMS data at 

60 K are shown in Figure 5.7 (10, 20, and 80 K data are in Figures S5.9 – S5.12) with fits to the 

data yielding ΔEQ values of 1.198(2), 1.198(4), 1.134(2), and 0.896(2) mm s−1 for complexes 4, 5, 

6, and 7, respectively. Data for 3 could not be obtained due to experimental complications that will 

be discussed in the electronic supplementary information. Since the complexes are isostructural, 

we can exclude lattice contributions to the differences in ΔEQ values in 4 – 7 rendering only 

changes in the bonding between complexes responsible. The ΔEQ value for 7 deviates the most 

from the remainder of the series, which is apparent from the larger frequency of the quantum beats, 

suggesting that the orbitals comprising the 

Zn-Sn bond differs. We hypothesize that 

the empty p-orbitals of Zn contribute to the 

metal-metal bond, since the d-orbital 

manifold is completely filled, and this is 

reflected in the subtle differences in the 

bond’s Raman stretching frequency where 

it is 180 cm−1 in 7 versus 170-173 cm−1 in 

3 – 6. We also note that the ΔEQ value in 6 

slightly differs from 4 and 5. Importantly, 

the similar ΔEQ values throughout the 

paramagnetic species imply that the 

bonding interactions do not vary 

significantly. Therefore, the molecular 

 

Figure 5.7 119Sn synchrotron Mössbauer spectra of 4 – 7 
collected at 60 K. Open circles represent the experimental 
data, and the black lines represent fits to the spectra. 
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orbital picture, and d-orbital splitting, must be consistent throughout the transition metal series 

allowing better comparison of the electronic structures.  

The aggregate experimental data here allow us to form a cohesive molecular orbital picture to 

explain how metal-metal bond covalency influences magnetic anisotropy. We will frame our 

discussion by defining covalency as the relative atomic contribution of each metal towards the 

bonding molecular orbital. The hyperfine parameters from EPR spectroscopy of 3 indicate that 

both nuclei contribute in a non-negligible manner towards the metal-metal bonding orbital. 

However, the onset energy in the XAS data of 3 – 7 elude to a Sn valency greater than 2+. We 

interpret this as significant donation of Sn electron density towards the metal-metal molecular 

orbital. This is not a complete charge transfer though, as SQUID magnetometry provides a 

definitive valency of the transition metal by the number of unpaired electrons. The lack of electron 

density at the Sn suggests that the metal-metal bond may be polarized towards the transition metal. 

This is corroborated by both the low Sn hyperfine in EPR and the larger isomer shift of 4 in the 

57Fe Mössbauer spectrum when compared to similar ferrous complexes. Importantly, the isomer 

shift in 4 is not as high as tetrahedral S = 2 ferrous halide complexes such as [FeCl4]2− (δ = 1.01 

mm s−1 at 80 K) which would suggest a more ionic Fe-Sn interaction.67 From a molecular orbital 

perspective, a bond which is polarized towards the transition metal indicates that the energy 

bonding orbital is closer in energy to the transition metal d-orbitals than the Sn donor orbitals. 

Thus, I hypothesize the Sn donor orbitals are higher in energy than the metal d orbitals. Ionization 

potentials from optical spectra support this as the Sn ionization potential (7.344 eV) is closer to 

vacuum than the later first-row transitions metals where Mn is 7.432 eV.68 
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 In comparing the covalency of the metal-metal bond throughout the series, there are two 

changes that occur upon increasing d electron count. Intuitively, adding more electrons into the d 

manifold as we move from compound 3 to 7 weakens the bonding interaction slightly through 

population of the antibonding orbitals. This is evident from the FSR values calculated based on 

crystallographic parameters. Additionally, the increasing electronegativity of the transition metals 

lowers the atomic d-orbitals. Moving to the right in the d-block then increases the ionization energy 

of the transition metal d-orbitals, and this is corroborated by the trend in charge transfer energies 

where the energy decreases between complexes 3, 4, and 5. The foregoing electronic structure 

analysis leads us to conclude that a covalent interaction is present between the transition metals 

and Sn in the series, but that it is slightly polarized towards the transition metal. Importantly, the 

polarization increases as we increase the d electron count due to the increasing energy mismatch 

between Sn donor and metal d orbitals. 

 An increasing polarization as we increase d electron count implies that SOC transfer will 

concurrently decrease. As the molecular orbital gains more transition metal character, the Sn 

atomic contribution (i.e. SOC) will decrease. In relation to the D values, the coupling of states 

involving Sn will have less contribution as the transition metal electronegativity increases. We will 

illustrate how this influences magnetic anisotropy with the d-orbital diagrams in Figure 5.8. As D 

arises from coupling of the ground state to excited states through SOC, we can break down D into 

various contributions arising from the coupling to each excited state. The measured D value in 

each complex is then a combination of each contribution to D, which is weighted by the SOC of 

the orbitals involved and inversely proportional to the energy separation between the coupled 

states. In each complex, there are two major spin-orbital contributions towards D; coupling 
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between orbitals with E symmetry (dxy, dx2−y2) (dxz, dyz) will provide a negative contribution 

towards D while coupling between E and A1 (e.g. dz2) type orbitals contribute positively.69 As the 

Sn donor interacts most strongly with the dz2 orbital, the large SOC from Sn should induce strong 

positive contributions to the series of complexes. The effect of increasing polarity thus decreases 

the strength of this positive influence between 4 – 6. This interpretation explains the unexpected 

D values reported here where the strong positive contribution provides an unexpected positive D 

value for 4 and the weakened contribution from Sn yields relatively negative value in complex 6. 

5.3 Conclusions 

Harnessing control over SOC in transition metal complexes promises to enable manipulation 

of excited state and spin dynamics, catalytic pathways, and magnetism. Our two-atom approach 

provides a method to study how metal-ligand covalency mediates SOC, two components that are 

delicately intertwined in the orbital description of transition metal complexes. In order to study the 

influence of covalency on SOC transferred between two atoms, we synthesized the first high-spin 

complexes featuring covalent bonding between transition metals and a tin donor. We then probed 

changes in covalency through a series of spectroscopic techniques to determine how metal-metal 

covalency changes as a function of d electron count. To describe changes in covalency, we 

 

Figure 5.8 Qualitative d-orbital splitting diagrams for 4 – 6 highlighting the major contributions to D. 
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established a molecular orbital model for the paramagnetic transition metal-tin interaction, and we 

determined that more electronegative transition metals induce a slight polarization in the metal-

metal bond away from the tin donor. Zero-field splitting throughout our series, our probe for SOC, 

decreased as the electronegativity of the transition metal increased suggesting the increased 

polarization diminishes SOC transfer. The foregoing results provide a comprehensive picture for 

a heavy main-group metal- transition metal interaction, which is central to the design of functional 

magnets, catalysts, and spintronic materials. Future work will focus on two ideas to test. One aim 

will focus on main group metal interactions with less electronegative paramagnetic transition 

metals to test how polarization towards the main group element affect SOC transfer. Another effort 

will aim to use more electronegative transition metals in order to allow the metal-metal charge 

transfer, with significant tin character, to contribute more greatly to magnetic anisotropy.  
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5.4 Supplementary Information  

Experimental Details. 

General Considerations. All compounds were manipulated and handled under a dinitrogen 

atmosphere in an MBraun Unilab Pro glovebox. All glassware was either oven-dried at 150 °C for 

at least four hours or flame-dried prior to use. Dichloromethane (DCM), methanol (MeOH), 

Diethylether (Et2O), benzene, toluene, and n-hexane were dried using a commercial solvent 

purification system from Pure Process Technology and stored over 3 or 4 Å sieves for a minimum 

of one day prior to use. CDCl3 and C6D6 were purchased from Cambridge Isotope Labs, 

deoxygenated by three successive freeze-pump-thaw cycles, filtered through a pad of activated 

alumina, and stored over 3 or 4 Å sieves prior to use. KTpPh,Me, Ph,MeTpFeCl, Ph,MeTpCoCl, and 

[Ph,MeTpNiCH2SiMe3]·1⁄2 hexane were prepared according to literature procedures.70717273 HSnPh3 

was purchased from MilliporeSigma and vacuum distilled prior to use. All other chemicals were 

used as received. Silylated Celite was prepared by stirring 25 g activated, dried Celite 545 in 100 

mL toluene with 14 mL trimethylsilylchloride and 14 mL of triethylamine under N2 overnight at 

40 °C, followed by filtration, washing with 80 mL MeOH and 200 mL toluene, and drying for 24 

hours at 100 °C. 

[Ph,MeTpMnCl](1). A solution of KTp (1.0463 g, 2.00 mmol) in 15 mL DCM was added to a 

stirring solution of MnCl2 (0.2573 g, 2.04 mmol) in 3 mL MeOH at room temperature. The white, 

cloudy solution then this was allowed to stir overnight at room temperature. The reaction mixture 

was subsequently pumped down to dryness. The product was extracted into 20 mL DCM, filtered 

through a Celite pad on a fritted filter, and then concentrated to about 4 mL. Crystalline product 

suitable for X-ray diffraction was obtained by adding 15 mL of n-hexane and allowing to sit at 
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room temperature overnight. The white needles were then isolated by decanting the mother liquor, 

washing with 3 x 5 mL n-hexane, and drying in vacuo. Yield: 0.4563 g (39.7%). IR (ATR, cm–1): 

3131 (w), 3057 (w), 2968 (w), 2927 (w), 2909 (w), 2570 (w), 1577 (w), 1570 (w), 1558 (w), 1541 

(m), 1521 (w), 1507 (m), 1497 (w), 1486 (m), 1478 (m), 1464 (w), 1456 (w), 1450 (m), 1431 (m), 

1410 (m), 1400 (w), 1387 (w), 1379 (w), 1357 (m), 1341 (m) , 1323 (m), 1304 (m), 1282 (w), 1188 

(m), 1172 (m), 1156 (m), 1106 (m), 1096 (m), 1067 (s), 1041 (m), 1030 (w), 999 (w), 993 (w), 

977 (m), 913 (m), 842 (w), 827 (w), 799 (m), 778 (s), 761 (vs), 690 (vs), 679 (vs), 668 (s), 658 

(m), 640 (s),  619 (m), 603 (m). Anal. Calcd. for MnClN6C30BH28: 62.80 %C; 4.92 %H; 14.65 

%N. Found: 62.70 %C; 4.83 %H; 14.53 %N. 

[Ph,MeTpZnCl](2). A solution of KTp (1.3216 g, 2.53 mmol) in 15 mL DCM was added to a stirring 

solution of ZnCl2 (0.3483 g, 2.56 mmol) in 3 mL MeOH at room temperature. The white, cloudy 

solution then this was allowed to stir overnight at room temperature. The reaction mixture was 

subsequently pumped down to dryness. The product was extracted into 20 mL DCM, filtered 

through a Celite pad on a fritted filter, and then concentrated to about 4 mL. Crystalline product 

suitable for X-ray diffraction was obtained by adding 15 mL of n-hexane and allowing to sit at 

room temperature overnight. The white needles were then isolated by decanting the mother liquor, 

washing with 3 x 5 mL n-hexane, and drying in vacuo. Yield: 0.6667g (45.1%) IR (ATR, cm–1): 

3139 (w), 3122 (w), 3089 (w), 3061 (w), 3046 (w), 3027 (w), 2988 (w), 2961 (w), 2930 (w), 2916 

(w), 2546 (m), 1574 (w), 1568 (w), 1545 (m), 1508 (w), 1474 (m), 1438 (m), 1414 (m), 1385 (m), 

1370 (m), 1342 (m), 1310 (w), 1282 (w), 1216 (w), 1186 (m), 1171 (s), 1129 (w), 1094 (m), 1064 

(s), 1028 (w), 998 (w), 984 (m), 917 (w), 909 (w), 858 (w), 836 (w), 810 (m), 804 (m), 781 (m), 

772 (m), 759 (vs), 721 (w), 704 (m), 691 (vs), 668 (m), 655 (m), 636 (s), 623 (w), 616 (w), 612 
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(w), 604 (w). 1H NMR (500 MHz, CDCl3, 298 K): δ 7.72 (d, 6H), 7.41 (t, 6H), 7.36 (t, 3H), 6.26 

(s, 3H), 5.00 (br d, 1H), 2.57 (s, 9H) ppm. Anal. Calcd. for ZnClN6C30BH28: 61.68 %C; 4.83 %H; 

14.38 %N. Found: 61.46 %C; 4.91 %H; 14.17 %N. 

[Ph,MeTpMnSnPh3]·benzene(3).  Yellow KSnPh3 was generated by stirring HSnPh3 (482.0 mg, 

1.373 mmol) and KH (55.1 mg, 1.374 mmol) in 5 mL of Et2O for 4 hours at room temperature. To 

this, a suspension of 1 (504.0 mg, 0.8784 mmol) in 15 mL Et2O was added at room temperature, 

a white precipitate formed and the reaction was allowed to stir overnight at room temperature. The 

precipitate was filtered out and washed with 4 x 5 mL Et2O and dried. Then, it was taken up in 80 

mL benzene, filtered through silylated Celite on a fritted funnel, then layered under 100 mL n-

hexane. Colorless hexagonal platelets of 3 were obtained (Yield: 410.5 mg, 48.4%). The IR (ATR, 

cm–1): 3048 (w), 3023 (w), 3001 (w), 2975 (w), 2964 (w), 2928 (w), 2527 (w), 1542 (m), 1506 

(w), 1474 (m), 1450 (m), 1432 (s), 1423 (s), 1376 (w), 1358 (m), 1341 (m), 1303 (w), 1283 (w), 

1254 (w), 1215 (w), 1178 (s), 1092 (m), 1060 (s), 1030 (m), 995 (w), 975 (m), 912 (w), 841 (w), 

802 (w), 777 (m), 763 (s), 730 (s), 695 (s), 677 (vs), 656 (s), 638 (s), 531 (m), 522 (m), 489 (m), 

451 (s), 442 (s), 409 (w). UV-Vis-NIR (C6D6) λmax, nm (ε): 360 (2595). Anal. Calcd. for 

SnMnN6C48BH43·1⁄2(C6H6): 66.04 %C; 5.00 %H; 9.06 %N. Found: 66.34 %C; 5.01 %H; 8.83 %N. 

[Ph,MeTpFeSnPh3]·benzene(4). 4 was synthesized in a similar fashion to 3, except that 

[Ph,MeTpFeCl] (510.3 mg, 0.8879 mmol) was reacted with KSnPh3 (1.373 mmol). Orange, 

hexagonal platelets of 4 were obtained with a benzene/n-hexane layering (Yield: 295.9 mg, 34.4 

%). IR (ATR, cm–1): 3048 (w), 3024 (w), 2995 (w), 2975 (w), 2965 (w), 2919 (w), 2527 (w), 1541 

(m), 1506 (w), 1474 (m), 1451 (m), 1433 (s), 1423 (s), 1376 (w), 1359 (m), 1342 (m), 1300 (w), 

1285 (w), 1254 (w), 1214 (w), 1180 (s), 1093 (m), 1058 (s), 1030 (m), 995 (w), 976 (m), 912 (w), 
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841 (w), 802 (w), 776 (m), 763 (s), 730 (s), 696 (s), 677 (vs), 656 (s), 637 (s), 532 (m), 524 (m), 

488 (m), 451 (s), 442 (s), 417 (w). UV-Vis-NIR (C6D6) λmax, nm (ε): 356 (1331), 462 (1510), 513 

(sh, 727). 1H NMR (500 MHz, C6D6, 298 K): δ 59.90 (3H), 32.59 (6H), 29.33 (9H), 10.20 (6H), 

8.86 (3H), 7.67 (6H), 6.29 (3H), 5.85 (6H), -15.79 (1H) ppm. Anal. Calcd. for 

SnFeN6C48BH43·(C6H6): 67.05 %C; 5.11 %H; 8.69 %N. Found: 66.76 %C; 5.07 %H; 8.41 %N. 

[Ph,MeTpNiSnPh3]·benzene(6). A solution of HSnPh3 (107.0 mg, 0.3048 mmol) in 2 mL of n-

hexane was added to a stirring solution of [Ph,MeTpNiCH2SiMe3]·1⁄2 hexane (151.6 mg, 0.2261 

mmol) in 15 mL of n-hexane at room temperature. After allowing the reaction mixture to stir for 

5 hours at room temperature, the turquoise precipitate was filtered out and washed with 3 x 5 mL 

hexanes then dried in vacuo. Turquoise, hexagonal platelets of 6 were obtained by dissolving the 

product in 8 mL benzene, filtering through silylated Celite, and layering under 30 mL of n-hexane. 

(Yield: 107.9 mg, 49.2% ) IR (ATR, cm–1): 3048 (w), 3024 (w), 2995 (w), 2975 (w), 2965 (w), 

2931 (w), 2521(w), 1543 (m), 1506 (w), 1475(m), 1451 (m), 1435 (s), 1423 (s), 1377 (w), 1361 

(m), 1344 (m), 1300 (w), 1285 (w), 1253 (w), 1218 (w), 1186 (s), 1094 (m), 1057 (s), 1031 (m), 

996 (w), 979 (m), 912(w), 838 (w), 803 (w), 779 (m), 763 (s), 730 (s), 697 (s), 676 (vs), 656 (s), 

637 (s), 535 (m), 528 (m), 488 (m), 452 (s), 443 (s), 404 (w). UV-Vis-NIR (C6D6) λmax, nm (ε): 

367 (1975), 576 (1511), 709 (1191), 975 (348). 1H NMR (500 MHz, C6D6, 298 K): δ 73.93, 14.39, 

9.99, 9.55, 8.90, 8.01, 7.47, 7.08, −9.24 ppm. Anal. Calcd. for SnNiN6C48BH43·(C6H6): 66.85 %C; 

5.09 %H; 8.66 %N. Found: 66.54 %C; 5.09 %H; 8.82 %N. 

[Ph,MeTpZnSnPh3]·benzene (7). 7 was synthesized in a similar fashion to 3, except that 2 (559.0 

mg, 0.9578 mmol) was reacted with KSnPh3 (1.437 mmol). Colorless, hexagonal platelets of 7 

were obtained with a benzene/n-hexane layering (Yield: 451.0 mg, 48.3 %). IR (ATR, cm–1): 3050 
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(w), 3026 (w), 2996 (w), 2977 (w), 2966 (w), 2931 (w), 2513 (w), 1544 (m), 1507 (w), 1476 (m), 

1451 (m), 1435 (s), 1424 (s), 1376 (w), 1362 (m), 1343 (m), 1301 (w), 1286 (w) 1255 (w), 1219 

(w), 1186 (s), 1093 (m), 1059 (s), 1031 (m), 996 (w), 976 (m), 913 (w), 834 (w), 803 (w), 780 (m), 

764 (s), 731 (s), 697 (s), 676 (vs), 656 (s), 637 (s), 532 (m), 527 (m), 489 (m), 451 (s), 443 (s), 410 

(w). 1H NMR (600 MHz, C6D6, 298 K): δ 7.50 (d, 6H), 7.14 (t, 3H), 7.09 (t, 6H), 7.04 (d, 6H), 

6.75 (t, 3H), 6.50 (t, 6H), 5.93 (s, 3H),  5.00 (br s, 1H), 2.24 (s, 9H) ppm. 119Sn NMR (223.8 MHz, 

C6D6, 298 K) −118.45 ppm Anal. Calcd. for SnZnN6C48BH43·1⁄2(C6H6): 65.31 %C; 4.94 %H; 8.96 

%N. Found: 65.39 %C; 4.82 %H; 9.15 %N. 

Magnetic Measurements. Magnetic data were collected using a Quantum Design MPMS-XL 

SQUID magnetometer. Measurements for all compounds were obtained on finely ground 

microcrystalline powders. The compounds were restrained in a frozen eicosane matrix and flame 

sealed in a quartz tube under vacuum. Dc susceptibility measurements were collected in the 

temperature range 1.8−300 K under dc fields of 0.1, 0.5 and 1 T. Dc magnetization measurements 

were performed under applied magnetic fields of 1, 2, 3, 4, 5, 6 and 7 T in the temperature range 

of 1.8−10 K. Dc magnetic susceptibility data were corrected for diamagnetic contributions from 

the sample holder and eicosane as well as for the core diamagnetism of each sample, estimated 

using Pascal’s constants.74 Prior to full characterization, variable dc field magnetization data was 

collected from 0 to 4 T at 100 K to ensure the absence of curvature associated with ferromagnetic 

impurities.  

X-ray Diffraction. Single crystal diffraction data collections were performed on single crystals 

coated with Paratone-N oil and mounted on a MicroMountsTM rod. The crystals were frozen while 

coated in Paratone-N oil under a stream of N2 during the measurement. Structures for 1 - 7 were 
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collected with a Mo Kα (λ = 0.71073 Å) sealed tube diffraction source with a graphite 

monochromator, and a Bruker APEX2 CCD detector. Raw data were integrated and corrected for 

Lorentz and polarization effects using Bruker Apex3 v. 2013.75 Absorption corrections were 

applied using SADABS.76 Space group assignments were determined by examination of 

systematic absences, E-statistics, and successive refinement of the structures. The crystal structure 

was solved by direct methods with the aid of successive difference Fourier maps in SHELXS77 

operated with the OLEX2 interface.78 The crystals showed no significant decay during data 

collection. Thermal parameters were refined anisotropically for all non-hydrogen atoms. Hydrogen 

atoms were placed in ideal positions and refined using a riding model for all structures. Compounds 

3 – 7 crystallized with a benzene molecule that was disordered over a special position, so a solvent 

mask was used. 

Zero-field 57Fe Mössbauer Spectroscopic Measurements. Measurement of 4 was performed 

under zero applied magnetic field and at 80 K on ca. 70 mg of ground, microcrystalline product. 

The sample was loaded into a circular plastic cap of 1 cm2 area under an inert atmosphere covered 

in Paratone-N oil and transferred quickly to the cryostat to avoid sample decomposition. The 

spectrum was collected with a constant acceleration spectrometer and a 57Co/Rh source. Prior to 

measurements, the spectrometer was calibrated at 295 K with α-Fe foil. Spectra were analyzed 

using the WMOSS Mössbauer Spectral Analysis Software (www.wmoss.org). 

Raman Spectroscopy Measurements. Crystals of 3 − 7 were sealed in 0.7 mm capillaries with 

Illumabond UV Curable Epoxy in the glovebox. Raman spectra were collected using a Horiba 

LabRam HR Evolution confocal microscope. Individual crystals were excited with 633 nm 

(compounds 3 and 4) and 532 nm (compounds 5 − 7) continuous-wave diode lasers equipped with 

http://www.wmoss.org/
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a long working distance 50× microscope objective (NA = 0.50; Nikon) and 1800 grooves/mm 

grating at 0.95 mW (633 nm) and 2.5 mW (532 nm) power at room temperature. The spectra were 

collected for 10 minutes. 

Powder X-ray Diffaction Measurements. Polycrystalline samples of 3 − 7 where loaded in a 

hollow metallic sample holder and both sides sealed with Kapton tape inside the glovebox. The 

powder X-ray diffraction (PXRD) patterns were measured in transmission geometry (with sample 

spinning) using a STOE STADI P instrument equipped with a CuKα1 sealed tube source and a 1D 

strip detector covering 2θ range of 6°. All patterns were collected at room temperature. 

Electron Paramagnetic Resonance (EPR) Spectroscopy. Polycrystalline samples were loaded 

into a 4 mm OD quartz EPR tube under a dinitrogen atmosphere and restrained with eicosane. 

Continuous-wave EPR spectra were measured at the University of Chicago EPR facility using a 

Bruker Elexsys 500 X-band EPR spectrometer. Samples were cooled using an Oxford Systems 

continuous-flow He cryostat coupled with a 10 K He stinger from Bruker. Spectra were acquired 

with the Bruker Win-EPR software suite. Spectral simulations were carried out using Easyspin.79 

All Other Physical Measurements. Combustion analysis of all complexes was performed by 

Midwest Microlabs (Indianapolis, IN). Infrared spectra were recorded on a Bruker Alpha FTIR 

spectrometer equipped with an attenuated total reflectance accessory. Solution-phase NMR spectra 

were collected with a Bruker Avance III 600 MHz spectrometer. Proton NMR spectra are 

referenced to CDCl3 or d6-benzene at 7.26 and 7.16 ppm, respectively. UV-vis-NIR and diffuse 

reflectance spectra were collected on a Varian Cary 5000 spectrometer at room temperature in 

CDCl3
 (compounds 3, 4, 5, and 7) or C6D6 (compound 6) for the solutions or over KBr for solid 

measurements. 
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Table S5.1│ Crystallographic information for the structural refinement of 1. 
Empirical Formula MnClN6C30BH28 
Formula weight 573.78 g/mol 
Temperature  100.07 K 
Wavelength  0.71073 Å 
Crystal System Trigonal 
Space Group R3c 
Unit Cell Dimensions a = 12.0230(1) Å, α = 90.0˚ 
 b = 12.0230(1) Å, β = 90.0˚ 
 c = 32.558(3) Å, γ = 120.0˚ 
Volume  4075.8(1) Å3 
Z 6 
Density (calculated) 1.403 g/cm3 
Absorption coefficient 0.616 mm–1 
F000 1782.0 
Crystal color Colorless 
Crystal size 0.342 × 0.150 × 0.084 mm3 
2θ range 4.644 to 68.426˚ 
Index ranges –19 ≤ h ≤ 18 
 –19 ≤ k ≤ 18 
 –21 ≤ l ≤ 51 
Reflections collected 41720 
Independent reflections 7916 [Rint = 0.0371] 
Completeness to 2θ = 68.426˚ 81.1 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.4853 and 0.4292 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 2860 / 1 / 119 
Goodness-of-fit on F2a 1.061 
Final R indices [I > 2σ(I)]b R1 = 3.10 %, wR2 = 6.80 % 
R indices (all data) R1 = 4.15 %, wR2 = 7.18 % 
Largest diff. peak and hole 0.31 and –0.36 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2]]1/2 
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Table S5.2│ Crystallographic information for the structural refinement of 2. 
Empirical Formula ZnClN6C30BH28 
Formula weight 584.21 g/mol 
Temperature  100.11 K 
Wavelength  0.71073 Å 
Crystal System Monoclinic 
Space Group P21/n 
Unit Cell Dimensions a = 11.0364(8) Å, α = 90.0˚ 
 b = 15.2242(1) Å, β = 94.548(2)˚ 
 c = 16.1001(1) Å, γ = 90.0˚ 
Volume  2696.6(4) Å3 
Z 4 
Density (calculated) 1.439 g/cm3 
Absorption coefficient 1.04 mm–1 
F000 1208.0 
Crystal color Colorless 
Crystal size 0.348 × 0.122 × 0.040 mm3 
2θ range 3.688 to 60.42˚ 
Index ranges –15 ≤ h ≤ 15 
 –21 ≤ k ≤ 21 
 –22 ≤ l ≤ 22 
Reflections collected 44426 
Independent reflections 7978 [Rint = 0.0855] 
Completeness to 2θ = 60.42˚ 100.0 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.4932 and 0.4028 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 7978 / 0 / 355 
Goodness-of-fit on F2a 1.010 
Final R indices [I > 2σ(I)]b R1 = 4.69 %, wR2 = 9.00 % 
R indices (all data) R1 = 9.26 %, wR2 = 10.48 % 
Largest diff. peak and hole 0.72 and –0.69 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 

 



186 
 

 

Table S5.3│ Crystallographic information for the structural refinement of 3. 
Empirical Formula SnMnN6C54BH49 
Formula weight 966.43 g/mol 
Temperature  100.0 K 
Wavelength  0.71073 Å 
Crystal System Trigonal 
Space Group R−3 
Unit Cell Dimensions a = 12.3824(6) Å, α = 90.0˚ 
 b = 12.3824(6) Å, β = 120.0˚ 
 c = 49.104(2) Å, γ = 90.0˚ 
Volume  6520.2(7) Å3 
Z 6 
Density (calculated) 1.477 g/cm3 
Absorption coefficient 0.912 mm–1 
F000 2970.0 
Crystal color Colorless 
Crystal size 0.456 × 0.419 × 0.110 mm3 
2θ range 3.888 to 60.114˚ 
Index ranges –17 ≤ h ≤ 17 
 –17 ≤ k ≤ 16 
 –69 ≤ l ≤ 69 
Reflections collected 55305 
Independent reflections 4263 [Rint = 0.0425] 
Completeness to 2θ = 60.114˚ 100.0 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.9927 and 0.7230 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 4263 / 0 / 173 
Goodness-of-fit on F2a 1.048 
Final R indices [I > 2σ(I)]b R1 = 5.33 %, wR2 = 14.90 % 
R indices (all data) R1 = 6.53 %, wR2 = 16.47 % 
Largest diff. peak and hole 5.01 and –1.62 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S5.4│ Crystallographic information for the structural refinement of 4. 
Empirical Formula SnFeN6C54BH49 
Formula weight 967.34 g/mol 
Temperature  100.0 K 
Wavelength  0.71073 Å 
Crystal System Trigonal 
Space Group R−3 
Unit Cell Dimensions a = 12.3722(2) Å, α = 90.0˚ 
 b = 12.3722(2) Å, β = 120.0˚ 
 c = 48.796(1) Å, γ = 90.0˚ 
Volume  6468.6(2) Å3 
Z 6 
Density (calculated) 1.490 g/cm3 
Absorption coefficient 0.962 mm–1 
F000 2976.0 
Crystal color Orange 
Crystal size 0.127 × 0.056 × 0.025 mm3 
2θ range 2.504 to 60.128˚ 
Index ranges –16 ≤ h ≤ 15 
 –17 ≤ k ≤ 17 
 –68 ≤ l ≤ 68 
Reflections collected 37148 
Independent reflections 4228 [Rint = 0.0295] 
Completeness to θ = 60.128˚ 100.0 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.9879 and 0.8782 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 4228 / 0 / 173 
Goodness-of-fit on F2a 1.049 
Final R indices [I > 2σ(I) = 10408 data]b R1 = 3.03 %, wR2 = 7.06 % 
R indices (all data, 0.80 Å) R1 = 4.15 %, wR2 = 7.71 % 
Largest diff. peak and hole 0.39 and –0.91 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S5.5│ Crystallographic information for the structural refinement of 6. 
Empirical Formula SnNiN6C54BH49 
Formula weight 970.20 g/mol 
Temperature  100.0 K 
Wavelength  0.71073 Å 
Crystal System Trigonal 
Space Group R−3 
Unit Cell Dimensions a = 12.3186(4) Å, α = 90.0˚ 
 b = 12.3186(4) Å, β = 120.0˚ 
 c = 49.082(2) Å, γ = 90.0˚ 
Volume  6450.4(5) Å3 
Z 6 
Density (calculated) 1.499 g/cm3 
Absorption coefficient 1.066 mm–1 
F000 2988.0 
Crystal color Turquoise 
Crystal size 0.443 × 0.380 × 0.044 mm3 
2θ range 2.49 to 61.21˚ 
Index ranges –17 ≤ h ≤ 17 
 –17 ≤ k ≤ 17 
 –70 ≤ l ≤ 69 
Reflections collected 65036 
Independent reflections 4430 [Rint = 0.0329] 
Completeness to θ = 52.48˚ 100.0 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.8872 and 0.6505 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 4430 / 0 / 173 
Goodness-of-fit on F2a 1.050 
Final R indices [I > 2σ(I) = 10408 data]b R1 = 3.27 %, wR2 = 8.23 % 
R indices (all data, 0.80 Å) R1 = 4.15 %, wR2 = 8.71 % 
Largest diff. peak and hole 0.60 and –0.90 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S5.6│ Crystallographic information for the structural refinement of 7. 
Empirical Formula SnZnN6C54BH49 
Formula weight 976.86 g/mol 
Temperature  100.0 K 
Wavelength  0.71073 Å 
Crystal System Monoclinic 
Space Group R−3 
Unit Cell Dimensions a = 12.3859(4) Å, α = 90.0˚ 
 b = 12.3859(4) Å, β = 120.0˚ 
 c = 48.738(2) Å, γ = 90.0˚ 
Volume  6475.2(5) Å3 
Z 6 
Density (calculated) 1.503 g/cm3 
Absorption coefficient 1.181 mm–1 
F000 3000.0 
Crystal color Colorless 
Crystal size 0.470 × 0.260 × 0.044 mm3 
2θ range 3.888 to 58.378˚ 
Index ranges –16 ≤ h ≤ 16 
 –16 ≤ k ≤ 16 
 –66 ≤ l ≤ 66 
Reflections collected 54021 
Independent reflections 3891 [Rint = 0.0448] 
Completeness to θ = 58.378˚ 99.96 % 
Absorption correction Multi-scan 
Maximum and minimum transmission 0.9514 and 0.7101 
Refinement method Full-matrix least-squares on F2 
Data / restraints / parameters 3891 / 0 / 173 
Goodness-of-fit on F2a 1.088 
Final R indices [I > 2σ(I) = 10408 data]b R1 = 4.22 %, wR2 = 10.96 % 
R indices (all data, 0.80 Å) R1 = 5.01 %, wR2 = 11.72 % 
Largest diff. peak and hole 2.48 and –1.62 e.Å–3 

a GooF = [Σ[w(Fo
2–Fc

2)2] / (n-p)]1/2 where n is the number of reflections and p is the total 
 number of parameters refined. bR1 = Σ||Fo|–|Fc|| / Σ|Fo|; wR2 = [Σ[w(Fo

2–Fc
2)2] / Σ[w(Fo

2)2] 
]1/2 
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Table S5.7│ Results from peak-fitting XANES data at Sn K-edge for 3 – 7, and SnO, SnO2, Ph6Sn2, Ph4Sn, Ph3SnCl, and Ph3SnF 
references. The step was fit with an arctangent function and the peaks were fit with pseudo-Voigt functions with γ = 0.5 for all 
compounds. Peak and step positions are reported in eV. 
 

Compound 
Step Peak 1 Peak 2 Reduced 

χ2 Height Center Width Height Center σ Height Center σ 

3 0.847 29201.7 3.5 9.72 29209.1 18.09 0.701 29223.7 7.97 0.0047 
4 0.829 29201.7 3.53 10.117 29209.1 18.24 0.828 29223.7 8.29 0.0049 
5 0.830 29201.7 3.52 10.404 29208.7 18.84 0.779 29223.5 7.81 0.0055 
6 0.829 29201.8 3.51 10.473 29208.7 18.85 0.85 29223.7 8.49 0.0056 

7 0.771 29201.7 3.64 10.469 29209.1 17.20 2.62 29223.8 13.92 0.0051 

Ph6Sn2 0.718 29201.0 1.59 9.272 29204.1 12.22 7.26 29224.5 22.58 0.0052 

Ph4Sn 0.719 29201.1 1.68 9.303 29204.1 12.10 7.29 29224.8 22.72 0.0057 

Ph3SnCl 0.749 29201.2 1.74 9.319 29204.1 12.02 7.27 29224.2 22.86 0.0099 

Ph3SnF 0.759 29202.1 2.21 9.704 29203.3 10.83 6.80 29225.0 24.30 0.0081 

SnO 0.895 29200.1 4.73 10.796 29203.8 13.69 0.71 29215.4 7.66 0.0026 

SnO2 0.682 29203.4 5.18 14.65 29208.7 13.15 3.39 29224.6 13.16 0.0099 
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Table S5.8│ Fit parameters to the cw-EPR spectra of samples of 1 and 3 diluted in a 
polycrystalline sample of 7 in a 1:20 (Mn:Zn) ratio.  
 
Compound Temperature (K) giso D (cm−1) Aiso (55Mn, MHz)  Aiso (natSn, MHz) 

1 298 1.999(2) 0.230(1) - - 
 10 1.999(2) 0.236(1) - - 
3 298 1.9933(2) 0.0939(4) 164(2) 141(3) 
 12 1.9933(3) 0.1015(6) 164(3) - 

 
 
 
 
 
 
 
 
 
Table S5.9│ Fit parameters to the variable-temperature, variable field magnetization data of 3, 4, 
5, 6. Parameters for 4 were reported previously, but are displayed here for easier comparison. 
 

Compound D (cm−1) E (cm−1)  giso 

3 −0.2(1) 0 1.99(2) 
4 12.9(3) 3.3(2) 2.14(1) 
5 11.9(1) 0.7(1) 2.28(2) 
6 −3.0(2) 0 2.28(2) 
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Table S5.10│ Fit parameters to the 119Sn synchrotron Mössbauer spectra of polycrystalline 
samples of 4 – 7 at various temperatures. 
 

Compound  Temperature 

 10 K 40 K 60 K 80 K 

4 ΔEQ (mm s−1) 1.215(2) 1.197(2) 1.198(2) 1.182(3) 
 (χ2) 2.79 1.95 2.08 2.72 
5 ΔEQ (mm s−1) 1.17(1) 1.221(4) 1.198(4) - 
 (χ2) 3.83 2.56 2.11 - 
6 ΔEQ (mm s−1) 1.134(2) 1.130(3) 1.134(2) 1.123(5) 
 (χ2) 2.47 2.71 1.99 1.97 
7 ΔEQ (mm s−1) 0.904(3) 0.899(2) 0.896(2) 0.882(3) 
 (χ2) 5.72 2.46 2.58 1.31 
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Figure S5.3│Overlay of PXRD patterns for 3 − 7 collected at room temperature under N2. 
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Figure S5.2│Overlay of Raman spectra for 3 − 7 collected at room temperature under N2. The 
black arrow highlights the TM-Sn bond stretching frequency. 
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Figure S5.3│Overlay of XANES spectra at the Sn K-edge for powder samples of Ph6Sn2, Ph4Sn, 
Ph3SnCl, and Ph3SnF, shown with the spectrum of 3 for reference, measured at 25 K. 
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Figure S5.4│ X-band cw-EPR spectrum of [Ph,MeTpMnCl](1) (top and middle) and 3 (bottom) 
diluted in a polycrystalline sample of 7 in a 1:20 (Mn:Zn) ratio encased in eicosane. Simulations 
of the data were obtained from fits using Easyspin with the spin Hamiltonian, Ĥ = gisoµBSH + 
AIS + D[Ŝz

2 − 1/3S(S + 1)]. Parameters for the simulation are given in Table S5.8. 
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Figure S5.5│Variable-field magnetization of polycrystalline samples of 3 (top), 4 (middle), 6 
(bottom) restrained under eicosane acquired at 100 K. The black line is a linear fit to the data 
illustrating the absence of ferromagnetic impurities. 
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Figure S5.6│Variable-temperature, variable-field magnetization data for 3 collected between 
1.8 and 10 K from 1 to 7 T in 1 T increments. Black lines are simulations of the data obtained 
from fits using DAVE 2.0 and the spin Hamiltonian, Ĥ = gisoµBSH + D[Ŝz

2 − 1/3S(S + 1)]. The 
parameters for the simulation are given in Table S9. 
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Figure S5.7│Electronic absorption spectra of 4 – 6 measured at room temperature; the 
spectrum of 5 was reported previously but is shown here for easy comparison. The top is the 
solid-state diffuse reflectance measured over KBr, the middle and bottom are the solution phase 
spectra of 4 and 6, respectively, measured in C6D6. (*) denotes vibrational bands from ligand 
backbone. 
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Figure S5.8│Electronic absorption spectra of 3 measured at room temperature. The top is the 
solid-state diffuse reflectance measured over KBr with an inset of the spectra zoomed in for 
easier visualization of the spin-forbidden transitions. The bottom is the solution phase spectrum 
measured in C6D6; the peak at ~23,600 cm−1 is an artifact from background subtraction. 
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Figure S5.9│ Variable-temperature 119Sn synchrotron Mossbauer spectra for 4 from 10 to 80 
K. Parameters for the fits are given in table S5.10.   
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Figure S5.10│ Variable-temperature 119Sn synchrotron Mossbauer spectra for 5 from 10 to 60 
K. Parameters for the fits are given in table S5.10.   
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Figure S5.11│ Variable-temperature 119Sn synchrotron Mossbauer spectra for 6 from 10 to 80 
K. Parameters for the fits are given in table S5.10.   
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Figure S5.12│ Variable-temperature 119Sn synchrotron Mossbauer spectra for 7 from 10 to 80 
K. Parameters for the fits are given in table S5.10.   
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