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Qihua Chen

Polymers occupied nearly every facet of our daily lives, and enhancing their mechanical and frac-

ture properties has long been an important topic in the field of polymer science. Based on the

various need in applications, polymers are designed to have a range of characteristics such as

tackiness, optical properties, mechanical strength, rheological properties, chemical resistance and

thermal conductivities. To achieve the diverse properties, they are modified by methods such as

the addition of fillers, blending and varying the crosslinking conditions.

While there are a lot of strategies to physically or chemically modify the matrix structures of the

polymers, not so many systematic fatigue characterization methods can be easily applied onto dif-

ferent polymer products designed for different industrial purposes. To address this problem, this

thesis focuses on developing straightforward and cost-effective methodologies to tackle the chal-

lenges in understanding the long-term fatigue failure mechanisms of polymer networks, providing

insights to both bulk and interfacial contributions during fatigue fracture process. These insights

and interpretations are critical for industrial products, which are always expected to be durable and

contribute to sustainability. Given the varieties in polymer matrix, three representative polymer

model systems are chosen to cover the extensive scale of mechanical stiffness: lightly crosslinked

pressure sensitive adhesives (PSA), filled rubber elastomers and filler-reinforced epoxy matrices.

The fatigue characterization of each polymer matrix requires unique methods that consider both

the bulk and interfacial contributions, which involves utilizing various testing geometries, such as

indentation, flexural, and pure shear tensile geometries.
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This thesis initiates with an investigation into the fatigue resistance of silicone and natural rubbers

under elevated temperature conditions, employing a pure shear tensile geometry. Subsequently,

the morphologies of the crack surfaces are analyzed and discussed in relation to the conditions of

energy dissipation during the fatigue tests. The fatigue characterization method involves subjecting

the sample to cyclic oscillation for stress-strain hysteresis loops, which allows for the extraction of

mechanical response information and the calculation of energy dissipation across different length

scales. Part of the energy is dissipated in the bulk material and the remaining stored elastic energy,

recovered from the unloading curve, serves as the driving force for crack propagation. Similar to

rubber elastomers, the softer PSA were examined with pure shear cyclic tests and probe tack tests

utilizing an indentation setup. In this scenario, the stored elastic energy is the driving force for the

detachment between the indenter and the adhesive surface. For the investigation of the rigid epoxy

matrix, a flexural fatigue crack propagation test was designed to study a triblock copolymer-filled

dynamic epoxy matrix. This approach also demonstrated a good correlation with the Dugdale

model, particularly in the context of a standard flexural three-point bending fracture toughness

test.
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Chapter 1

Introduction

1.1 Overview

Gaining insights into the long-term failure mechanism of polymer networks is essential for a wide

array of applications, as polymers display a broad range of properties. At one end of the spectrum,

we have soft, gel-like pressure sensitive adhesives with an elastic modulus of less than a hundred

kPa, and at the other end, we utilize epoxies with stiff crosslinkers that yield a modulus of several

GPa. The diverse applications for polymer materials covers nearly all aspects of our life, including

tires, seals, bonding agents, coatings, body implants and electronic devices. Almost all of these

applications necessitate materials that exhibit longevity, thereby increasing the service life and

promoting sustainability by reducing plastic production.

To evaluate the mechanical durability of these materials, researchers utilize various mechanical

tests to resemble real-life application, such as tensile, compression, flexural, compact tension, in-

dentation, double cantilever beam, and peel tests [1–5]. However, accurately quantifying polymer

fatigue behaviors remains challenging. Degradation in materials takes year to manifest and may

occur under complex environmental conditions, such as fluctuations in temperature, humidity and

UV exposure [6, 7]. As a result, researchers must adopt various methods and adjust the strategies

when studying fatigue mechanisms in a limited timeframe. Moreover, the geometries of materials

in practical applications can influence their performances. For instance, ultra-soft PSAs used in

foldable devices undergo internal cavitation and interfacial debonding, which are phenomena that

cannot be effectively studied using conventional fatigue measurement techniques [8–10]. In light

of these complexities, it is crucial to design tailored methodologies that meet the diverse require-

ments of mechanical properties evaluations of polymers. This thesis concentrates on examining
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the nonlinear viscoelastic fracture mechanics and fatigue failure mechanisms of polymer materials

across various stiffness scales.

1.2 Research Objectives

The goal of this research is to develop suitable methodologies for quantitatively understanding the

material fracture and fatigue mechanisms across a extended spectrum of materials, ranging from

lightly crosslinked, gel-like adhesives to rigid, glass-like epoxies. Fatigue behavior characteriza-

tion can be carried out using different testing schemes tailored to different materials, including pure

shear tensile tests, axisymmetric probe tack tests, and flexural 3-point bending tests. The design of

fatigue tests focus on the comparison between linear viscoelastic regime and large strain behavior

since most applications require materials to withstand under a large strain condition. The analysis

of material fatigue behavior concentrate on energy dissipation discussions based on linear elastic

fracture mechanics (LEFM) and cohesive zone model.

This thesis is structured into four main chapters corresponding to four projects investigated. Chap-

ter 2 offers a brief background introduction of the fundamental fracture mechanics theories, includ-

ing the classic LEFM theory, Griffith’s energy dissipation criteria, and an overview of mechanical

tests utilized in this thesis. These theoretical concepts serve as the physical foundation for discus-

sions on solid mechanics and rheology within the context of the model systems explored in later

chapters.

Chapter 3 presents a thorough study of fatigue crack propagation behavior of silicone rubber under

elevated temperatures. Nature rubber is used for comparing large strain crack growth behavior

with silicone rubber. Energy dissipation is quantified using an effective viscoelastic phase angle

representation, and is observed to decrease with the increase of temperature in silicone rubber.

This change in energy dissipation also leads to a change in crack interfacial surface patterns, as
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observed under a 3D microscope.

Chapter 4 closely follows the microscopic observation from Chapter 3 and explores possible ap-

proaches to comprehend the fracture surfaces. In this chapter, several image processing techniques

are applied, including surface area integration, power spectral density function analysis and ma-

chine learning through transfer learning.

Chapter 5 investigates the fatigue response of pressure-sensitive adhesive (PSAs) in both bulk and

at the interface. Due to the low modulus and high extensibility of PSAs, traditional fatigue crack

propagation test in pure shear geometry cannot be applied as severe crack tip blunting prevents fur-

ther propagation. Consequently, unnotched fatigue damage test and probe tack test were employed

to evaluate the decline in fatigue properties of PSAs.

Chapter 6 studies the fatigue and fracture properties of a triblock copolymer-filled dynamic epoxy-

amine network. This project presents the use of flexural 3-point bending geometry to investigate

both fracture toughness and flexural fatigue, demonstrating that the triblock copolymers signifi-

cantly improve both the fracture toughness and fatigue resistance of the epoxy matrix.

Chapter 7 provides a summary of the key findings and developed techniques and highlights poten-

tial future research directions.

Chapter 8 serves as the appendix, which includes the supplementary informations for the chapters

above.
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Chapter 2

Background

2.1 Linear Elastic Fracture Mechanics (LEFM)

The fracture behavior of highly stiff and brittle materials is typically characterized by Linear Elas-

tic Fracture Mechanics (LEFM), a fundamental fracture mechanics theory that assumes the bulk

material exhibits linear elasticity everywhere, except in the region near the crack tip. In 1921, A.

A. Griffith [11] established the crack propagation theory, arguing that the creation of a new crack

surfaces is driven by the strain energy density G = Γ, which is equal to the mechanical energy

required to create new fracture surface per unit area. Based on this argument, a length scale of

the crack tip radius at propagation ρ∗ can be defined, which directly relates to an important length

scale ℓ:

ρ
∗ ∼ Γ

E
= ℓ (2.1)

At this length scale ℓ, the energetic cost of creating new surfaces is comparable to the elastic

modulus of the material [1, 12]. Based on Griffith’s work, G. R. Irwin suggested a plastic zone

ahead of the crack tip in ductile materials and introduced the concept of stress intensity factor[13] in

1950. In a linear elastic solid, the critical energy required for fracture is characterized by the critical

stress intensity factor, also known as fracture toughness. However, due to the limitation of LEFM

in dealing only with brittle materials exhibiting small-scale yielding, modified LEFM theories,

such as the J-integral or the cohesive zone theory, are needed for nonlinear fracture mechanics for

more ductile materials.
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2.2 Cohesive Zone Model

The arguments of LEFM do not readily extend to soft materials, as soft materials do not frac-

ture in the same way brittle materials do when the far-field stress surpasses the elastic modulus.

Contrary to brittle materials where the crack tip remains sharp during propagation, soft materi-

als tend to form a rounded crack tip and an extended plastic deformation zone. This observation

led to the introduction of cohesive zone model to accommodate this situation and to quantify the

rate-dependent effect in the materials[12, 14]. The theory of LEFM was consequently modified

to include length scale ℓ, a blunted zone at the crack tip that is highly strained, where the cost of

creating new surfaces is comparable to the elastic modulus of the material [1, 12, 15]. For exam-

ple, the Dugdale model proposes a plastic zone, denoted as rp, which is subjected to a uniform

cohesive stress. Within this zone, the material at the crack tip experiences plastic deformation and

eventually leads to fracture when the stress reaches to the yield stress.

Since LEFM is not applicable near the crack tip at a length scale ℓ, the region below which is con-

sidered as existing in a nonlinear regime. This highly stretched crack tip region has been studied

by many groups of researchers, such as Hui et al. who first proposed the cohesive zone model

and qualitatively considered the possible mechanisms during crack growth [15]. Many subsequent

have expanded on this foundation and further considered additional fracture mechanisms and the

influence of strain hardening. For instance, Seitz et al. studied the fracture of acrylic triblock

copolymer gels and captured the strain hardening effect along with its surrounding field through

compression tests and finite element modeling (FEM) [16]. Mzabi et al. worked on the fatigue

response of styrene-butadiene rubber and observed the deformation field near the crack tip using

Digital Image Correlation (DIC) [17]. While those approaches to understand the cohesive zone be-

yond LEFM advances our understanding of fracture mechanics in soft materials, the whole picture

is still hard to account for the complex, non-linear viscoelastic behavior of all polymer materials.

Due to their inherent molecular-level property variations, polymer exhibit unique thermodynamic
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behaviors and could show distinct large strain viscoelastic properties which cannot be explained

easily. In the presence of large strains applied to the soft matter, the fracture mechanics usually

require to be analyzed separately at different length scales.

Consideration of fracture mechanics across varying length scales naturally prompts us to question

the condition of energy dissipation during the fracturing process. Although the comprehensive

mechanism of damage and viscoelastic dissipation remain not yet fully understood, certain hy-

potheses have been made by Creton and Ciccotti [1] to separate energy dissipation scales spatially.

Three different scales of dissipation are defined, which are the load-related zone (energy dissipa-

tion in bulk material due to the far-field loading condition), crack related dissipation zone (energy

dissipation related to the crack propagation, with a radius R) and local damage zone (a small zone

close to the crack tip related to the molecular bond breakage, radius R0). Under this conceptual

framework, considerations need to be made regarding the length scale of the strain and dissipation.

When strain and energy dissipation occur at a larger scale (R ∼ ρ∗), the energy transfer cannot be

satisfactorily explained by LEFM alone, and alternative methods of analysis should be involved.

2.3 Bulk and Interfacial Test

In industry, the long-term durability of polymers for many applications needs to be addressed,

which facilitates improvements and modifications during the product development process. As

such, studying fracture mechanics through different mechanical analysis becomes an effective and

economical approach to achieve this goal. This section provides the background introduction to

the bulk and interfacial tests employed throughout this thesis.
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2.3.1 Unnotched Fatigue Damage Test

Typically, fatigue tests are conducted on samples that are either notched or unnotched. The un-

notched fatigue damage test, also called the crack nucleation approach, emphasizes on the number

of cycles needed to generate a certain-sized crack, thereby allowing for the determination of the

fatigue crack nucleation life. This method is widely used in situations where the initial flaws

are significantly smaller than the component features, but will finally determine the component’s

lifespan [18]. For glassy polymers and metal alloys, similar ideas are adopted as the stress-life

(S-N) approach where the maximum cyclic stress (S) is plotted as a function of the cycles needed

for fracture (N) to predict the fatigue life. Such characterization method can also be applied to

softer materials such as elastomers and gels. In these cases, the tests mainly focus on tracking the

degradation of various properties, including modulus, toughness, hysteresis loop, etc[2, 19].

2.3.2 Fatigue Crack Propagation Test

The crack propagation approach focuses on the existing cracks and is the major method of inves-

tigation in this work. Based on the crack theory of Griffith [11], Thomas and coworkers [20–23]

extended the discussion of energy balance in fracture to analyze rubber fatigue under cyclic loads.

The stored mechanical energy per unit creation of the new crack surface area, which reflects the

loading condition of the sample, is called the energy release rate G and depends on the strain

history of a sample in a pure-shear geometry:

G = h0

ˆ
ε1

0
σNdεN (2.2)

Here, σN and εN are the stress and strain, respectively and h0 represents the sample height. The

crack length is determined from the mechanical stiffness of the sample, as described in more detail
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Figure 2.1: Geometries of common adhesive test. Left: Peel test; Middle: Spherical probe test;
Right: Flat punch probe test.

in later chapters. The relation of fatigue crack growth rate and the energy release rate was mainly

identified by Lake and Lindley [24] and was categorized into four regimes, from which the third

regime described a logarithmic relation between the two variables:

da
dN

∝ G α (2.3)

This logarithmic relation is also an adjusted model of the Paris law. In this equation, da/dN is the

crack growth rate per cycle and α is the power-law index, which varies between different materials.

2.3.3 Adhesion Test

For softer materials such as adhesives or gels, different research approaches can be adopted to study

both the bulk and the interfacial properties. In addition to the characterization of bulk properties

through fatigue tests, repeated adhesion tests can also be used as tools to probe contact mechanics

of adhesive materials. Common adhesive tests include peel test [25, 26] and indentation using

spherical or flat punch indenter[8, 27–31]. The schematics of the adhesive tests are shown in

Figure 2.1.
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By indenting a tip into the material and controlling the load/displacement condition, the stress and

strain responses can be obtained so that information such as elastic moduli, hardness, and stress

relaxation profile can be extracted. The compliance C of the sample is the ratio of the displacement

δ to the load response P. For a rigid, frictionless indenter (radius r) [30, 32]:

C =C0 =
δ

P
=

1
2rE∗ (2.4)

Assuming incompressible samples, the Poisson’s ratio v = 0.5. Therefore the effective elastic

modulus E∗ can be modified by the Poisson’s ratio assuming plane strain condition:

E∗ =
E

1− v2 (2.5)

Oscillatory indentation provides a way to characterize the oscillatory response of the material using

an indenter. An indentation experiment holds the advantage in that it allows more flexible and

abundant modifications to the sample environment, such as mechanical tests in a solvent, which

can hardly be accomplished by using mode I tests in pure shear geometry. In this work, oscillatory

indentation has been applied to PSA samples to analyze their bulk and interfacial viscoelastic

properties.
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Chapter 3

Temperature-Dependent Viscoelastic Energy Dissipation and Fatigue

Crack Growth in Filled Silicone Elastomers

There has always been a need to investigate the mechanical properties and fracture behaviors of

materials that are widely used commercially, such as filled silicone rubbers. In this work, a thor-

ough study was performed to evaluate the temperature dependencies of viscoelastic energy dissi-

pation and fatigue crack propagation. Small strain viscoelastic behavior was examined by using

dynamic mechanical analysis (DMA) and larger strain viscoelastic dissipation was quantified by

defining an effective viscoelastic phase angle from large amplitude cyclic deformation. Pure shear

mode I fatigue tests were performed for quantification of material toughness and crack propaga-

tion resistance. In addition, natural rubber with different filler levels was tested to provide a direct

comparison between two important classes of filled rubber elastomers. Major differences were

identified for the two elastomers. However, for both types of elastomers, a common power law re-

lationship with an exponent of 1.5 describes the dependence of the fatigue crack growth per cycle

on a normalized driving force obtained from the stored elastic energy. We found that the silicone

rubber deviated from the 1.5 exponent power law relation at elevated temperature, and its prefactor

in this power law was correlated to the crack morphology, with rough cracks providing a higher

fatigue resistance than smooth cracks.

Material in this chapter is reproduced and published in “Temperature-Dependent Viscoelastic En-

ergy Dissipation and Fatigue Crack Growth in Filled Silicone Elastomers” authored by Qihua

Chen, Shixian Xu, Ming Lu, Jia Liu, and Kenneth R. Shull, ACS Applied Polymer Materials 3.12

(2021): 6207-6217[33]. This research utilized equipment in the Materials Characterization and

Imaging Facility (MatCI) at Northwestern University, which is partially supported by the NSF

MRSEC program (NSF DMR-1720139). DMA data, TGA data and additional fracture surface
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images are included in the Appendix A.

3.1 Introduction and Background

Elastomeric materials are commonly used in applications where the use life is determined by the

fatigue crack growth under cyclic loading conditions[7]. Understanding the effects of the compo-

sition of elastomers and their fatigue response at elevated temperatures are particularly important,

as investigated, by Lake et al.[23], Young et al.[34], Mars et al.[35] and Demassieux et al.[36].

Silicone rubber has major benefits arising from the Si-O bonds in the backbone of the polymer,

which are partially attributed to the higher bond energy for Si-O bonds (≈ 440 kJ/mol) [6] in com-

parison to a value of C-C bonds (≈350 kJ/mol). Silicone products are used in many fields, such

as aerospace, cookware, molding, and medical devices. For such applications, elastomers will

experience higher temperature under repetitive usage, and these applications require steady and

predictable mechanical properties of silicone rubber, especially when related to food and medical

safety. An ability to understand the role of energy dissipation in those elastomers and predict their

fatigue performance is critically essential in these situations.

Characterization of the fracture strength of filled silicone elastomers is not so extensive. Yeh et al.

quantitatively considered fracture and thermal aging of resin-filled silicone elastomers [37]. Other

research teams investigated fatigue fracture and viscoelasticity of silicone rubber [38–40], but the

fatigue endurance data remains limited. Moreover, there is a restricted number of studies[17, 41,

42] about the contribution of energy dissipation to crack propagation in silicone elastomers. Given

the fact that fatigue experiments are time consuming, it is highly desirable to develop a more

quantitative understanding of the material properties that correlate with fatigue crack growth in

silicone elastomers. The focus of the work described here is on the development of these types of

property correlations.
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In this work, silicone rubber with a specific composition wass tested under a range of temperatures,

and 8 additional samples varying filler and crosslinker levels were tested at room temperature to

illustrate the effects of composition on the fatigue response. This study aims to characterize the

energy dissipation within silicone rubber during fatigue crack propagation under cyclic loading

conditions, and to develop a meaningful criterion for quantifying the rate of crack propagation.

This criterion is based on a separation of total energy input into dissipated and elastically stored

components. We compare the results of silicone rubber with those from 6 natural rubber samples

with varying filler levels. The fracture behavior of natural rubber has been more thoroughly de-

scribed in the literature than the fracture behavior of silicone rubber. For example, the early work

by Rivlin and Thomas on the tear strength of natural rubber is now more than 65 years old [20].

A theme in much of the subsequent work has been to relate fracture properties of natural rubber

to composition and structural changes in the material[21–24, 36, 43–51]. In the current study we

illustrate the properties of silicone rubber by providing a direct comparison between these two

classes of materials.

3.2 Methods and Materials

3.2.1 Materials

Silicone rubber and natural rubber were tested as received from Beijing Institute of Aeronautical

Materials (BIAM). Additional components were added to both materials. For silicone rubber, the

components include Aerosil 380 silica (Degussa, Germany), 120-1 Phenyl silicone rubber (Shang-

hai resin factory, China), Cr2O3 (Tianjin Fengchuan Chemical Reagent Technologies, China), GY-

209 hydroxyl-ended polysiloxane (Zhonghao Chenguang Research Institute of Chemical Industry,

China) and Bis(tert-butyldioxyisopropyl)benzene (BIPB) (Shanghai Farida Chemical Co., China).

The components of the natural rubber samples include natural rubber (China Hainan Rubber In-
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dustry Group Co., China), Zinc Oxide (Cangzhou Jiewei Zinc Industry Co., China), stearic acid

(Hebei Richangsheng Chemical Co., China), carbon black (N330, Longxing Chemical Stock Co.,

China), N-tert-Butyl-2-benzothiazolesulfenamide (Willing New Materials Technology Co., China)

and sulfur (Zibo Heye Chemical Co., China). Detailed compositions are shown in Table 3.1.

A range of crosslinking densities and filler contents were utilized for the silicone rubber samples.

For natural rubber, different filler contents were considered yet the crosslinking density was not

varied. The naming of the samples follows the rule that ’SR’ represents silicone rubber, ’NR’

represents natural rubber, ’Fxx’ stands for the amount of filler added (Silica for SR and Carbon

Black for NR), and ’Cxx’ stands for the different amount of crosslinker added (Peroxide for SR,

not shown for NR). The unit is parts per hundred rubber (phr). The components were mixed on a

two-roll miller at room temperature. The compounds were press-molded into a 1 mm-thick plate

at 170◦C for 10 minutes, and post-cured in an air-circulated oven at 100◦C for 2 hours. Among

the different silicone rubber and natural rubber samples with different filler and crosslinker levels,

only SR-F37-C0.8 and NR-F30 were selected for temperature-dependent fatigue tests.

3.2.2 Mechanical tests

3.2.2.1 Thermogravimetric Analysis (TGA)

TGA was used to investigate the degradation behavior of the elastomers at very high temperatures.

Using the method in supporting information, the activation energy of degradation was obtained by

defining a point of equivalent weight loss (15%) at different heating rates. The respective activation

energies for SR and NR in air are ESR
a,T GA = 114 kJ/mol and ENR

a,T GA = 396 kJ/mol.
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Table 3.1: Compositions of the silicone and natural rubber formulations. All components are
given in parts per hundred rubber (phr). SR, Cr2O3 and PSiO-OH are silicone rubber, Chromium
(III) oxide, and hydroxyl-ended polysiloxane, respectively. NR, SA, CB, Accelerator M, TBBS
stand for natural rubber, stearic acid, carbon black, 2-Mercaptobenzothiazole and N-tert-Butyl-
2-benzothiazolesulfenamide, respectively. The samples in bold were used for the temperature-
dependent studies.

Silicone Rubber Formulation
SR Silica Cr2O3 PSiO-OH Peroxide

SR-F33-C0.4 100 33 0.5 6 0.4
SR-F33-C0.8 100 33 0.5 6 0.8
SR-F33-C1.2 100 33 0.5 6 1.2
SR-F37-C0.4 100 37 0.5 6 0.4
SR-F37-C0.8 100 37 0.5 6 0.8
SR-F37-C1.2 100 37 0.5 6 1.2
SR-F43-C0.4 100 43 0.5 6 0.4
SR-F43-C0.8 100 43 0.5 6 0.8
SR-F43-C1.2 100 43 0.5 6 1.2

Natural Rubber Formulation
NR SA ZnO CB (N330) Sulfur TBBS Accelerator M

NR-F00 100 0.5 5 0 3.5 0 0.5
NR-F10 100 2 5 10 2.25 0.7 0
NR-F20 100 2 5 20 2.25 0.7 0
NR-F30 100 2 5 30 2.25 0.7 0
NR-F40 100 2 5 40 2.25 0.7 0
NR-F50 100 2 5 50 2.25 0.7 0

3.2.2.2 Dynamic Mechanical Analysis (DMA)

The elastomers used for the temperature-dependent studies were characterized using DMA (TA

instruments RSA III Dynamic Mechanical Analyzer, New Castle, DE). Samples were cut into

∼1 mm ×1 mm ×25.4 mm thin pieces as test samples for oscillatory tensile test on DMA. For

each test sample, a logarithmic frequency sweep ranged from 10 Hz to 0.1 Hz was performed

between -120◦C to 110◦C for silicone rubber and -60◦C to 70◦C for natural rubber, with a strain

amplitude of 0.1%. The temperatures were increased every 5◦C. The samples were soaked for 60

seconds before the measurement, and 21 data points were collected at each temperature during the
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frequency sweep. Representative DMA data are included in the supporting information.

3.2.2.3 Temperature Dependent Fatigue Tests

Mode I crack propagation tests were performed to examine the crack growth behavior under si-

nusoidal loading conditions. Figure 3.1 shows the experimental setup for the fatigue test. An

ElectroForce linear motor from TA instruments was utilized to perform fatigue test using samples

with dimensions of 25.4 mm × 25.4 mm × ∼ 1 mm loaded in a mode I pure shear geometry. The

initial distance between the clamps, h0 was ∼ 5 mm. The samples were run through cyclic sinu-

soidal displacement control with a displacement amplitude of δ0. A pre-cycle stage of 2000 cycles

was first applied at a frequency of 2 Hz without introducing a crack, such that the Mullins effect on

the properties of the bulk material[17, 35, 52–56] during subsequent deformation of the material

was minimized. The dependence of the modulus on the cycle number has been included in the sup-

porting information. Because of the effect of strain softening and creep, a compression force was

generated in the later rounds of cycles during the pre-cycle step. The maximum compressive stress

was always low enough so that sample buckling did not occur, thus avoiding potential complica-

tions arising from this effect[57]. A schematic of the displacement and force signals are shown

in Figure 3.4(a) and (b). After the pre-cycles, a razor blade was used to introduce a crack with

a length of ∼2 mm into the sample, before another round of cyclic displacement using the same

displacement amplitude of δ0 at a frequency of 2 Hz. The fatigue tests continued until substantial

crack propagation was observed, with the total time of an experiment varying from 2 hours to 5

days. The temperatures varied from 22◦C (room temperature) to 100◦C for SR and from 22◦C to

70◦C for NR.

The input energy and the crack propagation rate (increase in crack length per cycle), da/dn, were

calculated through the stress-strain relation from the tests. The input energy, Γ, was obtained from

the following equation[18]:
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a

clamp

clamp

Figure 3.1: Pure shear test geometry used for the fatigue crack growth experiments.

Γ = h0

ˆ
εmax

0
σNdεN (3.1)

Here, σN and εN are the stress and strain, respectively, obtained from the loading portion of the

cyclic oscillation, and εmax is the maximum tensile strain applied during a loading cycle. The

crack length is determined from the mechanical stiffness of the sample as described in more detail

in section 4.4. Note that the input energy that we define here is a measure of the total energy input

from the external loading of the sample.

3.2.3 Crack Surface Visualization

The fatigue crack surfaces were visualized with an Olympus 3D Laser Confocal Microscope with

a 10x objective lens.
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3.3 Results and Discussion

3.3.1 Viscoelastic Behavior at Large Strains

3.3.1.1 Stress-Strain Relationships and Strain softening

Figure 3.2 shows the loading behavior of SR-F37-C0.8 and NR-F30 samples at different strain

amplitudes for low (22◦C) and high (70◦C) temperatures. Here, the strain directly correlates to

the input energy Γ (Equation 3.1), which quantifies the driving force for the crack propagation. All

cycles are recorded from elastomer samples without a crack after the 2000 pre-cycles in order to

account for the Mullins effect (illustrated in Figure 3.4(a)) in our calculation of the input energy.

The Mullins effect is responsible for the decrease in the modulus from the value obtained from

DMA at a strain of 0.1%, to the value obtained after 2000 cycles of deformation at a higher strain,

as illustrated in Figure 3.3(a) for SR(-F37-C0.7) and in Figure 3.3(b) for NR. This modulus, ob-

tained from the slope of the loading curve in the low strain regime, changes as a function of strain

applied to the samples but is nearly independent of the temperature.

Parts (c) and (d) of Figure 3.3 illustrate the effect of composition on the moduli for a series of

samples that have been strained to different levels for 2000 cycles at 22◦C. For the silicone rubber

samples (Figure 3.3(c)) both crosslinking density and filler level were modified, with the filler

effect having a much stronger effect on the modulus than the crosslinking density. This result is

consistent with other recent results with a series of SBR (styrene-butadiene rubber) samples [58].

In natural rubber (Figure 3.3(d)), the stiffness does not increase and almost no strain softening is

observed when the filler content is below 20 phr. When more than 20 phr of carbon black filler

is added, the stiffening effect and strain softening effect become more obvious. The phenomenon

that the elastic moduli remain high at low strain values and decrease rapidly when higher strains

are applied is a manifestation of the Payne effect, which is mainly due to the continuous disruption

of the filler network at increasing strains [59]. In both types of rubber, a higher filler content leads



36

to more interactions between the filler particles, which agrees with the conclusion of the work of

Merckel et al. [60] that adding fillers increases rubber softening.

Figure 3.2: Stress-strain curves of SR-F37-C0.7 (a,b) and NR-F30 (c,d) for increasing strains after
the 2000 pre-cycle step at room temperature (a,c) and 70◦C (b,d).
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Figure 3.3: Elastic modulus as a function of strain at different temperatures for SR-F37-C0.8 (a)
and NR-F30 (b), with the DMA data shown in the box; Elastic modulus as a function of strain
for silicone rubber (c) and natural rubber (d) with different compositions of filler and crosslinking
density at room temperature. The names of SR and NR samples, which are used for temperature
dependent tests, are shown as bold in the legends.

3.3.1.2 Viscoelastic Dissipation

As stated in the previous section, the fatigue test requires a pre-cycle step for about 2000 cycles of

oscillation with no crack introduced. This step is to remove the Mullins effect so that different tests

can be compared to one another more easily. Examples of the evolution of the material response

for SR-F37-C0.8 and NR-F30 during these first 2000 cycles is shown in Figure 3.4(a) and (b).

The orange dashed curve shows the large hysteresis in the early cycles, and the solid blue curve

shows the final, stable hysteresis loop after 1900 cycles. The hysteresis curves for n = 1000 are

very nearly identical to those observed for n = 1900, indicating that our protocol of using ≈ 2000

cycles to condition the samples is sufficient. With the Mullins effect removed, the hysteresis loop
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was then used as a measure of the energy dissipation within the material during cyclic loading.

For SR, more viscoelastic energy dissipation is observed than NR, which shows a more elastic

behavior with a smaller amount of energy dissipation.

n=1
n=2

n=2000

n=3
n=1 n=2

n=2000
n=3

Figure 3.4: Hysteresis loops showing the energy dissipation in the first 2000 cycles for an SR-F37-
C0.8 sample (a) and NR-F30 sample (b) at 40◦C (both strain = 0.5). Cycle n=2 and n=3 overlapped
with each other in (b); Hysteresis curve after 2000 cycles for SR-F37-C0.8 at 40◦C.

In order to quantify the viscoelastic relaxation of the elastomers, effective phase angles, φe f f , were

obtained from the mechanical responses of the oscillatory tests. With the measured values of load

P, displacement δ and their peak-to-peak amplitudes (P0 and δ0), the value of effective phase angle

φe f f is based on energy dissipated from each cycle[61]:

sinφe f f =
4
´

Pdδ

πP0δ0
(3.2)

Other measures of viscoelastic dissipation can certainly be employed as well. We utilize φe f f as

defined in Eq. 5.4 because it reduces to the viscoelastic phase angle for sufficiently small values of

P0 and δ0.
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Figure 3.5 shows the effective phase angles at different temperatures at low strain (0.1% from

DMA) and high strain (from fatigue tests). Here we notice very different behaviors for the natural

rubber sample and the silicone rubber sample. For SR, there is a small increase in φe f f with strain

amplitude, with the room temperature value of φe f f increasing from ≈ 12.5◦ to ≈ 15◦ as the strain

amplitude is increased from 0.001 to 1. Temperature strongly affects the SR behavior, with higher

temperatures leading to lower values of φe f f . NR is nearly perfectly elastic at very small strains,

with φe f f ≈ 0. At the larger strains relevant for the fatigue experiments, φe f f ≈ 5◦ and is nearly

independent of both strain and temperature over the range investigated here (0.2 < ε < 0.6 and

22◦C < T < 70◦C). The same trend holds for other NR samples with different filler contents at

room temperature.

At 22◦C, values of φe f f for SR are not strongly affected by changing the filler content or crosslink-

ing density, and all φe f f values fall into the same range between 12.5◦ to 15◦ (Figure 3.5(c)). For

NR the effective phase angles are more strongly affected by the filler content, with substantial in-

creases in φe f f for carbon black amounts exceeding 20 phr. As silicone rubber is a non-crystallizing

material, its properties are consistent with the general behavior of a viscoelastic material, with a

value of φe f f that increases slightly with increased strain amplitude. This increase in φe f f is likely

due to disruptions in the filler network at larger strains. These disruptions in the filler network

affect the measured values of φe f f in the natural rubber samples as well. In natural rubber, this

filler effect is the dominant dissipation energy dissipation mechanism. For the strains accessed

by DMA, which are low enough so that the filler network is not perturbed, very little viscoelastic

character is observed, with a very low measured phase angle.



40

Figure 3.5: Effective phase angles φe f f at different strain amplitudes at variable temperatures for
SR-F37-C0.8 (a) and NR-F30 (b), with the DMA data shown in the box; Effective phase angles
at different strain amplitude for silicone rubber (c) and natural rubber (d) with different filler and
crosslinker level at room temperature. The names of SR and NR samples, which are used for
temperature dependent tests, are shown in bold in the legends.

3.3.2 Fatigue Behavior

After the 2000 pre-cycles, a crack was introduced into the sample, which then propagated during

the subsequent loading cycles. The method adopted to analyze the fatigue behavior is illustrated

in Figure 3.6. The loading portions of the hysteresis loops from the fatigue cycles are extracted

to analyze the stress-strain relation (shown in representative cycles in Figure 3.6 (a), (b) and (c),

where n is the cycle number). As the crack grows, the load decreases as the strain remains the same.

Figure 3.6 (d) shows the full 83524-cycle dataset of crack propagation during the fatigue process

for one particular sample. Here, the elastic modulus is unchanged, and the load reduction is due to

crack propagation. As a result, the fatigue curves collapse onto one another when normalized by
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a factor K, as illustrated in Figure 3.6(e). This factor K can be used to extract the crack length, a,

from the following expression:

K =
ℓ0 −a
ℓ0

= 1−a/ℓ0 =
σ

σ0
(3.3)

Rearrangement gives the following for a:

a = (1−K)ℓ0 (3.4)

Here, ℓ0 is the original length of the sample and σ0 is the nominal stress value prior to the intro-

duction of the crack. Because the elastic modulus, E, is unchanged throughout the fatigue test, its

value is given by the following expression:

E =
σ0

ε
=

σ

K
· 1

ε
(3.5)

These expressions enable us to obtain the crack length directly from the measured load amplitude.

Figure 3.6 (f) shows the crack length change over the fatigue process, where the crack growth

rate da/dn is from the linear fitting of the curve. We directly measured the crack length by video

observation of the crack during some of our room-temperature fatigue tests in order to confirm

that this procedure provides accurate values for the crack lengths. Direct visualization of the crack

length is difficult to accomplish in the oven used for our temperature-controlled experiments, and

the procedure outlined in this section was used for that reason.

3.3.2.1 Stored and Dissipated Energy

Enhanced viscoelastic energy dissipation correlates with increased fatigue resistance because en-

ergy dissipated viscoelastically is no longer available to break covalent bonds in the material. One
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Figure 3.6: Illustration of the method for determining the crack length: Full hysteresis loops (a);
Loading portion of the hysteresis loops (b); Loading curves after horizontal shifting to account
for the creep response, so that δ = 0 corresponds to the beginning of the tensile loading portion
of the curve (c); Loading curves for all samples converted to stress vs. strain (d); Normalized
loading curves illustrating the determination of the normalization factor, K (e); Plot of 1-K vs n to
determine da/dn (f). Data are from a natural rubber sample at 40◦C.
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way to account for this is to divide the total external energy input expressed in Γ into a dissipative

component, which we refer to as Wdiss and a component that is available as stored elastic energy,

G . The concept is illustrated in Figure 3.7(a), where Γ is obtained from the integral under the load-

ing curve and G is obtained from the integral under the unloading curve. For a perfectly elastic

system with φe f f =0, Γ= G and there is no ambiguity. Indeed, in most investigations of fatigue the

input energy is taken as the integral under the loading curve (Γ in our notation) and is referred to

as the energy release rate, G . In systems where energy dissipation is quite large, as in the case of

toughened hydrogels, for example, it is conventional to define Γ as the integral under the loading

curve[62], and this is the convention we use here.

The fraction of the total input energy that is elastically available is given by the ratio G /Γ, which in

turn depends on the value of φe f f . This point is illustrated Figure 3.7(b), where we plot this ratio as

a function of φe f f for the two samples for which temperature-dependent data were obtained. The

solid line in this figure is an idealized calculation obtained for the case where the load oscillation is

centered at σ = 0, with half the cycle in tension and half the cycle in compression. In this case we

have δ = δ0 sin(ωt) and σt = σ0 sin
(
ωt +φe f f

)
. The load/displacement curve shown in Figure

3.7(a) is for φe f f = 10◦, and gives G /Γ = 0.58. The idealized relationship obtained by repeating

this procedure for all values of φe f f gives a reasonable approximation to G /Γ, although the details

differ because the load curves in the actual experiments are not perfectly sinusoidal. Our point here

in this section is that part of the increased fatigue resistance observed for samples with enhanced

dissipation depends on the energy available to advance the crack is reduced from Γ to G , and that

this reduction increases with increasing φe f f .

3.3.2.2 Relevant Length Scale for the Stored Elastic Energy

While the effective phase angle provides a useful measure of the available elastic energy, it does

not give a complete picture of the actual energy that is available to promote crack propagation.
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Figure 3.7: Schematic representation of the determination of Wdiss, G and Γ from the load-
displacement curve (a), and the values of G /Γ for the two samples for which temperature-
dependent data were obtained (b). The solid line in (b) is the calculated relationship between
G /Γ and φe f f for the case where the load and displacement are both sinusoidal, as described in the
text.

Conceptually this makes sense since one would not expect all of the elastic energy throughout a

very thick sample to be available to flow and to be immediately released when individual bonds are

broken. Mzabi et al. dealt with this issue by defining a ’local’ energy release rate within a highly

strained region. This energy release rate is defined as the area under the unloading curve, just as the

’global’ value of G determined from the integral under the unloading curve. However, the relevant

energy corresponds to the energy in a relatively narrow region in the vicinity of the crack tip with

an undeformed height of H0, which is much lower than the gauge length of the sample, h0. This

local energy release rate, Glocal , is then given by the following expression:

Glocal = H0

ˆ
εlocal

0
σ

unl
N dεN (3.6)

Here, εlocal is a characteristic strain in the strain-hardened region in the vicinity of the crack tip,

which is substantially larger than the far-field strain, ε . Even with this increased strain, Glocal is

about 10 times lower than the global value of G because H0 is so much smaller than h0. In the

work of Mzabi et al., H0 ≈ 160 µm, and we expect a similar value in our materials.
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The development of a local strain energy criterion for fracture provides a useful framework for

interpreting results related to fatigue and fracture of elastomeric systems. Note that because the

strains in the crack tip region are much larger than the far-field strains, the value of φe f f describing

the relationship between stored and elastic energy in this region should also correspond to these

much larger strains. In general the length scale, H0, will be determined by a range of factors

including the filler level, filler interactions, etc., and can be obtained from local probes of the strain

field using, for example, digital image correlation as in the original paper by Mzabi et al [17].

More detailed investigations of the deformation within the crack, obtained either during crack

propagation [57, 63]or by imaging the morphology of the sample surfaces after crack propagation

as describe below, may also provide some information related to this length scale.

A common way to describe the fatigue fracture behavior of elastomers is to plot the crack propaga-

tion rate, da/dn, against the input energy, Γ, in a double logarithmic plot. At relatively large values

of Γ, a power law relation can be observed [17, 18, 24]: da/dn = AΓα +B, where A, B and α are

fitting parameters that can be used to characterize the material fatigue resistance and Γ is given by

Eq. 3.1. However, as mentioned above, G serves as a more accurate expression for the stored elas-

tic energy at the crack tip than Γ, and so we expect G to be a better measure of the actual available

energy to propagate the crack. The term G /E is a general physical length scale used to describe a

state where the material elasticity and fracture energy can couple to create new surfaces[1, 16, 64].

The elastic modulus, E, taken as the low strain modulus accounting for the strain softening due

to the Mullins effect can sensibly be assumed to correlate with the concentration of bonds or ma-

trix/filler interactions that need to be disrupted in order for fatigue cracks to propagate. Because

the length scale of the highly deformed region, H0, is difficult to determine unambiguously, it is

useful to develop an empirical criterion involving quantities that are measured directly in a fatigue

experiment. Here we normalize G /E by h0, the total gauge length of the sample, as an indepen-

dent variable that characterizes the far-field strain in the material, far from the crack tip. Figure 3.8

shows double-logarithmic plots of da/dn as a function of both G and (G /(Eh0)) for both types
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of rubber samples. It can be observed in Figure 3.8 (d) that the data of NR samples with different

composition at different temperatures overlap with each other and show a uniform trend. For these

samples da/dn can be approximated from the following simple expression:

da
dn

= a0

(
G

Eh0

)1.5

(3.7)

where a0 ≈ 2µm for the NR samples. Eq. 3.7 can also be used to describe the fatigue data of the

SR samples at room temperature, with a0 ≈ 8µm. Deviations from this power law behavior are

observed for the SR samples at higher temperatures. We attribute these deviations to changes in the

crack propagation behavior, similar to the transition between ’smooth’ and ’rough’ cracks observed

in the gel fracture behavior of Seitz et al.[16] We observe a similar morphological transitions in

our experiments, as described in more detail in the following section.

3.3.3 Fatigue Crack Surface

From Eq. 3.7 we can define a value of a0 for each experiment, using measured values of da/dn,

G , E and h0. For each of the NR samples a value of close to 2 µm is obtained for a0. Images of

the fracture surfaces for the NR samples are all similar to one another for these samples (shown

in supplemental information), indicating that there is no mechanistic transition as G is changed.

The situation is different for the SR samples. Figure 3.9 shows the fatigue crack surfaces on the

SR-F37-C0.8 samples at ε = 0.4, which are the samples collected along the black dashed line in

Figure 3.7(b). The temperature for each fatigue experiment, the corresponding measured values of

φe f f and the calculated values of a0, are indicated on each figure. Different crack morphologies

are observed in SR samples depending on the temperature of the experiment. At all temperatures

tested, the morphologies show a step-like pattern, and the local-scale roughness is higher at low

temperature while it becomes locally smoother at higher temperature. At 100◦C, most patterns
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Figure 3.8: Logarithmic plots of crack propagation rate as a function of stored elastic energy G
(a, c) and normalized stored elastic energy G /(Eh0) (b, d). The dashed black line in (b) shows
the locations of the data points of sample SR-F37-C0.8 at different temperatures that provides the
fracture surfaces in Figure 3.9. The dashed red lines in (b) and (d) show the power law relation in
Eq. 3.7.
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disappear and form a smooth surface. This behavior differs from that of the NR samples, which

show uniform roughness at all temperatures tested. This type of cross-hatched pattern has been

observed previously in fractured surfaces of elastomers[65–70], with its appearance thought to be

correlated to the speed of crack growth[69–71]. Gent et al. [65]and Krishnan et al. [72] proposed

that the crosshatched pattern is created by non-colinear secondary cracks ahead of the crack tip that

eventually reconnect with one another. The morphology transitions in the gel fracture experiments

of Seitz et al. [16]were attributed to a certain threshold value of G /(Eh0), that causes elastic

instability and stress anisotropy at crack front. We see similar transitions in the fatigue crack

propagation data for the SR samples, with increasing values of a0 corresponding to smoother

fracture surfaces.

Energy dissipation during crack propagation is controlled by processes occurring over different

length scales, with much of the energy dissipated in a ’crack-related dissipation zone’ [1]. The size

of this zone is usually given by ≈ G /E, or ≈ 250 µm for the SR samples shown in Figure 3.9. This

length scale and the height of the concentrated strain energy near the crack tip, H0, are within the

same order of magnitude. Persson et al. stated in their work that excess elastic energy in rubbery

materials can be dissipated by increased surface roughness, increasing the surface energy stored on

the crack surfaces [41]. Our hypothesis is that the power law behavior of Eq. 3.7 is representative

of a set of tests where the roughness is relatively constant, with deviations in the roughness leading

to different values of a0. The situation is more complicated in a highly viscoelastic material like

the ones investigated here. Figure 3.10 shows the fracture surface change at the same temperature

(55◦C) but different values of G /(Eh0). For higher G /(Eh0), we observe a gradually decreasing

local roughness. This roughness decrease is analogous to the transition from ’rough’ to ’smooth’

cracks observed in the gel fracture experiments of Seitz et al.[16]. The more gradual nature of

the transition in the experiments described here is likely due to the much stronger viscoelastic

character of these materials.
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22°C

a0 = 5.6 μm
Φeff = 13.1°

da/dn = 21.1 nm/cycle

200μm 40°C

a0 = 7.6 μm
Φeff = 11.2°

da/dn = 30.3 nm/cycle

200μm 55°C

a0 = 11.5 μm
Φeff = 10.5°

da/dn = 55 nm/cycle

200μm

70°C

a0 = 130 μm
Φeff = 9.1°

da/dn = 474 nm/cycle

200μm 85°C

a0 = 204 μm
Φeff = 7.9°

da/dn = 963 nm/cycle

200μm 100°C

a0 = 248 μm
Φeff = 7.2°

da/dn = 1203 nm/cycle

200μm

Figure 3.9: Fracture surfaces for a silicone rubber sample SR-F37-C0.8 after fatigue crack growth
propagation at different temperatures, with ε = 0.4. The crack growth direction is from right to
left in each case.
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strain 0.3 55°C
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B

C
D

E

A

C D E strain 1.0 55°Cstrain 0.8 55°Cstrain 0.6 55°C

a0 = 36.6 μm
Φeff = 11.4°

da/dn = 458.0 nm/cycle

a0 = 20.5 μm
Φeff = 12.9°

da/dn =836.1 nm/cycle

a0 = 19.9 μm
Φeff = 12.6°

da/dn =1095 nm/cycle

a0 = 8.0 μm
Φeff = 10.3°

da/dn =13.7 nm/cycle

strain 0.45 55°C

a0 = 20.7 μm
Φeff = 10.4°

da/dn =113.6 nm/cycle

B
55°C

Figure 3.10: Fracture surfaces of silicone rubber sample SR-F37-C0.8 at the same temperature
(55◦C) at different strain amplitudes. The crack growth direction is from right to left in each case.



51

3.4 Conclusion

We have performed temperature and composition-dependent fatigue experiments on silicone rub-

ber and used natural rubber as a comparison. We have determined the correlations between stored

elastic energy (G ) and the input energy (Γ) during large-strain deformation. A strain-dependent ef-

fective phase angle, φe f f , was introduced to characterize energy dissipation in the materials during

cyclic loading, and this correlates well with the relationship between G and Γ. In the linear vis-

coelastic regime, φe f f reduces to the phase angle determined from traditional dynamic mechanical

analysis (DMA). For the silicone rubber samples φe f f is only weakly dependent on the strain am-

plitude, and the change of filler or crosslinker level does not change φe f f . The strain dependence

of φe f f for the natural rubber samples is much more substantial, increasing from ≈ 0 in the linear

elastic regime to ≈ 5◦ for strain amplitudes of 20% or larger for natural rubber filled with carbon

black. Higher filler contents strongly increase the energy dissipation in natural rubber, though still

lower than the silicone rubber samples, increasing φe f f from ≈ 2◦ to ≈ 9◦.

Different responses to fatigue tests were observed for both elastomers. For natural rubber, both

da/dn and φe f f are nearly independent of temperature in the temperature range (22◦C - 70◦C) that

we investigated, and its fatigue data overlaid well onto a power law relation with an power law in-

dex of 1.5 relating the fatigue growth rate, da/dn, to the normalized stored elastic energy, G /(Eh0).

For SR the same relation and power law index can be observed at low values of G /(Eh0), with

higher fatigue growth rates observed at higher temperatures. This deviation was attributed to

changes in the crack propagation behavior, with smoother surfaces giving a larger fatigue crack

growth rate at a fixed value of G /(Eh0). Future work in this area should focus on the development

of a more quantitative mechanistic understanding of the relationship between G /(Eh0) and da/dn.

The concept of a local energy release rate, Glocal , as introduced by Mzabi et al. [17] is likely to be

particularly helpful in this respect. We also suggest here that the length scale a0, the prefactor re-

lating da/dn to G /(Eh0) might be connected with length scales directly observable in the fracture
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surface morphology.



53

Chapter 4

Fatigue Crack Surface Morphology Analysis of Elastomers

During a fracture event, the crack tip develop fracture surfaces with distinct surface morphologies.

The intricate patterns of the fracture surfaces as the crack tip traverses through the bulk material

could contain intrinsic information of the crack propagation, and similar to the grooves of vinyl

records, a more detailed overview can be given by studying the fracture surface patterns. We have

observed varied fatigue fracture responses in both types of rubber samples due to the change of

temperature environments and input strains, and have correlated the responses to the change of

energy dissipation and the stored elastic energy during the unloading cycles. In this chapter, the

fatigue fracture surface morphology of the rubber samples from Chapter 3 is investigated through

different image processing techniques. The sample surface morphologies of both silicone rubber

and natural rubber samples tested were captured with an Olympus 3D laser confocal microscope

and reproduced in grey scale for further study. Methods of quantifying the overall roughness and

local roughness are introduced and power spectral density function was utilized to analyze the

step-like patterns for angle detections.

Parts of this chapter were adapted from “Crack Surface Analysis of Elastomers Using Trans-

fer Learning” by Umar Ghumman, Qihua Chen, Vincent D’Angelo, Michael Clark, Jie Chen,

Kenneth R. Shull and Wei Chen; ACS Applied Materials & Interfaces, 2023[73]. The database

and the source code are available at: https://github.com/mail4umar/Crack-surface-analysis-using-

Transfer-Learning.git. This project was funded under the Ford-Northwestern University-Alliance-

Partnership. We would like to thank Alemayehu Admasu, Patrick Blanchard and Devesh Upadhyay

from Ford Research for their support and collaboration. The contents of this work are also included

in the thesis by Dr. Umar Farooq Ghumman, Microstructure Characterization for Analysis and De-

sign of Microstructural Material System, August 2022. In addition, the authors acknowledge Zihao
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Wang for useful discussions.

4.1 Introduction

Silicone rubbers are extensively used due to their durability under different conditions and appli-

cations including cookware, sound damping materials and medical devices. In such applications,

silicone elastomers are often used under dynamic loading conditions, and they often fail due to

fatigue. During a fatigue process, the factor that determines the lifetime of usage is the gradual

growth of minor cracks over long periods of time. The goal of this study is to use image samples

of such surface cracks to build and quantify their relationship with mechanical properties and envi-

ronmental factors. There have already been extensive studies on elastomer viscoelastic properties,

elastomeric fracture and fatigue in order to determine the factors and underlying mechanisms that

influence the process of crack propagation[1, 11, 65, 66, 74]. One such theory of analysis is Linear

elastic fracture mechanics (LEFM) which describes the fracture behavior of brittle materials and

assumes linear elasticity in the bulk material except for the crack tip region where the crack tip

propagation is characterized by the Griffith energetic criterion[11]. The Griffith crack propagation

theory argues that fracture energy Γ is equilibrated by the strain energy G such that Γ = G at the

point of failure. This theory can be extended for soft materials that form blunt crack tips with large

strains and non-linear behaviors at the crack tips. Accordingly, energy dissipation is determined by

different length scales near the highly stretched region of the blunt crack, as described by Creton

and Ciccotti[1]. In the far-field loading zone, bulk energy dissipation occurs, and can be described

by the viscoelastic properties of the material. Details of the crack propagation process dominate

the behavior close to the crack tip. In a small region very close to the crack tip, material dam-

age takes place at the molecular level. The related ridge-like material damage includes cavitation,

fibrillation and the formation of secondary cracks[1, 65], resulting in distinct fracture surface mor-

phologies. For this reason, we hypothesize that images of the fracture surface morphology contain
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information about the fracture process that be mined by subsequent analysis of the fracture surface.

In this study, we focus on previously reported crack surfaces of silicone rubber samples that were

collected from fatigue experiments under different temperatures in Chapter 3. In the previous

work, a change in crack surface morphology under different temperature and loading conditions

was found, that when temperature increases, fatigue samples under the same strain show the tran-

sition from rough, cross-hatched surfaces to smoother surfaces. Here, we aim to identify the corre-

lation between the collected mechanical properties and the observed patterns and to find the most

important determining factors relevant to the formation of the surface morphologies.

4.2 Background

4.2.1 Surface Pattern Analysis

Fracture surfaces are historical imprints of a crack front that has traversed through the bulk mate-

rial. Many studies described their observations and tried to explain the underlying mechanisms. In

the 1950s, Thomas and Greensmith[74] reported the transition from a rough, irregular torn surface

to a smooth surface along with the increase of crack speed in natural rubber and styrene-butadiene

rubber. In addition to the irregular roughness, step-like, faceted surfaces were also found to com-

monly exist in amorphous materials, forming so-called crosshatch patterns[16, 66, 71], and they

usually come with specific angles[67, 69]. There have been many attempts by researchers to estab-

lish correlations between the patterns on the surfaces of cracks in materials and their mechanical

properties. Seitz et al. [16] and Baumberger et al.[67] attributed to the strong anisotropy gener-

ated with certain angles in the stress field[16, 67, 68]. Gent et al., Tanaka et al., and many other

researchers elucidated by discussing the mode mixites and the intersection of secondary cracks

ahead of the tip [65, 66, 68–70]. Wang et al. and Kolvin et al. focused on the energy equilibrium

relation G = Γ to elucidate the effects of energy flow at the crack tip and explained the cause of the
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morphology of crack surfaces and successfully explained the formation of microscopic branching

in the crack dynamics[69, 75, 76].

Despite extensive discussions on fracture surfaces, the scope of the discussions is largely confined

to the fast fracture of gels or crosslinked elastomers, with only limited attention given to fatigue

experiments. Additionally, the time-consuming nature of fatigue experiments makes it challenging

to generate a substantial amount of standardized and systematic data for a thorough study of the

fatigue behavior of materials. Learning the fatigue fractography will not only help build a better

correlation between the measured mechanical responses of the material and the created surface

pattern, but also offers the possibility to predict fatigue properties from a fracture surface in future

applications, potentially reducing the repetition of similar fatigue studies. In light of this, the char-

acterization of surface roughness is a crucial step in quantifying the texture of a surface. By obtain-

ing accurate information about the surface roughness, valuable insights can be gleaned for a deeper

understanding of the underlying physics. Several concepts are employed to define the roughness

of a surface in a quantitative manner, taking into account the diverse height differences present on

rough surfaces. These parameters include Maximum Profile Height (Rp), Maximum Profile Valley

Depth (Rv), Maximum Peak-to-Valley Height (Rz), Skewness (Rsk), Arithmetic Mean Height (Ra),

and Root Mean Square Average of Profile Height (Rq). Among all the calculation methods, the Ra,

and Rq are most commonly used. While each of the roughness characterization parameter has its

own physical significance, the usage of power spectral density offers a more source of information

for further analysis.

4.2.2 Power Spectral Density Function (PSD)

The Power Spectral Density (PSD) function is a widely used signal processing technique for char-

acterizing the distribution and extracting important information from a series of signals, such as

sound or surface roughness. This technique employs the Fourier transform to decompose the sig-
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nal or time-series data into various wavevectors, s, allowing the energy distribution across different

frequencies to be determined. By generating a series of sinusoidal waves that hold information at

various scales, PSD provides a comprehensive analysis of the signal. For example, PSD can be

used for human voice detection and noise filtering [77, 78]. Moreover, PSD has been employed in

image analysis techniques. The PSD of a surface produces a 2-dimensional surface in frequency

space, with each point in the space assigned the coordinate (u,v) that represents a sine wave of

frequency
√

u2 + v2 from the DC-value of the frequency space (0 frequency). As a frequency

datapoint is where the frequency intensity changes the most, the 2D PSD frequency distribution

displays the direction of the patterns in the image in orthogonal directions. The more regular and

stronger the pattern, the more distinguishable it is as a "line" in the frequency space. When a pat-

tern occurs to be higher frequency, it generally contains smaller scale information. On the other

hand, the low frequency regime focuses on the larger contour of the image.

Many researchers have successfully used power spectral density to describe and analyze a surface

captured from high-resolution microscope[79–81] by radially averaging the isotropic surface. The

PSD approach offers distinct advantages beyond merely calculating roughness parameters of the

surface, because it reveals statistical information in both lateral and longitudinal directions on

the surface, while other roughness characteristic parameters only consider vertical information.

This causes surfaces with the same roughness to exhibit very different topography, leading to

inaccuracies[79, 82]. Assuming real-world situation that a rough surface scan is composed of

discrete height information in each pixels, the forward and reverse discrete Fourier transforms

(DFT) is more generally used in analysis, and a surface height profile can be expressed as:

h̃qx,qy = lxly ∑
x,y

hx,yei(qxx+qyy) (4.1)

here hx,y is the height profile of the surface, qx,qyrepresents the frequency space axis, lx, ly are the

pixel size, also expressed as the ratio between the number of grid points over the image edge length
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lx = Nx/Lx, ly = Ny/Ly. The 2-dimensional PSD can be defined as:

C2D
qx,qy = A−1|h̃qx,qy|2 (4.2)

where A = LxLy is the surface area.

4.3 Materials and Methods

4.3.1 Materials

The materials used in these investigations, and the methods for conducting the fatigue experiments

have been described in Chapter 3. The samples used for this study are filled silicone elastomers

with a range of filler contents, investigated at different temperatures and different fatigue loading

conditions. (Samples SR-F37-C0.8).

4.3.2 Data Acquisition

The fatigue crack surfaces were visualized with an Olympus 3D laser confocal microscope with

a 10× objective lens. Figure 4.1shows the schematic of the setup. For each rubber specimen,

multiple square-shaped crack surface images can be collected depending on the crack length after

the fatigue experiment. Each image has a dimension of 1024 × 1024 pixels (~ 1.2 mm length).

Figure 4.2 shows a set of representative sample images of one intensity image and one height

image. Intensity image captures the brightness and luminance change of the figure, therefore

recording details based on light source quality. Here, only height images are used for the machine

learning process because the height images are presented in color gradients based on the height

variations in 3-dimension. In addition, a datafile of the height data can also be exported so that
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Figure 4.1: The experimental setup. (A) Model I fatigue test in pure shear geometry. The middle
white area is the test area. An initial pre-crack ‘a’ was introduced before the fatigue test. (B)
Schematic of the fatigue crack surface observation process using a 3D microscope.

the height image can be reconstructed using coding tools. Figure 4.2 shows a sample sets of an

intensity image and a height image captured from a surface.

4.3.3 Data Processing

A complete mechanical property analysis of the same dataset can be found in Chapter 3. Its

mechanical behavior is summarized in short in this section. The cyclic displacement will generate

hysteresis loop on a stress-strain plot, with the area between the loading and unloading curve

showing the amount of energy dissipation. From the small strain regime of the loading curve

during the cyclic displacement, the effective elastic modulus E can be obtained from the slope

of the stress-strain curve. The modulus E decreases with the increase of strain amplitude due

to the Mullins effect and can be thought to be related to the concentration of bonds/matrix-filler

interactions required to be damaged for fatigue crack propagation. The fatigue fracture behavior is

described by plotting the crack propagation speed da/dn (nm/cycle, n is cycle number) as a function

of the input energy Γ. In Chapter 3 we further proposed to plot the crack speed da/dn as a function
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Figure 4.2: Sample sets of one intensity image (A) and one height image (B) from a 3D scan.

of G as the stored elastic energy at the crack tip. The silicone rubber fatigue data points overlaid

onto a power law relation at room temperature (22◦ C) with a power law index of 1.5, while the

high temperature data points deviated from the power law relation:

da
dn

= a0

(
G

Eh0

)
1.5

The fracture surfaces have different features as illustrated in Figure 4.3. These include the pattern

formed by ridges that are formed by the intersection of multiple crack surfaces during the fracture

process [5–7] . These patterns are most clearly observed in Figure 4.3(B). These ridges have

a characteristic height, and the regions between the ridges also have a characteristic roughness,

shown most clearly in Figure 4.3(C).

4.3.3.1 Surface Area Calculation

In order to study the relation between the energy dissipation conditions and the fracture surface

roughness of the silicone rubber, surface area are calculated based on the height profiles. Each

figure is cropped according to its actual cross-sectional area so as to exclude the height values that

the microscope recorded off the sample. In addition, the absolute height values are not all the same
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Figure 4.3: Characteristic features of a fractured surface of filled silicone rubber. (A): Grey scale
height image of a silicone rubber sample. The red line is a line scan that provides 1D height
information(C). (B): Binarized image highlighting the step-like patterns formed by the intersection
of competing crack fronts during the fracture process. (C): Local roughness computed by scanning
the red line over the original image in (A).
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for all samples, as the baseline value of the height measurement is varied for each scan. To avoid

the effects of the inconsistency, the surface area is calculated as the summation of the pixel-to-pixel

height difference plus the surface dimension (length × width). After the summation, the surface

area is normalized by the surface dimension. For each silicone rubber sample tested in a fatigue

experiment, 2-9 figures are captured based on the crack length, providing an error range for the

calculation.

4.3.3.2 Power Spectral Density Function

The PSD of each image was calculated by performing a Fast Fourier Transform (FFT) on the post-

processed data. To dampen spectral leakage caused by the fact that height data cannot be repre-

sented by a periodic function, a Hann window was applied after the FFT. This involved multiplying

a periodic windowing function to the non-periodic data, resulting in the removal of boundary dis-

continuity on the edge of the images. The squared FFT was then normalized by the size of the

image to obtain a 2-dimensional PSD as shown in Eq. 4.2.

4.3.3.3 Step Pattern Angle Measurement

The computed 2D PSD is suitable to detect larger scale pattern shown on the fracture surface im-

ages. Figure 4.4 (A) demonstrates an example of a fracture surface with distinctive step-like pattern

(shown as grayscale image reproduced from a height profile document) and its corresponding 2D

PSD that was processed as described above in Figure 4.4(B). The pattern in the center of the 2D

PSD plot indicates the presence of distinctive, larger scale patterns. Due to the parallel nature of the

step-like patterns, the 2D PSD signals are strong enough for an angle measurement to suggest that

there is a preferred direction for the pattern[67]. Angle-dependent power spectral density function

APSD is calculated using the following equation:
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Figure 4.4: (A): A sample surface height profile in greyscale with distinctive step-like pattern and
(B) the corresponding 2D power spectral density figure with the “X” pattern capturing the step-like
pattern.

APSD =

ˆ 92◦+θ

88◦+θ

ˆ Rmax

Rmin

|h̃(q)|2rdrdφ (4.3)

where −90◦ < θ < 90◦, h̃(q) is the 2D PSD in q space. Eq. 4.3 is integrating the 2D PSD about

angle θ +π/2 over an angular sector of 4◦within the wavelength range r ∈ [Rmin,Rmax], which is

also the the radius from the center of 2D PSD[67]. Figure 4.5 shows the illustration of the APSD

calculation on a 2D PSD plot.

4.4 Results and Discussion

4.4.1 Surface Area and Energy Dissipations

The surface area of each rubber fatigue surface sample is compared with the effective phase angle,

which quantifies the energy dissipated from each cycle of oscillation. Figure 4.6 shows the normal-

ized surface area calculated following the principle in section 4.3.3.1 as a function of the effective
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Figure 4.5: Illustration of the calculation of angular power spectral density function APSD. The
pink and yellow dashed line indicates the boundary of the range of θ : −90◦ < θ < 90◦, and the
corresponding colored sector indicates the actual integrated area of the 2D PSD plot for APSD.
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phase angle, which is obtained from the mechanical responses of the cyclic fatigue measurements

using the equation sinφe f f =
4
´

Pdδ

πP0δ0
, where P and δ are the measured load and displacement val-

ues and P0 and δ0 being the peak-to-peak amplitudes. A temperature dependence of φe f f is found

that the bulk energy dissipation decreased when energy increases, with the room temperature φe f f

ranges 12.8◦ < φe f f < 14.4◦ at 22◦C and higher temperature φe f f ranges 6.4◦ < φe f f < 10.1◦ at

100◦C. We have observed a correlation between the normalized surface area and φe f f , indicating

that higher viscoelastic dissipation in the material results in a greater surface area. According to

existing literature, when extra energy is expended beyond what is required for Griffith’s criterion

for a planar crack, it is dissipated through the creation of a rougher surface. In figure 4.6, as the

SR rubber becomes more dissipative at lower temperature, the fatigue fracture surface increases

to dissipate extra energy during a crack propagation[83]. To quantify the relationship between the

normalized surface area and φe f f , a linear regression analysis was performed, shown as the extrap-

olating line in Figure 4.6. The slope of this linear fit line is 0.26, and the intercept is 1.73. If the

material is perfectly elastic, φe f f = 0, and the normalized surface area is expected to be close to

1.73. The stored elastic energy available from the total energy input can be expressed as G /Γ, and

when we compare this quantity with the calculated surface area, it is better illustrated in Figure

4.7 that a larger portion of the stored elastic energy compared to the total energy release rate will

result in lower surface area, and smoother surface. As higher temperature decreases the toughness

of the material and makes the material less energy dissipative, it changes how the excessive energy

dissipated at the crack tip, wither by creating rougher fracture surface or emission of elastic waves

from the crack tip, increasing the crack velocity[83].

The symmetric angles of the step patterns are examined throughout the whole dataset by using

Eq. 4.3 to calculate the APSD when a step pattern is obvious to observe. Baumberger et al.

[67] showed the anisotropic features of mode I crack morphologies of gelatin slabs to have two

symmetry-preserving maxima for θ = ±θm. Here our sample present consistent behavior as re-

ported in literature. Figure 4.8(B) shows the calculated APSD value normalized by the total APSD



66

Figure 4.6: Normalized surface area as a function of the effective phase angle.

Figure 4.7: Dependence of stored elastic energy compared to the energy release rate of the nor-
malized surface area.
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Figure 4.8: (A): Visualization of the angle detection of the surface morphologies using 2D PSD.
(B): Normalized APSD (shown as ’signal’ on y axis) as a function of the angle θ . The strong signal
peaks represent the angles at which the step pattern varies the most.

of all angles and is presented as y axis signal. The APSD exhibits two prominent peaks at −22◦

and 31◦, which are also observed in the representative cross-hatch in Figure 4.8 with the horizontal

line serving as the reference for 0 degrees. With the same analytical criteria, Table 4.1 collects

all the examined angle values from figures with distinctive cross-hatch/ step-like patterns. The

results reveal that for silicone rubber samples tested under different conditions during a fatigue

test, the symmetry-preserving maxima angles are independent of both strain amplitude and tem-

perature. The mean angle between the corners of the step patterns was found to be approximately

50◦, with a low standard deviation of 4.52 across all samples. In comparison, another more brittle

silicone hybrid material was found to have a larger mean angle between step corners of 65.8◦, with

a standard deviation of 6.4. The natural rubber samples are not discussed here, as all the sam-

ples do not show a distinguishable step-like pattern. The observation of different angles between

cross-hatch/step-like patterns in various materials suggests that this may be a material-specific

mechanism for dissipating energy by forming secondary cracks ahead of the primary crack tip, as

proposed in previous studies [66, 71].

In addition, the formation of step-like pattern has been reported to be velocity dependent[16, 69].
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Strain T (◦C) Angles (◦) Total Angle (◦) Mean Standard Deviation

0.3 100
-20, 31 53

50.4 4.52

-20, 30 50

0.4
85 -20, 33 53

100 -30, 23 53
0.8 100 -37, 3 40

0.45

22
-23, 22 45
-35, 18 53

70
-14, 35 49
0, 55 55

85
-18,30 48
-12,38 50

100 -24,32 56
Table 4.1: Step pattern angle detection from crack interfaces which show distinctive step-like
patterns.

Figure 4.9 shows a qualitative illustration of the observed surface patterns, which are categorized

as one of three types: smooth with stepped patterns, rough with no steps and a mixed pattern

with features of the other two. The bottom three figures show representative surfaces for the

three categories. It is observed that the formation of the first type of sample (smooth with stepped

patterns) is correlated with the crack advance per cycle, being observed for da/dn above about 400

nm/cycle. This is consistent with the reported observation of Seitz et al.[16] that cracks transform

from rough to smooth with increasing speed.

4.5 Crack Surface Analysis of Elastomers Using Transfer

Learning

In addition to the discussion above, machine learning techniques such as transfer learning is

adopted to analyze the fractography of the fatigue crack surfaces. More detail can be found in

[73]. In this study, a Transfer Learning (TL) based approach is developed to augment crack-surface

analysis of complex microstructures with limited image data, where the surface morphology can-
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Rough, no steps mixed pattern smooth, stepped

Figure 4.9: Qualitative visualization of the surface pattern distribution of the samples. Top plot:
Relationship between the crack advance per cycle and the normalized crack driving force. The
symbol shapes indicate the type of surface pattern observed and symbols with the same color were
performed with the same strain amplitude. Bottom figures: representative images illustrating the
three types of surface patterns, obtained for a strain of 0.45 and a temperature of 22◦C (left), 70◦C
(middle), or 100◦C (right).
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not be characterized in a straightforward way. To use TL for surface feature-property mapping,

a pre-trained model is pruned to retain the pre-trained weights of the convolution layers so that

only a few weights of our custom layers are needed to extract relevant underlying microstructural

features with limited data. The extracted features are determined based on how strongly they are

correlated with the properties of interest. This technique is first applied to a test dataset for which

the microstructures are created using the spectral density function (SDF), and the optical proper-

ties are calculated by physics-based simulations. Even on a small dataset of 224, a 90% test R2

value is able to be achieved, demonstrating the effectiveness of the approach. Next, the framework

is applied on the crack surface of silicone rubber to achieve two goals: (i) to analyze the surface

and calculate correlations of crack surface with different properties, and (ii) to build a predictive

model that can estimate the input conditions responsible for the crack surface. For (i), we were

able to quantify the relationships between the two patterns (ridge-like patterns and smaller-scale

roughness) with properties of interest associated with fatigue fracture behavior. For (ii), we built

predictive models by adding strain, and temperature data to the height images, giving a test R2

accuracy of 0.85, which indicates that the surface pattern change is most relevant to da/dn, which

is the crack propagation speed. This accuracy is achieved with only 194 images of which only

70% are used as training, which shows the efficacy of the approach. With more data, we anticipate

building an more accurate model.

4.6 Conclusion

In this chapter, we analyzed the crack surface morphologies of silicone rubber fatigue test samples

from Chapter 3 using various approaches. It is shown that as temperature increases, the energy

dissipation of the silicone rubber decreases, and the fatigue crack surface area decreases, indicating

that less energy has been distributed to create more surface roughness. We have also used power

spectral density function to quantitatively calculate the symmetry maxima angles along the crack
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propagation direction in the fatigue tested samples. We believe that the angles are generated by

secondary cracks ahead of the crack tip and their magnitudes are material-dependent. Additionally,

we also manually characterize the surface patterns and present the qualitative visualization on the

crack propagation rate as a function of the far-field strain G /Eh0 and we found that the step-like

patterns are most likely to appear when da/dn is above 400 nm/cycle. We then utilized machine

learning technique and validated that the surface pattern of silicone rubber fatigue samples are

most relevant to the crack speed with a 0.85 prediction accuracy of the model.
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Chapter 5

Interpretation of Bulk and Adhesive Fatigue Damage in

Pressure-Sensitive Adhesives

This project is supported by 3M company. We would like to thank Evan Breedlove, Joel Abraham-

son and the AMX Lab at 3M for their support and collaboration. Additional adhesive fatigue tests

are included in the Appendix B.

5.1 Introduction

Pressure-sensitive adhesives (PSAs) are ubiquitous bonding agents that rely primarily on van der

Waals interactions to adhere to a wide range of surfaces. PSAs find diverse applications in daily

life, including packaging, building construction, automotive and electrical appliances. These adhe-

sives are typically composed of lightly crosslinked acrylic copolymers with a low glass transition

temperature (Tg), and are often formulated with small molecule tackifiers to enhance their bond-

ing capability to various surfaces[3, 84]. Like other elastomeric materials, PSAs are expected to

withstand repeated shear loading over an extended periods of time. For example, PSAs used for ad-

hesive hooks experience steady-state creep over long periods of time when holding heavy objects,

and may also experience vibrations or other variations in load during use. Therefore, developing

a reliable way to characterize the fatigue behavior of the PSAs becomes crucial during the design

and manufacturing processes of the adhesive products.

In spite of its importance, methods for characterizing the fatigue behavior of soft adhesives are

limited. Many measures have been adopted to quantify the mechanical properties of PSAs via

adhesion tests including peeling tests[9, 85–87], dynamic overlap shear tests[88–90], and probe

tack tests[1, 3, 26–28, 31, 91, 92]. Very few of these methods have focused on quantifying the fa-
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tigue behavior of PSAs. Other studies have focused on the fatigue and crack behavior of structural

adhesives on adhesively bonded joints[93, 94], which usually exhibit high bond strength, creating

permanent bonds that requires different comprehensive curing process, such as heat, UV light or

other chemical reactions. These test methods are designed for rigid materials and are difficult to

apply to a soft adhesives, however. To cope with this challenge, industry professionals often rely

on folding machines to evaluate fatigue life and material property changes for lightly crosslinked,

soft PSAs[10]. These folding machines subject the adhesives to repeated folding events to sim-

ulate the bending conditions experienced in real-world applications. These measurements do not

capture the full stress/strain response of the material and cannot readily be interpreted in a way

that can guide adhesive design. This lack of detailed data highlights the need for a more reliable,

affordable and achievable testing method to better address the fatigue behavior of PSAs.

The present discussion examines two distinct failure modes of PSAs: cohesive failure and adhe-

sive failure. Cohesive failure refers to the rupture of internal bonds within the bulk material of the

PSA, while adhesive failure takes place at the interface between the two joined surfaces[9]. Since

both cohesive and adhesive failure modes can occur during the extended use of PSAs, it becomes

essential to thoroughly investigate their fatigue behavior in both scenarios. This work aims to ex-

amine both the bulk and interfacial properties on PSAs under large strain cyclic loading, providing

a comprehensive picture of their fatigue behavior. Our approach presents a more cost-effective

and alternative solution for obtaining preliminary fatigue data in the industry, offering a reliable

baseline to assist with product selection and formulation optimization.



74

5.2 Materials and Methods

5.2.1 Materials

The PSAs used in this work are commercial 3M
TM

Contrast Enhancement Films (CEF35 and

CEF05) which were used as received. Both samples are acrylic-based, unfilled, lightly crosslinked

PSAs with an adhesive layer thickness of 50 µm.

5.2.2 Dynamic Mechanical Analysis (DMA)

To gain insight into the mechanical behavior of the sample within the linear viscoelastic regime,

dynamic mechanical analysis (DMA) was conducted. The analysis included a temperature sweep

test, a frequency sweep test, and a strain sweep. For the temperature sweep, the samples were

oscillated at 1 Hz between −44◦C and 120◦C for CEF35 and −50◦C to 50◦C for CEF05. For

the logarithmic frequency sweep, both samples were tested between 0.01 Hz to 15 Hz at room

temperature. Both the tests were carried out utilizing a torsional geometry on samples of 1 mm

thickness with an 8 mm diameter. The applied strain amplitude was kept at a 0.01%. During the

strain sweep, the samples were cut into dimensions of 3 mm × 1 mm × 30 mm and characterized

using DMA (TA Instruments RSA G2). The test were performed at 2 Hz under room temperature

(23◦C) with the strain amplitude ranging from 0.01% to 10%. All samples were soaked for 60

seconds before the measurement.

5.2.3 Bulk Fatigue

Pure shear geometry is commonly used to investigate fracture and fatigue behavior of materials[33,

73, 95]. In this study, uncut pure shear PSA samples were utilized for the sinusoidal cyclic fatigue

damage in the bulk of the material [2, 19]. To achieve detectable load values for the 200N load
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cell, the samples were laminated with 16 layers, resulting in a total thickness of 0.8 mm. Samples

with a length ℓ0 of 25 mm and a gauge height (h0) of 5 mm were loaded into an ElectroForce

Linear motor from TA instruments (Figure 5.1(a)). During each round of testing, the samples were

subjected to a displacement-controlled sinusoidal strain amplitude of 150% for 3600 cycles at a

frequency of 2 Hz, shown in figure 5.1(b). Then, the samples were set to rest at 0 displacement

for 30 minutes. The samples recovered their original shape during this recovery phase. sEach step

of testing and resting counted as one round, and this process was repeated six times to assess the

material’s fatigue response under repeated elongation. After the sixth round, the samples were

allowed to recover at 0 displacement for another 48 hours before undergoing another three rounds

of testing with the same procedure. Figure 5.1(c) shows a graphical illustration of the described

testing procedure. The 48-hour recovery time was introduced to reduce the strain-softening effect

to the greatest extent feasible. The subsequent three rounds of testing were conducted to determine

whether the observed fatigue behavior was permanent or not.
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(a) (b)

(c)
3600 

Oscillation

Round 1 Round 2
…

Round 6 Round 7,8,9

48h
Recovery

30 min

Figure 5.1: Experimental setup for the pure shear fatigue damage tests (a), displacement-
controlled loading profile (b) and the total 9 rounds of oscillation-rest testing procedure with the
corresponding shape change due to creep behavior (c)

5.2.4 Adhesive Fatigue

Axisymmetric adhesion tests were performed with a hemispherical glass indenter with a radius of

3 mm. The glass indenter was connected to a load transducer (Honeywell, 1 kg) and a piezoelectric

stepping motor (Burleigh) capable of velocities ranging from 4.0 nm/s to 2.0 mm/s. Displacement

was monitored using an optical sensor (Philtec) with submicrometer sensitivity. To perform each

test, the pressure-sensitive adhesives (PSAs) were applied to a thick glass slide and then placed

under the indenter. A microscope (Zeiss, Axiovert 100A) was placed beneath the setup to pro-

vide optical imaging of the adhesion process. The precise control of motor movement and the

acquisition of data were achieved through a computer program written in MATLAB[31].
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5.2.4.1 Probe-Tack Test

In a probe-tack test, the hemispherical indenter was brought into contact to the PSA at 1 μm/s

moving speed in compression at ~ 25mN to ensure a consistent contact area. After a fixed dwell

time, the indenter was lifted up at different strain rates to measure the detaching behavior from

the PSA surface. Throughout the experiment, the force, displacement, contact area and debonding

morphologies are captured in real-time. Figure 5.2shows the schematic and the corresponding

force-displacement behavior at each step during the probe tack test. Different strain rates were

applied (ε̇ = 0.01, 0.05 0.1, 0.5, 1.0 s−1) to observe the strain-rate dependencies of the two PSAs,

where the strain rate ε̇ = v/h, the quotient of the probe rate v and the film thickness h.

P

d

P

d

P

d

Figure 5.2: Experimental setup, procedure and the corresponding load-displacement profile for
the probe tests.
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5.2.4.2 Large-Strain Cyclic Adhesion Test

To investigate the stability and reliability of the PSAs under large cyclic strains, two types of

cyclic adhesion tests were performed: the repeated probe test and the triangular wave test. During

a repeated probe test, the same probe-tack test described above was performed 10 times at the same

location on the adhesive surface. In each repetition, the strain rate was kept constant at 0.5 s−1 and

the indenter was lifted up until fully detached from the surface. The purpose of the repeated probe

test was to simulate potential debonding process of PSA during practical usage, and the change

in total work of adhesive was tracked over multiple repetitions. For the triangular wave test, the

indenter was first indented on the PSA surface to a maximum compressive force of ~ 25 mN, then

oscillated at a slower strain rate (0.5 s−1) with increasing strain amplitude. The oscillation was

stopped until the debonding process was fully complete.

5.3 Results and Discussion

5.3.1 Dynamic Mechanical Analysis (DMA)

The dynamic mechanical analysis (DMA) data for both PSAs were obtained over a range of tem-

peratures at frequencies from 0.01 Hz to 15 Hz . Master curves for the magnitude of the complex

modulus (part a) and phase angle (part b) are shown in Figure 5.3, using 25 ◦C as the reference

temperature. Tre f . No vertical shifts of the data were applied and the frequency shift factors used

to shift the data are plotted in Figure 5.3(c). The glass transition temperature Tg is operationally

defined as the temperature where φ is maximized at a frequency of 1 Hz. In this way we obtain

Tg=−45°C for CEF35 and Tg = −10°C for CEF05. As depicted in Figure 5.3(c), the shift fac-

tors along with their corresponding temperatures can be adapted to fit the Vogel-Fulcher-Tammann

(VFT) relation, which is expressed by Equation 8.2.
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ln(aT ) =− B
Tre f −T∞

+
B

T −T∞

(5.1)

Table 8.1 lists the values of T∞ and B for each PSA under consideration.

Table 5.1: VFT parameters for the PSA samples.

B (K) T∞ (◦C) Tg (◦C)
CEF35 2282 -123 -45
CEF05 4597 -130 -10

Figure 5.3: DMA master curves at 25 ◦C showing the complex modulus |E∗| (a) and phase angle
(φ ) as a function of reduced frequency.

5.3.2 Bulk Fatigue

5.3.2.1 Stress-Strain Curves and Creep

The stress-strain relationships can be analyzed by subjecting the two PSA samples to strain-

controlled cyclic loading. Figure 5.4 shows the the evolution of the full hysteresis loop for both

samples over a single round of 3600 cycles, where the maximum nominal strain for each cycle is

1.5. The CEF35 samples are relatively soft, reaching a maximum stress of ≈0.1MPa. the CEF05

samples are stiffer, with a peak stress of ≈0.25 MPa. Notably, both samples show significant strain

softening and creep behavior throughout the 3600 cycles in a single round of cyclic testing. As the

PSAs are unfilled, there are no filler-matrix interactions, and the creep originates solely from the
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chain extension and molecular rearrangement of the lightly crosslinked PSAs. This leads to the

deformation and elongation of the test specimens.

Figure 5.4: Full hysteresis loop depicting the stress-strain relationship change during one round
(3600 cycles) for CEF35 (a) and CEF05 (b).

We define a creep strain, ε0, as the strain that must be subtracted from the actual applied strain in

order to superpose the loading portions of the stress/strain curves obtained during successive oscil-

lations. This creep strain is plotted as a function of cycle number for a given round of oscillations

in Figure 5.5. The creep saturates after about 200 cycles, with about half of this creep occurring

in the first four cycles. Also, note that the stresses in Figure 5.4 are nominal stresses, defined by

dividing the measured load by the undeformed cross sectional area, A0:

σ =
P
A0

=
P

ℓ0w0
(5.2)

The stress/strain curves for subsequent oscillations are obtained by shifting the origin of the strain

axis by the creep strain as described above, while also accounting for the change in the cross-

sectional area of the sample (which is assumed to be incompressible) as a result of the creep:
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σ =
P

h0 · l0
(
1+ εcreep

)
(5.3)

Figure 5.6 shows that the stress/strain curves obtained in this way are relatively consistent through-

out one round of testing, with little change in the calculated modulus.

Figure 5.5: Creep strain as a function of cycle number during a given round of oscillations at 2
Hz.

Figure 5.6: The stress-strain curves after removing the creep effect for CEF35 (a) and CEF05 (b)
during a single round of oscillations.

The creep that takes place during one round of oscillations at 2 Hz is completely recovered during



82

the 30 minute relaxation time between subsequent rounds of testing. As a result, no creep strain

is needed in order to superpose the curves obtained for the first oscillation in each round. We

use complex modulus |E∗| to characterize the sample viscoelasticity instead of simply using the

traditional stress-strain slope at small strain regime, due to the fact that the viscous dissipation

(or the loss modulus, E
′′
), is more significant and is non-negligible in lightly crosslinked PSAs.

The complex modulus is defined using |E∗| = σmax/εmax, where σmax and εmax corresponds to

the maximum stress and strain response from the first oscillation in each round. The change of

complex moduli is illustrated in Figure 5.8. We observe that the complex moduli remains relatively

stable during different rounds. For the both samples, the complex moduli decrease by a minimal

amount after six rounds of testing, both with in 5% range. Although the samples were able to

return to their original shape within 30 minutes, the softening effect persisted for longer times.

After 48 hours of relaxation (between rounds 6-7) the complex moduli of CEF35 samples reached

higher moduli, showing a permanent stiffening effect. Meanwhile, CEF05 continued to decrease

after round 7, suggesting a small degree of damage. Both PSA samples demonstrated favorable

properties maintaining the material shape and mechanical response. The strain sweep data for

both samples are presented in Figure 5.9, where the small strain complex moduli obtained from

DMA are combined with the large strain moduli acquired through pure shear oscillation tests. The

results demonstrate a good agreement between the small and large strain data, with the large strain

data aligning well with the extrapolated line of the small strain linear regime. This confirms the

reliability of the pure shear geometry oscillation test.
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Figure 5.7: The hysteresis loops of CEF35 (a) and CEF05 (b) of the first cycle in the first 6 rounds
of tests.

Figure 5.8: Changes in complex modulus over different rounds for CEF35 and CEF05 (a). A
48-hour relaxation period is applied between rounds 6 and 7, as shown in Figure 5.1(c).
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Figure 5.9: Strain sweep data for CEF35 (a) and CEF05 (b). The complex modulus obtained from
the large-strain pure shear geometry is shown as green triangle ▲ for CEF35 and square ■ for
CEF05.

5.3.2.2 Viscoelastic Dissipation

The viscoelastic dissipation can be quantified using the calculation of an effective phase angle,

φe f f , from the load-displacement response. The value of φe f f can be obtained by using the fol-

lowing equation[33, 61] applied to the first cycle in each round, where the minimum values of the

stress and strain are zero and the maximum values are σmax and εmax:

sinφe f f =
4
´

σdε

πσmaxεmax
(5.4)

This method of determining the phase angle offers a relatable approach for quantifying large strain

energy dissipation, enabling connections and comparisons with the small strain data obtained from

DMA tests, where the stresses and strains are both sinusoidal. Note that φe f f reduces to the usual

viscoelastic phase angle describing the phase lag between stress and strain in this limit of linear

response. The effective phase angle defined in Equation 5.4 provides a generalization that allows

us to operationally define a phase angle in the nonlinear regime where the stress and/or strain are

not ideally sinusoidal. Figure 5.10(a) shows the evolution of the effective phase angles obtained
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from the first cycle of each round. For both materials φe f f increases by 15 - 20% after the first

round of testing (see Figure 5.10(b)). After 48 hours, both PSAs regain their original viscoelastic

response, suggesting that back to their original φe f f , suggesting that the changes are temporary and

reversible. The values of φe f f in Figure 5.10 are consistent with the DMA data shown in Figure 5.3

(a), which indicates that the two PSAs show general viscoelastic properties that behave similarly

under both linear viscoelastic regime and large strain nonlinear regime.

Figure 5.10: Calculated φe f f of CEF35 and CEF05 (a) and their normalized values (b) of the first
cycle in each round. The orange line in (a) shows DMA-measured value of φe f f for CEF35 (16.7◦,
orange dashed lines) and for CEF05 (33.8◦, orange dash-dot lines).

5.3.3 Adhesive Fatigue

5.3.3.1 Work of Adhesion

The work of adhesion can also be obtained from the measured relationship between the stress and

strain during a probe tack test. Here the average stress and strain are defined as σ = P/πa2
max and

ε = δ/h respectively, where P is the load, amax is the maximum contact radius between the indenter

and the surface, δ is the displacement and h is the adhesive thickness. The work of adhesion, Wadh,

is obtained from the integral of the tack curve, and is a measure of the total energy required separate

the probe from the adhesive layer [26, 27, 31]:



86

Wadh =
1

πa2
max

ˆ
Pdδ = h

ˆ
σdε (5.5)

Figure 5.11 shows tack curves for the two samples at different strain rates, and the values of Wadh

are included in Table 5.2. Wang et al. and Crosby et al. [26, 27, 31] discussed the shape and

corresponding characteristic points of a typical tack curve, identifying the three crucial parameters

(shown in Figure 5.11(c)): σmax, representing the maximum tensile load where fingering/cavitation

starts [28, 29, 31]; ε f the failure strain at which the PSA completely detaches from the indenter;

σplateau, the load on the shoulder at which the actual contact area starts to decrease towards a

complete detachment. Among the three parameters, the first two can be readily identified from the

tack curves, while σplateau is less well-defined and depends more on an empirical observation.

The maximum stress, σmax for the probe tack test is closely coupled to the modulus of the adhesive

at the appropriate strain rate. In this case the relevant modulus is evaluated at a reduced frequency

from the DMA master curve. This coupling explains the rate dependence of Wadh and the differ-

ences between the two adhesives. The magnitude of the complex modulus, |E∗|, increases with

increasing strain rate as shown in Table 5.2, where σmax ≈ 1.9|E∗| at the appropriate frequency for

both samples. By normalizing Wadh by the product of σmax and sample thickness, h, we obtain a

characteristic strain, εc:

εc =
Wadh

σmaxh
(5.6)

This characteristic strain is closely correlated with the maximum strain applied to the adhesive

prior to failure, as illustrated schematically in Figure 5.11(c). We observe a gradual increase in

Wadh and εc with increasing ε̇ for both materials. CEF35 generally exhibits a higher value of εc

than CEF05, indicating a stronger attachment to the glass surface. The evolution of the adhesive

morphology during the full detachment process for the two adhesive is shown in Figure 5.12. Note
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that the plateau stress can be defined operationally as the stress at εc, removing any ambiguity in

the definition of this quantity.

CEF35 CEF05

ε̇ (s−1)
σmax
(kPa)

|E∗ (ε̇)|
(kPa)

σmax
|E∗|

Wadh
(J/m2)

εc
σmax
(kPa)

|E∗ (ε̇)|
(kPa)

σmax
|E∗|

Wadh
(J/m2)

εc

0.01 131 65.6 2.00 11.4 1.74 349 183 1.91 13.7 0.79
0.05 163 88.5 1.84 12.7 1.56 419 221 1.90 21.8 1.04
0.1 192 103 1.86 19.7 2.10 492 250 1.97 31.7 1.29
0.5 252 137 1.87 31.4 2.49 734 371 1.98 66.2 1.80
1 285 155 1.84 38.7 2.72 894 474 1.89 97.5 2.18

Table 5.2: The change of probe tack test parameters (|E∗| ,Wadh) coupled to the maximum stress
(σmax) at different strain rate (ε̇ ).

εc

σplateau

εf

Figure 5.11: Probe tack curves of CEF35 (a) and CEF05 (b) under different strain rate. (c): A
typical probe tack curve with the green dashed box highlighting the equivalent work of adhesion
Wadh at maximum stress (σmax) and characteristic strain. By definition, εc =Wadh/(E∗h).
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Figure 5.12: Microscope observations of a detachment for CEF35 (first row) and CEF05 (second
row).

5.3.3.2 Repeated Detachment Behavior

Repeated probe tack tests are helpful for understanding and predicting the performances of PSAs

under real-world applications. As in practical applications are subjected to repeated loading, which

may result in fatigue and degradation in other mechanical properties of PSAs over time. In the

repeated probe tests the tack behavior was investigated by performing the simple probe test repeat-

edly onto the same spot of the PSA surface and comparing the resultant tack curves. The result for

the ten repeated probe tack tests for each adhesive are shown in Figure 5.13. The strain rate was

controlled at ε̇ = 0.5s−1 in these experiments.

As can be seen in Figure 5.14(a) that the values of Wadh attain their maximized value of ≈ 38 J/m2

for CEF35 and ≈ 74 J/m2 for CEF05 for the first cycle, decreaing throughout the subsequent test

cycles. To help visualize the extent of decay, Figure 5.14 (b) shows values of Wadh for the two

PSAs normalized by their first cycle values. Starting from the third repeat, the work of adhesion

reaches for CEF05 reaches a plateau of about 60% of its original value. In contrast to this, the work
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of adhesion for the softer CEF35 adhesive continues to decrease, reaching 20% of its original value

after ten cycles. The effect of the cycling on the value of σmax is relatively small in both cases.

The main effect of the cycling is to reduce strain at which adhesive failure occurs, with failure

occurring at strains of 1.5-2 after ten cycles for both adhesives. For the softer adhesive a relatively

large fraction of the initial work of adhesion corresponds to the large-strain region of the tack

curve. Because this large-strain behavior is more susceptible to repeated cycling than the low-

strain behavior in the vicinity of σmax, the fractional decrease in adhesion during repeated cycling

is larger for the softer sample.

Figure 5.13: Repeated probe tack tests for CEF35 (a) and CEF05 (b) at a strain rate of 0.5 s−1.
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Figure 5.14: Decreasing trend of work of adhesion Wadh (a) and normalized Wadh (b) over 10
cycles of repeat in a repeated probe tack test. Tests were conducted at a strain rate of 0.5 s−1.

5.3.3.3 Incremental Tack Curves

The energy dissipation condition can be characterized by collecting a series of incremental tack

curves, where triangular wave oscillations with increasing strain amplitudes are applied to the

sample. The result is a series of tack curves obtained from the same portion of the sample but

at different maximum strains, as shown in Figure 5.15[31]. The probe is indented onto the PSA

surface to reach a specific compression force, similar to a typical probe tack test, and then lifted

and oscillated with increasing wave amplitudes until the indenter is completely detached from

the surface. The total energy expended during the loading portion of a single cycle of oscillation

is separated into a dissipative component, Γ, which represents the bulk energy dissipated, and a

stored component, G , which is available to drive detachment of the indenter from the adhesive.

A schematic representation of the calculation of Γ and G from a single oscillation is shown in

Figure5.15 (c). The dissipative component Γ is calculated by multiplying the PSA thickness (h)

by the integrated area between the loading and unloading curves for a given cycle. The elastic

component, G , is calculated using the same method but utilizing the area under the unloading

portion of the curve.
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Figure 5.15 shows the incremental tack curves for both PSAs. In the absence of interfacial fatigue,

the envelope of the full set of incremental tack curves is roughly equivalent to the the initial tack

curves, shown as the dashed lines in Figure 5.15 (a, b). The incremental tack curve protocol allows

us to extract dissipated and stored energy as a function of strain. These quantities are plotted in

Figures 5.16 (a) and (b) for both adhesives. The dissipative component, Γ, increases monotonically

with increasing strain, reaching a value equal to Wadh for the last tack curve, where the indenter is

completely removed from the adhesive. Interfacial fatigue causes this value of Wadh to be less than

the value obtained from non-incremental test, where the indenter is completely separated from the

adhesive during the first cycle.

Our interpretation of G is that it represents the driving force for adhesive failure at the inden-

ter/adhesive interface. The observed maximum in G shown in Figure 5.16 is an artifact arising

from the fact that the actual contact area is starting to decrease for strains above some critical

value. For our materials we find that this critical strain is roughly equal to the characteristic strain,

εc, defined in Figure 5.11 and listed in table 5.2. As a result of this decreased contact area the ’true’

stress (load divided by the actual contact area) is larger than the ’engineering’ stress (load divided

by maximum contact area). Using the engineering stress instead of the true stress in our defini-

tion of G underestimates the actual driving force for adhesive failure, giving rise to the observed

maximum of Gc for G . Cross plots of Γ and G , shown for our materials in Figure 5.16 (c) are

particularly instructive. For G < Gc, G ≈ Γ and the plot of Γ vs G is a straight line with a slope of

≈1. In this low-strain region of the sample, the actual indenter/adhesive contact area is fixed. We

use Gc as a measure of the adhesive strength of the interface, so that adhesive failure begins when

G ≈ Gc. Because of the viscoelastic nature of the adhesives, the adhesive doesn’t immediately fail

at this point. Instead, some additional extension of the adhesive occurs for larger strains, giving a

value for Γ (and hence Wadh) at the point of failure that is approximately 3 times larger than Γc.
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Stored Energy

Bulk Dissipation

Figure 5.15: Triangular wave oscillation tack curves for CEF35 (a) and CEF05 (b) conducted at
a strain rate of 0.5 s−1. (c) shows the schematic illustration of the stored and dissipated energy:
Dissipated energy (Γ) and Stored energy (G ), each calculated as the product of the shaded area and
the sample thickness, h. The dashed lines in (a) and (b) are the full tack curves for the first cycle
of the repeated tests from Figure 5.13.

Figure 5.16: The relationship between Γ, G and ε . The bulk energy dissipation (Γ) increase
proportionally with the strain (ε) in (a). The interfacial dissipation G reaches a maximum value
Gc, before it decrease due to the detachment of the adhesive surface (b). The third figure (c) shows
Γ as a function of G . The critical turning points where G ≈ Gc and Γ ≈ Γc are marked as orange
stars in the plots.

5.4 Conclusion

In this study, fatigue interpretation is presented in two aspects: bulk and interfacial fatigue dam-

age characterization, using two commercially available PSAs, 3M
TM

Contrast Enhancement Films

(CEF35 and CEF05), as model systems. Both samples are lightly crosslinked acrylic PSAs, and

display distinct viscoelastic property changes under pure shear fatigue damage tests and adhe-

sive probe-tack tests. Pure shear fatigue damage tests mainly investigate energy dissipation and
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modulus changes over multiple loading-recovery rounds, while adhesive probe-tack tests focus on

energy distribution during interfacial debonding processes, including individual and repeated de-

tachment processes. For the pure shear fatigue cyclic test both PSAs exhibit increased dissipation

and softening effects when subjected to multiple test cycles, but the properties fully recover after

48 hours of relaxation.

Adhesion tests examine energy dissipation conditions during interfacial detachment of the PSA

and the surface, resembling real-life applications where PSAs fail at the adhesive/indenter inter-

face. We have defined a characteristic strain, εc, which denotes the onset of contact area decrease

during the debonding process. For both adhesive the maximum stress during a probe tack test was

1.9 |E∗|±0.1 |E∗|, where |E∗| is the magnitude of the complex modulus evaluated at the appropri-

ate frequency. Adhesive fatigue was assessed by repeating probe tack tests at the same location of

the sample. The stiffer CEF05 sample was more resistant to adhesive fatigue than the softer CEF35

sample. After ten cycles the work of adhesion was reduced by 40% and 80% for the CEF05 and

CEF35 samples, respectively. Additionally, Wadh can be further divided into bulk (Γ) and interfa-

cial (G ) energy using the triangular wave test, where the critical stored energy Gc marks the onset

of interfacial failure. For both PSAs, we found that the slope of Γ - G curve being 1 indicates an

equal distribution of bulk and interfacial energy dissipation, but with a higher Gc for CEF05 than

that CEF35. This results means that CEF05 can sustain higher energy input before the interfacial

failure begins, which is consistent with the pure shear geometry bulk fatigue data.
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Chapter 6

Fatigue Characterization of Triblock Copolymer-Toughened

Dynamic Epoxy Network

6.1 Introduction and Background

In recent years, the integration of dynamic covalent chemistry into epoxy networks has garnered

significant interest due to the self-healing properties it imparts. This advancement offers a novel

approach to recycle and reprocess epoxy thermosets, enhancing their sustainability. A variety of

chemistries have been employed to create dynamic networks, such as transesterification[96–98],

Diels-Alder reaction[99–101], imine bonds[102–104] and disulfide bonds[105–110]. Among the

numerous dynamic covalent networks applicable to epoxy resins, disulfide linkages are frequently

chosen for study due to their straightforward self-healing ability upon heating, which does not

require any external stimuli such as catalysts[111–113]. This self-healing ability has the poten-

tial to extend the service life of epoxy-based products while maintaining their high mechanical

strength, electrical insulation and chemical resistances, which are better-suited for a wide range

of applications, including adhesives, coatings, and corrosion protection. Those dynamic bonds are

proved to increase the fracture toughness of samples by enhancing the bond exchange within the

matrix[110].

In addition to incorporating dynamic bonds to strengthen the inherently brittle epoxy matrix, var-

ious approaches can be adapted to enhance its toughness, and one of which involves the addition

of fillers, such as silica[114, 115], carbon nanotubes[116–118], or graphene[118, 119], which

generally improve mechanical properties and thermal stability. Elastomeric, rubbery particles in-

corporated into rigid epoxy matrix are also widely adopted to help increase energy dissipation and

the resistance to crack propagation [120, 121]. Rubber toughened epoxy systems are widely stud-
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ied to elucidate their toughening mechanisms, such as stretching, shear band formation, crazing

and crack pinning[122]. Triblock copolymer (BCP), as one of the effective rubbery additives to

the epoxy systems, have been found to be particularly beneficial and versatile in enhancing the

material’s properties. Composed of three distinct polymer blocks covalently linked in a linear se-

quence, triblock copolymers exhibit complex morphologies due to the diverse properties of their

individual blocks, leading to unique mechanical properties. For example, the self-assembly of BCP

allows the networks to organize themselves into well defined nanostructures through fine-tuning

the solubility of the polymer blocks in the solvent[16, 92, 123–129]. Kishi et al. reported the

occurrence of nanoscale phase separation by incorporating acrylic BCP into epoxy systems[130],

and discussed multiple methods to control the nanostructures of the copolymers[130, 131]. Factors

including crosslinking density, chemical structures, curing conditions, molecular weight and block

copolymer content in the matrix, have been discussed to alter the nanostructures of the copolymers

into spheres, micelles, lamellar or cylinders[131–137].

For the epoxy toughening approaches mentioned above, a common method of evaluation is mea-

suring the fracture toughness of the material. The study of fracture toughness is commonly ex-

plained using Dugdale model as a specialized cohesive zone model, which considers a cohesive

zone ahead of a crack tip as the energy dissipate region. This model assumes linear elastic fracture

mechanics (LEFM) for glassy materials except for the small region adjacent to the crack tip, which

experiences a constant cohesive stress σc and leads to plastic yielding (shown in Figure 6.1 (a)).

The cohesive traction results in crack opening displacement δt . This parameter corresponds to the

mode I critical energy release rate GIc, which is the required energy to create new surface during

fracture:

GIc = σcδt =
K2

Ic
Er

(6.1)

where σc is the cohesive stress, which is the amount of stress endured by the cohesive traction
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zone, or plastic deformation zone. The term GIc can also be expressed as the quotient of KIc/Er

[110, 138, 139]. The critical stress intensity factor KIc serves as a quantification of mechanical

toughness, and the reduced modulus Er, is considered in a plane strain scenario, which takes into

account both the material’s thickness and Poisson’s ratio (v= 0.35 for glassy epoxy materials [140]):

Er =
E

1− v2 (6.2)

While toughness tests are adequate for evaluating the fracture behavior of an epoxy system, fatigue

crack propagation tests offer a more comprehensive approach to examining the durability of the

materials over an extended timescale[5, 141–144]. The effect of disulfide bond in a brittle epoxy

network has been elucidated by Lewis et al. [110]that increasing concentration of disulfide bonds

gradually improves the toughness due to the growing cohesive deformation zone ahead of the

crack tip. Since the crack propagation speed is controlled in a fatigue test, it provides longer

reaction time for disulfide bond exchange within the epoxy matrix. Therefore, fatigue tests offer a

better observation technique for the examination of dynamic covalent bond activation compared to

toughness tests.e for disulfide bond exchanges within the epoxy matrix. As a result, fatigue crack

propagation tests present a better observation technique for examining the activation of dynamic

covalent bonds compared to toughness tests.

In this study, an ABA triblock copolymer is integrated into an disulfide-containing epoxy network

to enhance the toughness of the epoxy matrix. To investigate the influence of both the dynamic

disulfide bond and the rubber filler, fatigue crack propagation tests were designed utilizing a flex-

ural 3-point-bending geometry. This experimental approach enables a thorough examination of

the interaction between theBCP and the epoxy network, while also shedding light on the potential

improvements in material properties resulting from this incorporation.
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Figure 6.1: Schematic representation of the Dugdale model.(a) and illustration of a sample using
single-edge-notch bending (SENB) geometry for both toughness tests and fatigue tests (b).

6.2 Materials and Methods

6.2.1 Sample Preparation

For the filler, PMMA-PnBA-PMMA triblock copolymer (BCP) LA2650 were provided by Ku-

raray Co. and were used as received. The total molecular wight of LA 2650 is 88,700 g/mol.

The weight fraction of the endblock PMMA was 0.3 with a molecular weight of 25,000 g/mol.

The midblock PnBA had a molecular weight of 116,000 g/mol. For the epoxy matrix, the

bisphenol-A-based diepoxide resin, Diglycidyl ether of bisphenol A (DGEBA, Fisher Scientific),

the aromatic diamine crosslinker 4,4´-Methylenebis(cyclohexylamine) (PACM, TCI Chemicals)

and 4,4´-Dithiodianiline (DTDA, Oakwood Chemical) were used as received. To make the triblock

copolymer–filled epoxy matrix, corresponding amount of triblock copolymer was added into the

diepoxide resin (DGEBA). The mixture was heated and stirred at 150°C until the the copolymer

was fully dissolved. Then the mixture was cooled down to 95◦C and mixed with DTDA (melted

at 95◦C ). Subsequently, the mixture was placed in a vacuum oven, degased in a silicone mold and

cured in a Nitrogen gas (N2) environment, precured at 110◦C for 30 minutes and cured at 160◦C

for 8 hours. The experimental procedure is illustrated in Figure 6.2.
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110°C, 30min
160°C, 8hr

150°C
Fully dissolve

Figure 6.2: Procedure for triblock copolymer-filled epoxy matrix crosslinked with DTDA diamine
crosslinker .

6.2.2 Dynamic Mechanical Analysis (DMA)

The viscoelastic behavior of the cured epoxy systems were studied using a dynamic mechanical

analyzer (TA instruments RSA III Dynamic Mechanical Analyzer, New Castle, DE). Samples were

prepared by cutting and polishing them into rectangular strips with dimensions of approximately

∼1 mm ×3 mm ×30 mm. These strips were then subjected to temperature sweep oscillatory tests

in a tensile geometry, conducted over a range −120◦C to 225◦C with increments of 2.5◦C. The

strain amplitude was 0.1% and the samples were soaked for 60 seconds before the measurement.

6.2.3 Atomic Force Microscopy (AFM)

For the atomic force microscopy image, a Bruker Dimension Icon AFM was used in PeakForce

Tapping mode. Using an ACTA-W cantilever from AppNano, the deflection sensitivity was deter-

mined using a silicon wafer, and a spring constant of 42 N/m was determined by thermal tuning.

Blind tip reconstruction on an RS-12M sample from Bruker was used to measure a tip radius of

8 nm. The image was acquired with a PeakForce set-point of 20 nN, a gain of 5, an amplitude of

50 nm, and an oscillation frequency of 1 kHz. These parameters provided an indentation depth of

approximately 2 nm. NanoScope Analysis was used to analyze force curves and export images. To

extract modulus data, the unload region of each force curve was fitted to 5-80% of the maximum

force and fit to the Derjaguin-Muller-Toporov (DMT) model[145].
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6.2.4 Fracture Toughness Test

The fracture toughness was characterized using ASTM D5045 standard using single-edge-notch

bending (SENB) geometry. The 3-point-bending tests were performed using an ElectroForce lin-

ear motor (200 N load cell) from TA instrument with a span (S) of 40 mm. The samples were

molded with a notch, and generally had a depth (W) of ∼10 mm, length (L) of 45 mm and thick-

ness (B) between 3 to 5 mm. The span-to-depth ratio of the experimental setting is β = 4. A sharp

crack was created by inserting a fresh razor blade into the molded notch and tapping it gently with

a hammer. The total precrack length (a) was controlled in a range of 0.45 < α < 0.55 , where

the crack-to-depth ratio is given by α = a/W . Figure 6.1(b) displays the experimental config-

uration. The precrack lengths were determined by subjecting the specimens under an Olympus

OLS5000 3D confocal microscope. During the experiment, a load was applied to the other side

of the notched side at a speed of 0.05 mm/s until fracture, with load and displacement information

recorded throughout the process. All samples were tested in triplicate. The sample toughness, or

critical stress intensity factor is calculated using Equation 6.3 and 6.4based on the maximum load

Pmax, sample dimension (B, W) and f (α), which is a general shape factor adjusted based on α:

KIC =
Pmax

BW 1/2 f (α) (6.3)

f (α) = 6x1/2 [1.99−α(1−α)(2.15−3.93α +2.7α2)]

(1+2α)(1−α)3/2 (6.4)

6.2.5 Uniaxial Tensile Test

Uniaxial tensile tests were performed on dogbone-shaped samples, featuring cross-sectional di-

mensions of 3 mm by 8 mm. The samples were carefully polished to minimize the impact of

surface flaws on the test results. A MTS Criterion universal testing frame, equipped with a 2.5 kN
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load cell, was used to conduct the tests. Throughout the testing process, the crosshead moved at a

constant speed of 5 mm/min until the samples fractured.

6.2.6 Flexural Fatigue Crack Growth Test

Flexural fatigue crack growth tests were conducted on samples using the same SENB geometry

as employed in the fracture toughness tests. The fatigue tests utilized identical experimental con-

figurations and instruments to ensure consistency and comparability of the results. An oscillatory

compression force was applied to the samples in a load-controlled manner at a frequency of 2 Hz.

The minimum compression load is maintained at 2 N, and the maximum load is set to approxi-

mately at P ≈ 1
2Pmax according to Equation 6.3. The crack length is estimated according to the

change of the specimen compliance C, which increases as the crack tip propagates. The total com-

pliance can be split into two components: compliance of non-cracked flexural sample C0 and the

crack-induced compliance Cc(α). The relationship of the compliance parameters can be expressed

as follows [146, 147]:
δ

P
=C = (C0 +Cc(α)) (6.5)

where δ and P are the displacement and load respectively. The crack-to-depth ratio α can be then

obtained by the expression:

α =
(CcE ′B)1/2

[CcE ′B+q1(β )(CcE ′B)1/2 +q2(β )(CcE ′B)1/3 +q3(β )]1/2 (6.6)

where E′ is the elastic modulus obtained from the tensile test. The expressions q1, q2 and q3 are

functions of the span-to-depth ratio β :
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Figure 6.3: The increase in compliance during a fatigue test over 8,400 cycles (A) and the rela-
tionship between crack-induced compliance Cc and crack length (B). For a SENB sample with a
sharp crack, the theoretical Cc value increases with longer crack lengths.

q1(β ) = 0.98+3.77β

q2(β ) =− 9.1+2.9β 2

1+0.168β 2

q3(β ) =−3.2β +8.9β 2

(6.7)

Equation 6.6 provides the theoretical relationship between Cc and the crack length a, assuming a

sample depth of W = 10 mm, which corresponds to the range of 0<α < 0.7. As the crack becomes

longer, the flexural sample will possess In actual 3-point-bending tests, α is controlled within the

range of 0.45 < α < 0.55, and the critical stress intensity factor (KIc) needs to be considered, as

further discussed in the “The Fatigue Failure Criterion and Fracture Toughness” section. Figure

6.3 (a) shows the compliance change during a fatigue test on 10 wt% BCP-filled epoxy matrix.The

loading curve from cycle 1 to cycle 8400 shows a decreasing trend, indicating a reduction in the

stiffness of the SENB sample and an increase in compliance.
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6.3 Results and Discussion

6.3.1 Dynamic Mechanical Analysis (DMA)

Dynamic Mechanical Analysis (DMA) was used to investigate the thermodynamic properties of

the epoxy composite. Figure 6.4 shows the temperature sweep data collected for both the un-

filled DTDA epoxy matrix and the 10 wt% BCP-filled DTDA matrix. The storage modulus and

glass transition temperature (Tg) of both systems as a function of temperature are shown in Figure

6.4 (a), where the unfilled epoxy matrix have a glass transition temperature at Tg ≈ 160°C. The

incorporation of rubbery filler is usually expected to decrease due to the increase of free energy in-

troduced by the rubber chain flexibility[121]. However, in the 10 wt% BCP-filled epoxy matrix is

found to have a similar Tg located at 160°C, which does not deviate from the unfilled epoxy matrix.

Considering that PnBA and PMMA have Tg values of −50°C and 110°C respectively[144], both

of which are lower than the Tg of the epoxy matrix (160°C), the Tg of the 10 wt% BCP-infused

epoxy composite will be close to 130°C according to the Flory Fox Equation. The fact that our

10wt% BCP-filled epoxy maintains a Tg at 160°C may be attributed to an increase in crosslinks

within the epoxy network. This is because the glassy PMMA segment has been reported to be

partially miscible with DGEBA cured with amine-cured networks, while the middle block PnBA

remains immiscible and forms nanoscale structures [130, 131, 148]. Similar results have also been

reported by other researchers [144, 149]. The storage modulus E
′

is slightly lower that that of a

unfilled epoxy, which is anticipated due to the inclusion of low-stiffness rubbery fillers. Figure 6.4

(b) shows the tanδ curves for the filled and unfilled system. It is shown that the loss tangent does

not change by adding the block copolymer to the system, demonstrating that the incorporation of

the BCP filler does not compromise the mechanical properties of the epoxy matrix.
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Figure 6.4: Temperature sweep curves for the unfilled DTDA epoxy matrix and 10 wt% BCP-
filled DTDA matrix. The temperature dependencies of storage modulus E

′
(a) and the loss tangent

tan(δ ) (b).

6.3.2 Atomic Force Microscopy (AFM) Analysis

The AFM image for the morphologies of the 10wt % BCP-filled DGEBA-DTDA matrix is pre-

sented in Figure 6.5. The image reveals the phase contrast between the rubbery PnBA block and

the glassy PMMA block within the triblock copolymer. Darker regions indicate the rubbery do-

main, while lighter areas represent the glassy matrix. Although the rubbery dark domains are

relatively uniformly distributed, they are not perfectly spherical and primarily exhibit a domain

size in the tens of nanometers range. This aggregation of the rubbery phase mainly results from

the phase separation of the epoxy-immiscible PnBA blocks. Since the PMMA blocks are miscible

with DGEBA, the addition of amine crosslinkers increases the mixture’s polarity and reduces the

miscibility of the PMMA segments [130, 131]. This polarity reduction prevents the phase struc-

ture of the PnBA to form a self-assembled spherical nanostructure. This phenomenon limits the

potential to modify the nanoscale structure of triblock-filled amine crosslinked epoxy matrices.To

address this issue, Yamada et al. explored increasing miscibility by hydrolyzing the easter group

to generate carboxylic groups on the PMMA blocks of the triblock copolymer, which leads to the

formation of different nanostructures including spheres, vesicles and curved lamellae [131].
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Figure 6.5: Phase-contrast AFM image of a 10 wt% BCP-filled DGEBA-DTDA epoxy matrix.
The PnBA aggregated into nano-scale domains and shown as dark region.

6.3.3 Fracture Toughness and The Dugdale Model

The toughness test was conducted following ASTM D5045 using a 3-point, single-notch bending

geometry shown in Figure 6.1(b). Both the unfilled epoxy and 10 wt% BCP-filled samples were

tested under various temperatures from −100°C to 100°C to assess the toughening effects of tri-

block copolymer filler to the dynamic disulfide epoxy matrix. Figure 6.6 (a) shows the comparison

of fracture toughness between the filled and unfilled epoxy system. The results show that incor-

porating 10 wt% BCP enhances toughness by approximately 45%, increasing the mode I critical

stress intensity factor KIc from 0.8 MPa
√

m to about 1.27 MPa
√

m at room temperature (23°C) .

Similar results had been reported by Klingler et al. [144], who observed an increase in KIC from

∼0.68 MPa
√

m to ∼1.28 MPa
√

m upon the addition of 10 wt% BCP into the epoxy matrix. These

findings are in excellent agreement with our collected data. This improvement in toughness is

maintained across the wide temperature range tested, particularly in the low-temperature regime.

This improvement can be attributed to the alteration of the plastic yielding zone at the crack tip, as

outlined by the Dugdale model shown in Figure 6.1 (a) and Equation 6.1. Based on the schematic

and Equation 6.1, a useful equation to calculate the cohesive zone size rp is defined[139, 150]:
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rp =
πErδt

8σc
=

π

8
(
KIc

σc
)2 (6.8)

where rp is the length of the cohesive zone in Figure 6.1 (a), which is an important observable

length scale that directly relates to δt when discussing the fracture toughness of a material. To

calculate rp, the cohesive stress σc is necessary, which can be effectively substituted by the tensile

yield strength σy[138]. In order to obtain σy, room temperature uniaxial tensile test was con-

ducted for the unfilled epoxy system and the 10 wt% BCP-filled epoxy, as shown in Figure 6.6

(b). The tensile stress-strain curves indicate that the tensile elastic moduli for the two systems

are nearly identical, while the ultimate tensile strength (UTS) is reduced by about 20% for the 10

wt% BCP-filled epoxy. This decrease is a typical trade-off to anticipate in rubber-toughened epoxy

materials[151].

According to Equation 6.8, the fracture toughness KIc is not solely dependent on a single parameter,

but rather relies on both σc and rp, where σc determines the maximum stress that the material

can withstand, whiled rp contributes to reducing the energy dissipation per unit area during the

material’s fracture process. In the work of Lewis et al.[110], the estimation of rp of an unfilled

DGEBA-DTDA epoxy system is ≈ 25 µm and the δt is ≈ 2 µm. Although the σc of the 10

wt% BCP-filled epoxy is 20% lower than that of the unfilled system, its rp is calculated to be

approximately 117 µm at room temperature, which is notably 4 times longer than that of the

unfilled system. The corresponding cohesive dissipation zone is further measured using a 3D

confocal microscope to support this idea. As the BCP fillers are introduced into the DGEBA-

DTDA dynamic epoxy system, the phase-separated PnBA blocks are covalently crosslinked with

the partially miscible glassy PMMA blocks, which provides good adhesion to the matrix. When the

crack proceeds through the rubbery PnBA-rich matrix, higher energy dissipation occurs to stretch

and separate the rubbery nanostructures, increasing the dissipation zone size as well as the fracture

toughness of the material. Similar toughening mechanism of BCP in a epoxy matrix was also
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Figure 6.6: (a) Comparison of the critical stress intensity factor,KIc, between the 10 wt% BCP
filled epoxy and the unfilled epoxy matrix. (b) The tensile stress-strain curves for the two systems.

introduced by other publications [144, 152]. In Figure 6.6 (a) at higher temperatures (above room

temperature), however, the increase in toughness becomes less pronounced. This can be attributed

to the fact that the brittle DTDA system softens and becomes more compliant, causing an increase

in the crack tip opening displacement δt as well as KIc [110] at higher temperatures that are closer

to the Tg. The increased blunting at the crack tip enlarges δt even without the inclusion of the

rubbery filler, therefore reducing the prominence of the rubbery filler’s stretching effect.

6.3.4 The Fatigue Failure Criterion

During the fatigue test, the crack length is constantly changing, and the test is load-controlled

based on the material toughness (KIc). Therefore, a failure criterion must be established based on

the quasi-static loading response [142]. The critical stress intensity factor, KIC, can be expressed

as a quasi-static deformation response and plotted as a transition curve. This curve serves as the

threshold for fracture failure and represents the relationship between the applied load (P) and the

corresponding precrack length (a) when the material fractures, indicating that shorter precracks

require higher loads to initiate accelerated crack propagation. Figure 6.7 (b) shows the transition
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Figure 6.7: The decrease of stiffness during a fatigue test (a) and the transition curve, representing
the relationship between load and crack length in a monotonic flexural fracture test, compared to
the corresponding crack growth observed under a constant load that is lower than the fracture load
(b). Here the transition curve represents a KIC = 1.27 MPa

√
m for the 10 wt% BCP-filled epoxy

matrix.

curve for the 10 wt% BCP-filled matrix with a KIC = 1.27 MPa
√

m at room temperature, providing

a boundary for the catastrophic failure of the specimen.

For the fatigue test, a load lower than the transition curve is chosen, and the crack is gradually

propagated over thousands of cycles until it reaches the transition curve. It is important to note that

the stiffness of the specimen decreases correspondingly over the fatigue test, as shown in Figure 6.7

(a), which leads to an increase in compliance and an extension of the crack length. By recording

the change in crack length and plotting it alongside the transition curve, we can determine if the

fracture transition curve can be used as the fatigue failure criterion. During the same fatigue test

depicted in Figure 6.7(a), a series of crack lengths were recorded in Figure 6.7 (b) as green dots,

using Equation 6.6 and 6.7. The results show that the crack length gradually propagates from a

= 5.49 mm to 6.2 mm until it reaches the transition curve and causes catastrophic failure. The

crack propagation trajectories were further verified by observing the length of the extended plastic

dissipation zone using an Olympus OLS5000 3D confocal microscope, and the cohesive zone

lengths were determined using Image J software, as shown in the “Fractography” section.
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6.3.5 Fatigue Crack Propagation

The fatigue crack propagation resistance of a pre-cracked stiff material is usually characterized

using two quantities: the crack propagation rate (da/dN) and the corresponding stress intensity

factor range (∆K). The relation between the two parameters usually goes through three regimes

during a fatigue test, which are:

1. Region I: The threshold regime, in which the crack propagates at a very slow rate and the

change in ∆K is minimal. The change in crack length is negligible below the threshold stress

intensity factor value, ∆Kth. At this stage, fatigue crack growth is dominated by microstructural

changes.

2. Region II: The stable crack growth regime, where the relationship between da/dN and ∆K

can be correlated using the Paris-Erdogan Law, also known as Paris’ law, which shows a linear

relationship on a log-log scale:

da
dN

=C(∆K)m (6.9)

The quantity of ∆K is calculated based on a slightly modified version of Equation 6.3:

∆K =
P−Pmin

BW 1/2 f (α) (6.10)

where P = 1
2Pmax and Pmin = 2N, which are the load range applied onto the SENB sample during

the load-controlled test. C is a fitting constant and m is the power-law index for the Paris’ Law

which is a material-dependent parameter.

3. Region III: The accelerated failure regime, in which the da/dN increases rapidly and ∆K ap-

proaches the fracture toughness at the corresponding crack length. During this stage, the crack

grows catastrophically, causing material failure.
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Typically, Region II is chosen to describe the fatigue crack propagation behaviors between different

samples, as it provides a reliable linear fitting on a double logarithmic scale, making the fatigue

properties quantitative and comparable. In the double logarithm scales, the crack propagation rate

per cycle, da/dN, has linear proportionality to the stress intensity factor range, ∆K, with a slope

of m. The calculation process related to the two values is illustrated in Figure 6.8. The values of

the crack-to-depth ratio, α , are derived from the compliance change shown in Figure 6.3 (a) and

calculated using Equation 6.6 and 6.7. The corresponding crack length values are then derived

accordingly, given the sample depth, B, that a = α ×W , as shown in Figure 6.8 (a). The crack

growth exhibits an acceleration behavior similar to exponential acceleration. Figure 6.8 (c) shows

da/dN as a function of the cycle number, derived from the local derivatives or slopes of aover

cycles. With the calculated crack length as a function of cycle number, the values of ∆K can be

obtained using Equation 6.10 and 6.4, as shown in Figure 6.8 (b). Consequently, Figure 6.8 (d)

presents the combined data for Paris’ Law in double logarithm scale, which clearly shows the

transition from Region I to Region II. Figure 6.9 displays the fatigue crack propagation curves for

the PACM, unfilled DTDA and BCP-filled DTDA samples. Table 6.1 lists the respective values

obtained from the fatigue tests, including the threshold stress intensity factor, ∆K, for the onset of

fatigue crack growth and the Paris’ law exponent, m.

6.3.5.1 Effects of Triblock Copolymer Filler

By comparing the fatigue curves for unfilled DTDA, 3.1 wt%, 6.5 wt% and 10 wt% filled epoxy

matrix, we observe an improvement in fatigue resistance as the curves shift to higher ∆K ranges

with increasing BCP concentration. As the BCP concentration increases from 0 wt% to 10 wt%,

the threshold value, ∆Kth, rises from 0.66 to 0.90, below which the crack propagation rate is ne-

glectable and offers resistance to crack initiation. Once the crack is initiated, the crack propagation

enters the Region II, where the Paris’ law power law index decreases from m = 39.0 for unfilled
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Figure 6.8: Demonstration of methods adopted for determining the crack length and ∆K. (a):
Calculation of crack length change over cycles. (b): The derived ∆K values as a function of cycles
using the crack length in (a). (c): Crack propagation rate determined from the local first derivative
of the crack length data. (d): The combined plot of da/dN as a function of ∆K in double logarithm
scale.
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DTDA epoxy to m = 18.3 for 10 wt% BCP-filled epoxy as the BCP content increases. The de-

cline of m indicates an improvement of the fatigue crack propagation, and the triblock fillers slow

down the acceleration rate of the crack during the stable crack growth process. The toughening

effect is most pronounced when comparing crack propagation rates on samples with different filler

amounts at the same ∆K values. As shown in Figure 6.9 along a black dashed line (∆K = 0.91

MPa
√

m), the crack speed drops from 850 nm/cycle to approximately 81 nm/cycle when the filler

amount increase from 3.1 wt% to 10 wt%, resulting in an improvement of about an order of mag-

nitude. When the BCP content reaches 6.5wt% or higher, their fatigue curves almost overlap with

only minimal shifting to the right observed. These findings are consistent with the results reported

by Klingler et al. [144] for their 10 wt% BCP-filled system. The toughening mechanism was

elucidated by Klingler et al., who showed that the BCP-rich phase could induce localized plastic

deformation, cavitation, bridging, fibrillation, and other effects. These filler arresting mechanisms

aid in slowing down crack propagation, accompanied by the phenomena of crack pinning.

6.3.5.2 Effects of Dynamic Disulfide Bonds

In order to compare the effects of the dynamic disulfide bond, the fatigue crack propagation curves

of PACM (the non-dynamic stiff crosslinker) and DTDA matrix are compared, as illustrated in

Figure 6.9. The ∆Kth value of disulfide-containing epoxy matrix (DTDA) is observed to be higher

than that of PACM, which may suggest a more mobile network due to the disulfide exchange

reactions. For both unfilled systems, crack propagation is relatively fast compared to epoxies filled

with triblock copolymers, making the power law index difficult to discern. The values of m are

presented at our best estimate in Table 6.1, demonstrating the brittleness of the unfilled systems.
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Figure 6.9: The fatigue crack propagation showing da/dN against ∆K in double logarithm scale.
The samples shown here include: PACM, unfilled DTDA, 3.1 wt%, 6.5 wt% and 10wt% BCP-
filled DTDA epoxy matrix. The black dashed line compares the crack growth rate of 3.1 wt%, 6.5
wt% and 10 wt% BCP-filled epoxy matrix at the same ∆K = 0.91 MPa

√
m.

Epoxy Matrix ∆Kth (MPa/
√

m) m
PACM 0.58 23.0

DTDA (0 wt% BCP) 0.66 39.0
3.1 wt% BCP 0.81 24.4
6.5 wt% BCP 0.90 20.9
10 wt% BCP 0.88 18.3

Table 6.1: Parameters of the unfilled and BCP-filled epoxy matrix from the fatigue crack propa-
gation tests.
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6.3.6 Fractography

Equation 6.8 defines the length of the cohesive zone in the Dugdale model, an essential length

scale responsible for energy dissipation. We use a 3D laser confocal microscope for direct obser-

vation of this dissipation zone. Figure 6.10 (a) presents the side view of a fractured SENB sample.

Distinct regions can be identified based on the criteria defined by Eaton et al. [139], which are the

initial mold notch, razor blade insertion area and the pre-crack caused by the razor blade (shown

in image from bottom to top). Ahead of the pre-crack is the sub-critical crack growth region, high-

lighted with yellow arrows, typically resulting from localized plastic yielding or cohesive/process

zone. We can obtain dimensions from image processing, measuring the widest point of this plas-

tic deformation region as rp ≈ 110 µm, which aligns well with the calculated value before (117

µm). Our observation confirms the toughening effect of triblock copolymer filled epoxy matrix by

correlating the increased plastic zone size derived from the toughness test with the fractography

measurement.

Additionally, microscope observation offers robust support for the flexural fatigue crack propaga-

tion method in sample testing. Figure 6.10 (b) shows a broken 10 wt% BCP-filled sample after

a fatigue test. Because the crack propagates much slower in this test than in a fracture test, we

can observe the crack path by measuring the length of the extended yield zone. Figure 6.10 (b)

reveals two crack lengths: 5.4 mm and 6.8 mm. The crack length is determined by selecting its

highest point on the sample. Comparing to the calculated crack length, a, in Figure 6.8 (a), the

microscope image agrees with the calculated values of the crack length, providing strong support

for the legitimacy and accuracy of the fatigue test method adopted in this work.
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Figure 6.10: 3D confocal microscope images of: (a) 10 wt% BCP-filled epoxy sample after a
3-point-bending fracture toughness test.Yellow arrows highlight regions exhibiting localized yield-
ing. (b) 10 wt% filled sample following the fatigue crack propagation test. The two values (5.4
mm and 6.8 mm) indicate the starting and the ending position of the crack front during the crack
growth until it reaches catastrophically failure.

6.4 Conclusion

In this study, we integrated an ABA-type triblock copolymer (PMMA-PnBA-PMMA) into a dy-

namic disulfide epoxy matrix (DTDA) and explored the toughening effect. Using a SENB geom-

etry, we conducted quasi-static fracture toughness tests, which showed an increase in toughness

from 0.8 MPa
√

m to 1.27 MPa
√

m with the addition of 10 wt% block copolymer. The enhance-

ment in toughness resulted from an increased cohesive dissipation/ plastic yielding zone, rp, which

expanded from 25 µm for an unfilled matrix to 117 µm for a 10 wt% filled system. This increase in

the dissipation zone was verified through direct observation using a 3D laser confocal microscope.
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Furthermore, we assessed a 3-point-bending flexural fatigue crack propagation test using the same

SENB geometry to examine the fatigue resistance changes brought on by the disulfide bond and

the triblock copolymer filler. We evaluated the fatigue resistance of several samples, including

PACM, unfilled DTDA, and 3.1, 6.5, and 10 wt% triblock copolymer-filled DTDA. The results

demonstrated that incorporating the triblock copolymer filler improved the samples’ fatigue resis-

tance by decreasing the Paris’ law exponent, m, from 39.0 to 18.3. The threshold stress intensity

factor, ∆Kth, also increased with more filler added. The presence of disulfide bonds in the DTDA

samples contributed to a higher fatigue threshold compared to PACM samples, due to the disulfide

bond exchange reactions. These findings further confirm the toughening mechanism proposed by

Lewis et al. [110], which suggests that preferential cleavage of disulfide bond increases the duc-

tility of the matrix, thus enhancing its toughness. In fatigue tests, the fracture event’s timescale

is prolonged, allowing more time for disulfide cleavage and exchange, making these effects more

evident.
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Chapter 7

Summary and Future Work

7.1 Summary

This thesis discussed three unique strategies for fatigue characterization, each tailored to various

polymer systems with distinct mechanical properties. The polymer systems under consideration

in this thesis include: rubbery elastomers, lightly crosslinked pressure sensitive adhesives and

dynamic epoxy with stiff crosslinkers. Based on the applied cyclic oscillation on the materials,

energy dissipation mechanisms are elucidated for comprehending the crack propagation behaviors

of polymers within bulk or at interfaces.

Temperature and composition-dependent fatigue crack propagation experiments were conducted

on both silicone and natural rubbers. From Chapter 3, we applied large-strain deformation to the

elastomers, which enabled us to differentiate between the stored elastic energy (G ) and the total

input fracture energy Γ via stress-strain correlation. Moreover, we established a strain-dependent

effective phase angle, φe f f , that corresponds to these two quantities. These energy related quanti-

ties were found to be dependent on elastomer networks, including chain structures, filler amount

and crosslinking density, as well as environmental factors, such as strain amplitude and temper-

ature. The energy dissipation behavior of natural rubber is significantly influenced by polymer

compositions and strain amplitudes, mainly due to their substantial impact on strain-crystallizing

behavior. On the other hand, the non-crystallizing silicone rubber behaves more like a general

viscoelastic polymer network, with its energy dissipation largely tied to increases in temperature.

The driving force for the crack propagation is expressed in a normalized form, G /(Eh0), which

represents the far-field strain influence on the fatigue crack speed, assuming a Neohookean ma-

terial response. The deviation of the power law relation between the crack speed, da/dn, and
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G /(Eh0) for silicone rubber is correlated to the surface morphology change that arise from the

crack propagation behavior, which is further discussed in Chapter 4. To quantify these crack sur-

face morphologies, Chapter 4 attempted to examine the surface patterns through several methods,

including analyzing cross-hatch angles and calculating local roughness. To understand the impli-

cation of the surface patterns, interpretations were conducted at two different length scales (mm

scale and µm scale) for feature extraction. It is found that the emergence and transition from a

uniformly rough surface to cross-hatch patterns is closely associated with the velocities of crack

propagation. Additionally, the overall roughness, represented as the total surface area, increases

with the proportion to the value of φe f f observed in the polymer matrix.

Chapters 5 and 6 aim to expand the fatigue crack propagation experiments to other polymer sys-

tems, particularly those whose fatigue behavior is more challenging to characterize. In Chapter 5,

both the bulk and interfacial fatigue behaviors of lightly crosslinked pressure sensitive adhesives

are explored using pure shear tensile geometry and probe tack tests conducted through hemispher-

ical indentation experiments. For the pure shear oscillation test, it was discovered that the bulk

energy dissipation and mechanical strength of these materials can be restored after a 48-hour rest-

ing period. The adhesion tests provided more quantitative information about debonding behaviors.

A characteristic strain, εc, was defined as a strain rate-independent parameter that denotes the onset

of the actual contact area decrease during the interfacial debonding process. The triangular oscil-

latory indentation test further allowed for the separation of the work of adhesion, Wadh, into the

bulk dissipation energy Γ and the restored energy, G , which facilitated the quantification of energy

distribution between the indenter and the adhesive layer up until the critical value, Gc. Chap-

ter 6 centers on stiff epoxy matrix, specifically analyzing the fatigue crack growth of a dynamic

disulfide-containing epoxy system filled with triblock copolymers, using a flexural geometry for

characterization. The flexural crack propagation fatigue experiment was proved to be both a simple

and effective method for establishing a relationship between the toughness test and crack propa-

gation process till its catastrophic failure. Consequently, this approach serves as a valuable tool in
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elucidating the toughening effect of both the dynamic disulfide bond and the triblock copolymer

fillers, preserving its healing capabilities.

7.2 Future Work

7.2.1 Fracture Mechanics using Advanced Techniques

While the fatigue behavior of polymer materials, spanning a wide range of stiffness, can be feasi-

bly studied through mechanical tests, it remains challenging to elucidate the complex micro-scale

fracture mechanics at the process zone near the material’s crack tip due to the geometric nonlinear-

ities encountered under large strain. The application of high-accuracy imaging techniques during

a mechanical fracture test, such as Digital Image Correlation (DIC), Infrared Thermography, or

X-ray scattering, is necessary [1, 17, 36, 153–155]. These techniques can assist in mapping the

local damage at the crack tip. In addition, machine learning techniques has been gradually adopted

to further uncover hidden information that cannot be interpreted by human eyes. A potential appli-

cation could involve using a large number of DIC techniques as training sets for machine learning

models, thereby enabling the prediction of potential strain field maps before the fracture occurs

[156, 157].

7.2.2 Fatigue Analysis of Dynamic Epoxy Systems

Chapter 6 demonstrated that the flexural fatigue setup is a powerful tool for capturing the fatigue

crack growth behavior of a notched SENB sample. Future research could focus on further elucidat-

ing the activation mechanism of dynamic disulfide, as fatigue tests allow the disulfide-containing

network to be active over longer time scales. In subsequent projects, a fully dynamic epoxy net-

work could be created by crosslinking a disulfide-containing epoxy resin, bis(4-glycidyloxyphenyl)
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disulfide (BGPDS), with the aromatic disulfide diamine monomer, 4,4´-Dithiodianiline (DTDA)

[105, 158–160]. The activity of disulfide exchanges can be further enhanced under elevated tem-

peratures, which may significantly contribute to increasing the toughness of glassy epoxy materi-

als.
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Chapter 8

Appendices

A Temperature-Dependent Viscoelastic Energy Dissipation

and Fatigue Crack Growth in Filled Silicone Elastomers

A.1 Material Properties

A.1.1 Thermogravimetric Analysis

Using thermogravimetric analysis (TGA), the degradation kinetics can be obtained by using the

Flynn & Walls method[161]. The temperature-dependent mass data for a silicone rubber sample

(SR-F37-C0.8) and a natural rubber sample (NR-F30) in air and in nitrogen are shown in Figure

8.1. By defining a certain point of weight loss during the constant heating rate TGA experiment,

a relation between the heating rate and temperature of the point of weight loss exists and the

degradation activation energy Ea can be calculated:

Ea =

(
−R

b

)
d lnβ

d(1/T)
(8.1)

Here, R is the gas constant (8.314 J/mol K), b is a fitting constant, β is the heating rate (◦C·min−1),

T is the temperature where the point of weight loss happens (K). According to Equation 8.1,

if there are more than three measurements using different heating rates on the material, a linear

relation between lnβ and 1/T can be found to calculate the activation energy Ea. Figure 8.2 (a) and

(b) show the linear relation between lnβ and 1/T at a weight loss of 15%.
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Figure 8.1: TGA results for the silicone rubber (SR-F37-C0.8) and natural rubber (NR-F30) sam-
ples at heating rate of 10◦C·min−1.

(a) (b)

Figure 8.2: lnβ as a function of 1/T for SR-F37-C0.8 (a) and NR-F30 (b) at a weight loss of 15%.



137

Table 8.1: VFT parameters for the SR and NR samples, obtained from the DMA experiments.

B (K) T∞ (◦C)
NR 2600 -122
SR 2250 -170

A.1.2 Dynamic Mechanical Analysis

The dynamic mechanical analysis (DMA) data for both elastomer samples for which temperature-

dependent data were obtained are shown in Figure 8.3. The complex modulus E∗ is used to express

both the storage and loss modulus through the equation E∗ = E ′+ iE ′′. The loss tangent, tanδ is

given as tanδ = E ′′/E ′. All properties are plotted as a function of the reduced frequency, f aT ,

where f is the frequency of the experiment and aT is a temperature-dependent shift factor obtained

by shifting data horizontally along the frequency axis. Both elastomer samples provide clear master

curves for |E∗|. We define a rheological glass transition temperature, Tg, as the temperature at

which tanδ is maximized for a frequency of 1 Hz. We obtain Tg = −110◦C for the SR sample

and Tg =−50◦C for the NR sample. These temperatures are used as the reference temperature for

which aT = 1. The values of shift factors are listed in Table 8.2and 8.3.

For each temperature, the shift factors and their corresponding temperatures can be fit using the

Vogel-Fulcher-Tammann (VFT) relation (Figure 8.3 (c), (f)):

ln(aT ) =− B
Tre f −T∞

+
B

T −T∞

(8.2)

Values of B and T∞ for each of the polymers are listed in Table 8.1.

Table 8.2: Shift factors for DMA time-temperature superposition of SR.

Temperatures ( ◦C) -120 -115 -110 -105 -100 -95 -90
aT 500 18 1 0.04 2.5×10−3 2×10−4 3×10−5
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Figure 8.3: Dynamic mechanical analysis data for silicone rubber (SR-F37-C0.8, a-c) and natural
rubber (NR-F30, d-f). Solid lines in (c) and (f) represent fits to the VFT equation (Equation 8.2),
using the parameters listed in Table 8.1.
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Figure 8.4: Evolution of the modulus of an unnotched silicone rubber SR-F37-C0.8 (SR) and
natural rubber NR-F30(NR) sample at 40◦C for a strain amplitude, ε , of 0.5.

Table 8.3: Shift factors for DMA time-temperature superposition of NR.

Temperatures ( ◦C) -60 -55 -50 -45 -40 -35 -30 -25 -20
aT 2.5×104 1300 100 10 1 0.2 0.04 0.01 2×10−3

A.2 Evolution of Modulus During the 2000 Pre-cycles of Unnotched Sam-

ples

The dependence of the modulus on the cycle number during the pre-cycle step is shown in Figure

8.4, which shows the change of modulus during the first 2000 cycles for the deformation of an

unnotched sample at a strain amplitude of 0.5. Note that the modulus reaches a stable value after

several hundred cycles.

A.3 Fatigue Crack Surface

More figures of the crack surface is shown here. In all the samples, the crack propagation direction

is from right to left. Only one set of NR surface morphology is shown as the rest of them have
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similar appearance, and no obvious change is observed when the temperature changes.

22°C

Φeff = 12.9°
da/dn = 50.7 nm/cycle

200μm 40°C

Φeff = 11.7°
da/dn =63.3 nm/cycle

200μm 55°C

Φeff = 10.4°
da/dn =113 nm/cycle

200μm

70°C

Φeff = 9.2°
da/dn =418 nm/cycle

200μm 85°C

Φeff = 8.2°
da/dn =856 nm/cycle

200μm 100°C

Φeff = 7.3°
da/dn =1381 nm/cycle

200μm

Figure 8.5: Fatigue crack surfaces for SR at strain ε = 0.45. The fatigue experiments are con-
ducted at 22◦C, 40◦C, 55◦C, 70◦C, 85◦C and 100◦C, as indicated. The crack propagation direc-
tion is from right to left.
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22°C

Φeff = 13.6°
da/dn = 153 nm/cycle

200μm 40°C

Φeff = 12.1°
da/dn = 238 nm/cycle

200μm 55°C

Φeff = 11.4°
da/dn = 457 nm/cycle

200μm

70°C

Φeff = 10.5°
da/dn = 554 nm/cycle

200μm 85°C

Φeff = 9.5°
da/dn = 1242 nm/cycle

200μm

Figure 8.6: Fatigue crack surfaces for SR at strain ε = 0.6. The fatigue experiments are conducted
at 22◦C, 40◦C, 55◦C, 70◦C and 85◦C, as indicated.

22°C

Φeff = 14.4°
da/dn = 396 nm/cycle

200μm 55°C

Φeff = 12.9°
da/dn = 836 nm/cycle

200μm 100°C

Φeff = 9.8°
da/dn = 1327 nm/cycle

200μm

Figure 8.7: Fatigue crack surfaces for SR at strain ε = 0.8. The fatigue experiments are conducted
at 22◦C, 55◦C and 100◦C, as indicated. The crack propagation direction is from right to left.
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22°C

Φeff = 6.3°
da/dn = 25.5 nm/cycle

200μm 40°C

Φeff = 5.5°
da/dn = 59 nm/cycle

200μm 55°C

Φeff = 5.8°
da/dn = 116 nm/cycle

200μm

70°C

Φeff = 6.0°
da/dn = 68 nm/cycle

200μm 115°C

Φeff = 5.4°
da/dn = 193 nm/cycle

200μm

Figure 8.8: Fatigue crack surfaces for NR at strain ε = 0.6. The fatigue experiments are conducted
under 22◦C, 40◦C, 55◦C, 70◦C and 115◦C, as indicated. The crack propagation direction is from
right to left.

B Interpretation of Bulk and Adhesive Fatigue Damage in

Pressure-Sensitive Adhesives

B.1 Multi-round Repeated Detachment Behavior

In order to study the resilience of interfacial strength over time, a series of repeated detachment

tests were conducted using the same repeated probe test protocol. In each cycle, ten probe-tack

tests were performed at the same location on the surface. With the indenter strain rate maintained

at 0.5 s−1 , the adhesives were allowed a relaxation period of 30 minutes. In the final two cycles,
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Figure 8.9: The change of Wadhof CEF35 (a) and CEF05 (b) during a multi-round repeated probe
tack test.

the samples were left to relax overnight to observe any potential long-term adhesion recovery. The

corresponding change of Wadh curves are depicted in Figure 8.9. It was found that the adhesive

strength progressively decreased until reaching a stable plateau. Notably, no recovery was observed

even over the extended period of relaxation, indicating a persistent reduction in adhesion strength.

B.2 Multi-round Incremental Oscillation Behavior

To probe the fatigue response encompassing both the bulk and interfacial contributions of the

adhesives, we executed a series of incremental oscillation tests. These tests were structured in

multiple rounds, with each test round consisted of a triangular waveform designed to systemati-

cally increase the strain level. After each round, the samples were given a 30-minute rest for the

initial three rounds, followed by an overnight rest to examine long-term adhesive strength recovery

in subsequent rounds. Figure 8.10 and 8.11 display the multi-round fatigue data for CEF35 and

CEF05 respectively. The work of adhesion, Wadh, across the multiple rounds was subdivided into

the dissipative energy component, Γ, and the stored energy, G . Similar to our discussion in the

main text, the observed maximum, Gc, signifies the critical value for the decrease of contact area,
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Figure 8.10: The relationship between Γ, G and ε for CEF35 over six rounds of triangular wave
tests. (a) The bulk energy dissipation Γ as a function of strain over 6 rounds of test. (b) The stored
energy G as a function of strain. (c) The comparison of multi-round Γ and G .

Figure 8.11: The relationship between Γ, G and ε for CEF05 over five rounds of triangular wave
tests.

marking the initiation point of interfacial failure. The data of CEF35 shown in Figure 8.10 (a)

reveals constant softening effect across multiple rounds. The maximum Γ stabilized at approxi-

mately 5 J/m2, which consists with the value of Wadh in the last two rounds of test in Figure 8.9

(a). This permanent decrease of Γ might indicate irreversible bulk damage, resulting in a reduced

capacity for bulk energy dissipation in later rounds. The values of Gc also decreased to around 1

J/m2, suggesting an permanent interfacial damage induced by fatigue. For CEF05 samples, less

bulk damage is observed, as seen in Figure 8.11 (a) , where the increment of Γ remains unaffected

by multiple rounds. The G values over multiple rounds decreased and showed small amount of

recovery between round 4 and 5 as shown in Figure 8.11 (b). Both adhesive samples demonstrate

that the accumulation of adhesive fatigue is irreversible.
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